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The Exact l1 Penalty Function Method for

Constrained Nonsmooth Invex Optimization

Problems

Tadeusz Antczak
Faculty of Mathematics and Computer Science, University of ×ód́z

Banacha 22, 90-238 ×ód́z, Poland

Abstract

The exactness of the penalization for the exact l1 penalty function
method used for solving nonsmooth constrained optimization problems
with both inequality and equality constraints are presented. Thus, the
equivalence between the sets of optimal solutions in the nonsmooth con-
strained optimization problem and its associated penalized optimization
problem with the exact l1 penalty function is established under locally
Lipschitz invexity assumptions imposed on the involved functions.

Key Words: exact l1 penalty function method; absolute value penalty
function; penalized optimization problem; locally Lipschitz invex function;
Generalized Karush-Kuhn-Tucker optimality conditions.

1 Introduction

Considerable attention has been given in recent years to devising methods for
solving nonlinear programming problems via unconstrained minimization tech-
niques. One class of methods which has emerged as very promising is the class
of exact penalty function methods. Methods using exact penalty function trans-
form a constrained extremum problem into a single unconstrained optimization
problem. The constraints are placed into the objective function via a penalty
parameter c in a way that penalizes any violation of the constraints.
One important property that distinguishes exact penalty functions is the

exactness of the penalization. The concept of exact penalization is sometimes
ambiguous, or at least varies from author to author. One of the de�nitions of the
exactness of the penalization is the following: there is an appropriate penalty
parameter choice such that a single unconstrained minimization of the penalty
function yields a solution of the constrained optimization problem.
Nondi¤erentiable exact penalty functions were introduced for the �rst time

by Eremin [6] and Zangwill [17]. In almost all of the introduced penalized ap-
proaches the notion of convexity plays a dominant role. In 1970, Luenberger [13]
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showed that, under convex assumptions, there is a lower bound for a penalty pa-
rameter c, equal to the largest Lagrange multiplier in absolute value, associated
to the nonlinear optimization problem. Later, Charalambous [3] generalized
the result of Luenberger for the absolute value penalty function, assuming the
second-order su¢cient conditions. Under the assumptions that the minimiza-
tion problem is solvable and that it satis�es the relaxed Slater constraint qual-
i�cation, Mangasarian [14] characterized solutions of the convex optimization
problem in terms of minimizers of the exact penalty function for a single value
of the penalty parameter exceeding some treshold. Bazaraa et al. [2] also used
the exact l1 penalty function method to solve nonlinear convex optimization
problems with both inequality and equality constraints. They assumed that the
objective function and the inequality constraints are convex and the equality
constraints are a¢ne functions to prove that a Karush-Kuhn-Tucker point in
the original optimization problem is a minimizer of the exact l1 penalty function
in the associated penalized optimization problem with su¢ciently large value
of a penalty parameter. In the mentioned above works, the lower bound of the
penalty parameter above which, for all penalty parameters, any optimal solution
of the original nonlinear optimization problem is also a minimizer of the penal-
ized problem has been given for di¤erentiable optimization problems involving
convex functions. However, from the practical point of view, the converse result
is also important.
In recent years, some numerous generalizations of convex functions have

been derived which proved to be useful for extending optimality conditions and
some classical duality results, previously restricted to convex programs, to larger
classes of nonconvex optimization problems. One of them is the invexity notion
introduced by Hanson [10] for di¤erentiable scalar functions and later general-
ized from di¤erent points of view, also in the case of nondi¤erentiable functions
(see [1], [5], [8], [11], [12], [16], [18], and others).
Now, we show that there is the equivalence between the set of optimal solu-

tions in a nondi¤erentiable nonconvex optimization problem and the set of mini-
mizers in its associated exact penalized problem with the absolute value penalty
function. It turns out that this property is not true only for (di¤erentiable) con-
vex optimization problems, but it still holds for nonlinear optimization problems
involving locally Lipschitz invex functions with respect to the same function �
(with the exception of those equality constraint functions for which the asso-
ciated Lagrange multipliers are negative � these functions should be assumed
to be incave with respect to the same function �). The result established here
shows that there does exist a lower bound for a penalty parameter c, equal to
the largest Lagrange multiplier in absolute value, associated to a Karush-Kuhn-
Tucker point in the original nonlinear optimization problem, above which this
equivalence holds. Further, in the case when at least one of the functions con-
stituting the nondi¤erentiable constrained optimization problem is not locally
Lipschitz invex and in the case when the objective function is coercive but not
invex, then the equivalence in the sense discussed here might not hold between
these optimization problems.
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2 Preliminaries and Problem Formulation

Throughout this section, X is a nonempty subset of Rn. A real-valued function
f : X ! R is said to be locally Lipschitz on X if, for any x 2 X, there
exist a neighborhood U of x and a positive constant Kx > 0 such that, for every
y; z 2 U , it holds jf(y)� f(z)j 5 Kx ky � zk. The Clarke generalized directional
derivative [4] of a locally Lipschitz function f : X ! R at x 2 X in the direction

v 2 Rn, denoted f 0 (x; v), is given by f 0(x; v) = lim sup
y!x
�#0

f(y+�v)�f(y)
�

.

De�nition 1 The Clarke generalized subgradient [4] of f at x 2 X, denoted

@f (x), is de�ned by @f (x) =
n
� 2 Rn : f 0(x; v) � �T v for all v 2 Rn

o
.

The following de�nition is a generalization of the de�nition of a class of
di¤erentiable convex functions to the case of a class of locally Lipschitz invex
functions (see [10]).

De�nition 2 [10] Let a function f : X ! R be a locally Lipschitz function
on X and u 2 X. If there exists a vector-valued function � : X � X ! Rn

such that, for each x 2 X, the inequality f(x)� f(u) � �T �(x; u) holds for any
� 2 @f (u), then f is said to be a locally Lipschitz invex function at u on X with
respect to �. If the inequality above is satis�ed at any point u, then f is said to
be a locally Lipschitz invex function on X with respect to �.

In order to de�ne an analogous class of (strictly) Lipschitz incave functions
with respect to �, the direction of the inequality in the de�nition of invex func-
tions should be changed to the opposite one.

De�nition 3 [15] A continuous function f : Rn ! R is said to be coercive if
limkxk!1 f(x) =1:

Consider the following constrained optimization problem:

minimize f(x)
subject to gi(x) � 0, i 2 I = f1; :::mg ;

hj(x) = 0, j 2 J = f1; :::; sg
x 2 X;

(P)

where f : X ! R and gi : X ! R, i 2 I, hj : X ! R, j 2 J , are locally
Lipschitz functions on a nonempty set X � Rn.
Let D := fx 2 X : gi(x) � 0, i 2 I, hj(x) = 0, j 2 Jg be the set of all fea-

sible solutions of problem (P). Further, we denote a set of active inequality
constraints at point x 2 X by I (x) = fi 2 I : gi (x) = 0g.

Theorem 4 [4], [18] (Generalized Karush-Kuhn-Tucker necessary optimality
conditions). Let x 2 D be an optimal solution in problem (P) and some suitable
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constraint quali�cation be satis�ed at x. Then, there exist � 2 Rm, � 2 Rs such
that

0 2 @f(x) +
mX

i=1

�i@gi(x) +
sX

j=1

�j@hj(x), (1)

�igi(x) = 0, i 2 J; (2)

�i 2 R+; i 2 J: (3)

We will assume that a suitable constraint quali�cation is satis�ed at any
optimal point in problem (P).

De�nition 5 The point x 2 D is said to be Karush-Kuhn-Tucker point (a KKT
point, for short) if there exist the Lagrange multipliers � 2 Rm, � 2 Rs such
that the conditions (1)-(3) are satis�ed at x.

3 The Exactness of the Exact l1 Penalty Func-

tion Method

The most popular nondi¤erentiable exact penalty function is the absolute value
penalty function also called the exact l1 penalty function. Its de�nition, for the
considered optimization problem (P), is the following

minimize P (x; c) = f(x) + c

2
4X

i2I

g+i (x) +
X

j2J

jhj(x)j

3
5 ; (P(c)) (4)

where, for a given constraint gi(x) � 0, the function g
+
i is de�ned by

g+i (x) =

�
0 if gi(x) � 0;

gi(x) if gi(x) > 0:
(5)

The unconstrained optimization problem de�ned above, we call the penalized
optimization problem with the absolute value penalty function.
It is known (see, for example, [2]) that under suitable convexity assumptions

and a constraint quali�cation, there exists a �nite value c that will recover an op-
timal solution in the constrained optimization problem (P) via the minimization
of the exact penalty function being the objective function in the exact penal-
ized optimization problem (P(c)). Now, we generalize this result by weakening
the convexity assumption imposed on the functions constituting the considered
nonsmooth optimization problem (P).

Theorem 6 Let x 2 D be a Karush-Kuhn-Tucker point in the constrained op-
timization problem (P), at which the Generalized Karush-Kuhn-Tucker condi-
tions (1)-(3) are satis�ed with the Lagrange multipliers � 2 Rm and � 2 Rs.
Let J+ (x) =

�
j 2 J : �j > 0

	
and J� (x) =

�
j 2 J : �j < 0

	
. Furthermore,
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assume that the functions f , gi, i 2 I, hj, j 2 J+ (x), are locally Lipschitz
invex at x on X with respect to the same function � and the functions hj,
j 2 J� (x), are locally Lipschitz incave at x on X with respect to the same
function �. If c is assumed to be su¢ciently large (it is su¢cient to set c �
max

�
�i, i 2 I,

���j
�� , j 2 J

	
, where �i, i = 1; :::;m; �j, j = 1; :::; s, are the La-

grange multipliers associated with the constraints gi and hj, respectively), then x
is also a minimizer of its penalized optimization problem (P(c)) with the absolute
value penalty function.

Proof. By assumption, x is a Karush-Kuhn-Tucker point in the constrained
optimization problem (P), at which the Generalized Karush-Kuhn-Tucker con-
ditions (1)-(3) are satis�ed with the Lagrange multipliers � 2 Rm and � 2 Rs.
Since c � max

�
�i, i 2 I,

���j
�� , j 2 J

	
, then, by de�nition of the objective func-

tion in the penalized optimization problem (P(c)), it follows that

P (x; c) = f(x)+c
mX

i=1

g+i (x)+c
sX

j=1

jhj(x)j � f(x)+
mX

i=1

�ig
+
i (x)+

sX

j=1

���jhj(x)
�� :

(6)
Thus, (5) gives

f(x) +

mX

i=1

�ig
+
i (x) +

sX

j=1

���jhj(x)
�� � f(x) +

mX

i=1

�igi(x) +

sX

j=1

�jhj(x). (7)

By assumption, the inequality constraints gi, i 2 I, and the equality constraints
hj , j 2 J

+ (x), are locally Lipschitz invex at x on X and the equality constraints
hj , j 2 J

� (x), are locally Lipschitz incave at x onX. Hence, by the Generalized
Karush-Kuhn-Tucker conditions (2) and (3) together with the feasibility of x in
problem (P), it follows that the inequality

f(x)+
mX

i=1

�igi(x)+
sX

j=1

�jhj(x) � f(x)+
mX

i=1

�i�
T
i � (x; x)+

sX

j=1

�j
T
j � (x; x) (8)

holds for any �i 2 @gi (x), i = 1; :::;m, and for any j 2 @hj (x), j = 1; :::; s.
Then, using the Generalized Karush-Kuhn-Tucker condition (2) , we get

f(x) +
Pm

i=1 �i

h
gi(x) + �

T
i � (x; x)

i
+
Ps

j=1 �j
�
hj(x) + 

T
j � (x; x)

�

= f(x) +
Pm

i=1 �i�
T
i � (x; x) +

Ps

j=1 �j
T
j � (x; x) :

(9)

Thus, by the Generalized Karush-Kuhn-Tucker necessary optimality condition
(1), it follows that

f(x) +
mX

i=1

�i�
T
i � (x; x) +

sX

j=1

�j
T
j � (x; x) = f(x)� �

T � (x; x) , (10)

where � 2 @f(x). By assumption, f is locally Lipschitz invex at x on X also
with respect to the function �. Using De�nition 2 together with the feasibility
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of x in problem (P), we get

f(x)� �T � (x; x) � f(x) = f(x) + c
mX

i=1

g+i (x) + c
sX

j=1

jhj(x)j = P (x; c) . (11)

Then, by (6)-(11), we conclude that the inequality P (x; c) � P (x; c) holds for all
x 2 X. This means that x is a minimizer of the penalized optimization problem
(P(c)) with the absolute value penalty function and the proof of theorem is
complete.

Corollary 7 Let x be an optimal point in the considered optimization problem
(P). Furthermore, assume that all hypotheses of Theorem 6 are ful�lled. Then
x is also a minimizer in the penalized optimization problem (P(c)) with the
absolute value penalty function.

Theorem 8 Let the point x be a minimizer of the penalized optimization prob-
lem (P(c)) with the absolute value penalty function . Furthermore, assume that
the functions f , gi, i 2 I, hj, j 2 J+ (ex), are locally Lipschitz invex at ex
on X with respect to the same function �, and the functions hj, j 2 J

� (ex),
are locally Lipschitz incave at ex on X with respect to the same function �,
where ex is any Karush-Kuhn-Tucker point in problem (P), at which the Karush-
Kuhn-Tucker necessary optimality conditions (1)-(3) are satis�ed with the La-

grange multipliers e� 2 Rm and e� 2 Rs. If the set of all feasible solutions in
the constrained optimization problem (P) is compact and the penalty parame-
ter c is su¢ciently large (it is su¢cient if c satis�es the following condition

c > max
n
e�i, i 2 I,

��e�j
�� , j 2 J

o
), then x is also optimal in problem (P).

Proof. We assume that x is a minimizer in the penalized optimization prob-
lem (P(c)) with the absolute value penalty function. Then, by the de�nition
of the penalized optimization problem (P(c)) and (5), the following inequalities

f(x)+c
�Pm

i=1 g
+
i (x) +

Ps

j=1 jhj(x)j
�
� f(x)+c

�Pm

i=1 g
+
i (x) +

Ps

j=1 jhj(x)j
�
�

f (x) hold for all x 2 X. Thus, for all x 2 D, the following inequality

f(x) � f(x) (12)

holds. The inequality above means that values of the function f are bounded
below on the set D of all feasible solutions in the constrained optimization
problem (P). Since f is a continuous function bounded below on the compact
set D, therefore, by Weierstrass� theorem, f admits its minimum ex on D.
Now, we prove that x is also optimal in the considered optimization problem

(P). First, we show that x is feasible in problem (P). By means of contradiction,
suppose that x is not feasible in problem (P). As we have established above, the
given constrained optimization problem (P) has an optimal solution ex. Since a
constraint quali�cation is satis�ed at ex, then there exist the Lagrange multipliers
e� 2 Rm and e� 2 Rs such that the Generalized Karush-Kuhn-Tucker necessary
optimality conditions (1)-(3) are satis�ed at ex. By assumption, the functions f ,
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gi, i 2 I, hj , j 2 J
+ (ex), are invex at ex on X with respect to the same function

� and the functions hj , j 2 J
� (ex), are incave at ex on X with respect to the

same function �. Therefore, by De�nition 2, respectively, it follows that the
inequalities

f (x)� f (ex) � �T � (x; ex) ; (13)

gi(x)� gi(ex) � �Ti � (x; ex) ; i 2 I, (14)

hj(x)� hj(ex) � Tj � (x; ex) ; j 2 J+(ex), (15)

hj(x)� hj(ex) � Tj � (x; ex) ; j 2 J�(ex) (16)

hold for each � 2 @f (ex), �i 2 @gi (ex), i = 1; :::;m, and j 2 @hj (ex), j = 1; :::; s.
Multiplying (14), (15) and (16) by the associated Lagrange multiplier and then
adding both sides of the obtained inequalities and both sides of (13), we get

f (x)� f (ex) +
Pm

i=1
e�igi(x)�

Pm

i=1
e�igi(ex) +

Ps

j=1 e�jhj(x)�
Ps

j=1 e�jhj(ex)
�
h
�T +

Pm

i=1
e�i�Ti +

Ps

j=1 e�jTj
i
� (x; ex) :

Using (5) with the Karush-Kuhn-Tucker necessary optimality conditions (1),
(2) and the feasibility of ex in problem (P), we get

f (x) +
mX

i=1

e�ig+i (x) +
sX

j=1

e�j jhj(x)j � f (ex) . (17)

By assumption, the penalty parameter c is su¢ciently large (it is su¢cient that

c > max
n
e�i, i 2 I,

��e�j
�� , j 2 J

o
. Since x is assumed to be not feasible in the

given optimization problem (P), therefore, at least one of g+i (x) and jhj(x)j
must be nonzero. Therefore, (17) yields

f (x) + c

2
4
mX

i=1

g+i (x) +
sX

j=1

jhj(x)j

3
5 > f (ex) . (18)

Then, by ex 2 D and (2), we get

f (x) + c

2
4
mX

i=1

g+i (x) +
sX

j=1

jhj(x)j

3
5 > f (ex) + c

2
4
mX

i=1

g+i (ex) +
sX

j=1

jhj(ex)j

3
5 .

Then, by the de�nition of the exact l1 penalty function (see (4)), it follows that
the following inequality P (x; c) > P (ex; c) holds, which is a contradiction to the
assumption that x is a minimizer in the penalized optimization problem (P(c))
with the absolute value penalty function. Thus, we have proved that x is feasible
in the given constrained optimization problem (P). Hence, the optimality of x
in problem (P) follows directly from (12).
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Corollary 9 Let the hypotheses of Corollary 7 and Theorem 8 are ful�lled.
Then, the set of optimal solutions in the considered extremum problem (P)
and the set of minimizers in its associated exact penalized optimization prob-
lem (P(c)) with the absolute value penalty function coincide.

Example 10 Consider the following nonsmooth optimization problem

f(x) = arctan (jxj)! min

g(x) = 1
2

�
ejxj�x � 1

�
� 0:

(P1)

Note that D = fx 2 R : x � 0g and x = 0 is an optimal solution in the consid-
ered nonsmooth optimization problem (P1). Since we use the exact l1 penalty
method for solving problem (P1), then we construct the following unconstrained
optimization problem

P (x; c) = arctan (jxj) + cmax

�
0;
1

2

�
ejxj�x � 1

��
! min : (P1(c))

Note that x = 0 is feasible in problem (P1) and the Generalized Karush-Kuhn-
Tucker necessary optimality conditions (1)-(3) are ful�lled at x with the La-
grange multiplier � satisfying the following condition: 0 2 @f (x) + �@g (x),
where @f (x) = [�1; 1] and @g (x) = [�1; 0]. Further, it can be established by
De�nition 2 that the objective function f and the constraint function g are lo-
cally Lipschitz invex at x on R with respect to the same function � de�ned by
� (x; x) = 1

2 (arctan (jxj)� arctan (jxj)). Then, by Theorems 6 and 8, it follows

that, for any penalty parameter c satisfying c > �, there is the equivalence be-
tween the sets of optimal solutions in optimization problems (P1) and (P1(c)).
Further, note that not all functions involved in problem (P1) are di¤erentiable
and convex. Therefore, in order to show that the point x = 0, being optimal in
(P1), is also a minimizer in the unconstrained optimization problem (P1(c)),
we can not use the conditions for convex smooth optimization problem (see, for
instance, Theorem 9.3.1 [2]).

Example 11 Consider the following nonsmooth constrained optimization prob-
lem

min f(x) =

8
>><
>>:

�x+ 4 if x < �4;
1
2x+ 10 if �4 � x < 0;
�5x+ 10 if 0 � x < 2;
x� 2 if x � 2;

g(x) = x� 1
4 � 0,

(P2)

in which not all functions are locally Lipschitz invex. Note that D =
�
x 2 R : x � 1

4

	

and x = �4 is an optimal solution in the considered optimization problem (P2).
Since 0 2 @f (0) =

�
�5; 12

�
, then ex = 0 is a stationary point of f . It is not

di¢cult to show that ex is not a global minimizer of f . Then the objective func-
tion f is not locally Lipschitz invex on R with respect to any function � de�ned
by � : R � R ! R (see, for example, [16]). However, we use the exact l1
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penalty method to solve the considered optimization problem (P2). Therefore,
we construct the following unconstrained optimization problem

P (x; c) = f(x) + cmax

�
0; x�

1

4

�
! min (P2(c))

Note that x = �4, being an optimal solution in problem (P2), is not a global
minimizer in the associated penalized optimization problem (P2(c)) for all values
of the penalty parameter c satisfying the condition c > � = 0, (where � is the
Lagrange multiplier associated with the inequality constraint g satisfying the
Karush-Kuhn-Tucker necessary optimality conditions (1)-(3)). However, for
every penalty parameter c 2 (0; 327 ), the point bx = 2 is a global minimizer in
the above penalized optimization problem (P2(c)). Therefore, there is no the
equivalence between the sets of optimal solutions in problems (P2) and (P2(c))
for any penalty parameter c satisfying the condition c > �. This follows from
the fact that not all functions constituting the considered optimization problem
(P2) are locally Lipschitz invex on R.

Remark 12 Peressini et al. [15] considered di¤erentiable convex optimization
problems and solved them by using the exact l1 penalty function method. Under
assumption that the objective function in the constrained optimization problem
is coercive (see De�nition 3), they proved that, for su¢ciently large values of the
penalty parameter c, the constrained optimal solution in (P) is also a minimizer
in its associated penalized optimization problem (P(c)) with the exact l1 penalty
function. But the �nite value of the penalty parameter c, above which this result
holds, was not given in [15]. Note that the objective function in the optimization
problem (P2) considered in Example 11 is coercive. However, for not all values
of the penalty parameter c satisfying the condition c > �, an optimal solution
in the considered optimization problem (P2) yields a minimizer in its associated
penalized optimization problem (P(c)) with the exact l1 penalty function. But
the result proved in the paper shows that, under invexity assumptions imposed
on the functions constituting the constrained nonsmooth optimization problem
(P), for every value of the penalty parameter c satisfying the condition c >
max

�
�i, i 2 I,

���j
�� , j 2 J

	
, the sets of optimal solutions in problems (P) and

(P(c)) coincide. Hence, this example shows that in the case when the objective
function is coercive but not invex the result established in the paper might not
be true for such optimization problems.
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