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#### Abstract

The paper aims to illustrate the algorithm developed in the paper [6] in some specific problems of shape optimization issued from fluid mechanics. Using the fictitious domain method with penalization, the fluid equations will be solved in a fixed domain. The admissible shapes are parametrized by continuous function defined in the fixed domain, then the shape optimization problem becomes an optimal control problem, where the control is the parametrization of the shape. We get the directional derivative of the cost function by solving co-state equation. Numerical results are obtained using a gradient type algorithm.
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## 1 Introduction

The paper presents some applications of an algorithm developed in [6]. This algorithm is based on a method that uses a penalization of the stationary NavierStokes equation that approximates its solution by functions defined on a larger fixed domain. The unknown domains are parametrized by functions in a certain subspace of the space of continuous functions on the larger fixed domain.

The approximating extension technique makes possible the approximation of the solution to the shape optimization problem by a solution of an optimal control problem. The basic reference will be [6]. For shape optimization, the general references are [13], [3] and for optimal control [7], [10]. In particular, for shape optimization for fluids a standard work is [9]. In optimal design related to optimal control, relevant contributions to the topic of this paper are [1], [4], [15].

In Section 2, the shape optimization problem for steady Navier-Stokes is presented. The directional derivative of the cost function is given in Section 3. A gradient type algorithm is also introduced. In Section 4, numerical results are presented in order to design a nozzle.

## 2 Formulation of the shape optimization problem and approximating extensions

Let $d$ be a natural number, $d \leq 4$, let $D \subset \mathbf{R}^{d}$ be a bounded fixed domain and suppose a family $\mathcal{O}$ of admissible subdomains $\Omega \subset D$ is given, satisfying an uniform Lipschitz condition on the boundary $\partial \Omega$.

With the standard notations from $[16], \mathcal{V}(\Omega)=\left\{y \in \mathcal{D}(\Omega)^{d} \mid \operatorname{div} y=0\right\}$, $V(\Omega)=$ closure of $\mathcal{V}(\Omega)$ in $H_{0}^{1}(\Omega)^{d}=\left\{y \in H_{0}^{1}(\Omega)^{d} \mid \operatorname{div} y=0\right\}$ (since $\partial \Omega$ is lipschitzian), we have the following weak formulation of the stationary NavierStokes equation with Dirichlet boundary (non-slip) conditions:

$$
\begin{equation*}
\int_{\Omega}\left(\nu \sum_{i, j=1}^{d} \frac{\partial y_{j}}{\partial x_{i}} \frac{\partial v_{j}}{\partial x_{i}}+\sum_{i, j=1}^{d} y_{i} \frac{\partial y_{j}}{\partial x_{i}} v_{j}\right) d x=\int_{\Omega}\left(\sum_{j=1}^{d} f_{j} v_{j}\right) d x, \forall v \in V(\Omega) \tag{2.1}
\end{equation*}
$$

or $($ see $[16]), \nu((y, v))_{\Omega}+b_{\Omega}(y, y, v)=\int_{\Omega} f \cdot v d x$. Here $f=\left(f_{1}, \ldots, f_{d}\right) \in$ $H^{-1}(D)^{d}$, and $\nu>0$ is the viscosity.

To this equation we associate the minimization problem

$$
\begin{equation*}
\min \left\{J(\Omega)=\int_{E}\left\|y-y_{0}\right\|_{e}^{2} d x, \quad E \subset \Omega \in \mathcal{O} ; y \text { verifies }(2.1)\right\} \tag{2.2}
\end{equation*}
$$

$E \subset \Omega$ is a fixed set and $y_{0} \in L^{2}(E)^{d}$ is given.
This functional is a particular case of a larger class,

$$
J(\Omega)=\int_{\wedge} j(x, y(x), \nabla y(x)) d x, \quad \wedge=E \text { or } \wedge=\Omega
$$

that are studied in [6].
The uniform Lipschitz assumption turns $\mathcal{O}$ into a compact with respect to the Hausdorff-Pompeiu complementary metric (see [11], p. 466). Based on this, it is inferred in [6] that if there exists an admissible $\hat{\Omega}$ and a corresponding solution of (2.1) for which $J(\hat{\Omega})$ is finite then there exists at least an optimal pair $\left[\Omega^{*}, y^{*}\right] \in \mathcal{O} \times V\left(\Omega^{*}\right)$. So, the optimization problem is well defined but its solution is generally nonunique.

If $X(D) \subset C(\bar{D})$ is a functional space, define, for $g \in X(D), \Omega=\Omega_{g}=$ $\operatorname{int}\{x \in D \mid g(x) \geq 0\}$. If $E \subset \Omega$ is to be fulfiled one must require $g(x) \geq 0$ $\forall x \in E . g$ is called a parametrization of $\Omega_{g}$ and $\Omega_{g}$ an admissible domain. The solutions of (2.1) in $\Omega_{g}$ will be denoted as $y_{g}$.

If $H: \mathbf{R} \rightarrow\{0,1\}$ is the Heaviside function, $H \circ g=\chi_{\bar{\Omega}_{g}}$, the characteristis function of $\bar{\Omega}_{g}$. For $\varepsilon>0$ the following smoothing of the Yosida approximation of the maximal monotone extension of $H$ will be used:

$$
H^{\varepsilon}(r)=\left\{\begin{array}{cc}
1, & r \geq 0 \\
\frac{(\varepsilon-2 r)(r+\varepsilon)^{2}}{\varepsilon^{2}}, & -\varepsilon<r<0 \\
0, & r \leq-\varepsilon
\end{array}\right.
$$

(see also [8], [12]). It is easy to see that $H^{\varepsilon} \in C^{1}(\mathbf{R})$ and is lipschitzian. The boundary value problem (2.1) has an approximate extension

$$
\begin{equation*}
\nu\left(\left(y_{\varepsilon}, v\right)\right)_{D}+b_{D}\left(y_{\varepsilon}, y_{\varepsilon}, v\right)+\frac{1}{\varepsilon} \int_{D}\left[1-H^{\varepsilon}(g)\right] y_{\varepsilon} \cdot v d x=\int_{D} f \cdot v d x \tag{2.3}
\end{equation*}
$$

Suppose now that $d=3$. It is proved in [6] that, for $C_{1}=9 m(D)^{1 / 6}$, if

$$
\begin{equation*}
\nu^{2}>C_{1}\|f\|_{V^{*}} \tag{2.4}
\end{equation*}
$$

then (2.3) has an unique solution $y_{\varepsilon}(g)$ that depends continuously on $g$ as a function from $\left(C(D),\| \|_{\infty}\right)$ to $L^{2}(D)^{3}$. The following theorem that is proved in [6], $\S 3$, allows the approximation of the shape optimization problem (2.1), (2.2) by the optimal control problem (2.2), (2.3).

Theorem 2.1. If (2.4) holds then there exists a sequence $\varepsilon_{n} \rightarrow 0$ such that $\left.y_{\varepsilon_{n}}(g)\right|_{\Omega_{g}} \rightarrow y_{g}$ weakly in $H^{1}\left(\Omega_{g}\right)^{3}$ and strongly in $L^{2}\left(\Omega_{g}\right)^{3}$.

## 3 The directional derivative and a gradient type algorithm

In order to solve the optimal control problem (2.2), (2.3) through a gradient type algorithm an important step is the calculation of the directional derivative of the mapping $g \mapsto J\left[y_{\varepsilon}(g)\right]$ in the direction $w \in X(D)$. It is proved in [6], $\S 4$, that, under the uniqueness condition (2.4), this derivative in direction $w$, $\frac{\partial y_{\varepsilon}}{\partial w}(g)=\left(z_{1}, z_{2}, z_{3}\right) \in V(D)$ is the solution of the equation in variations

$$
\begin{gather*}
\int_{D}\left(\nu \sum_{i, j=1}^{3} \frac{\partial z_{j}}{\partial x_{i}} \frac{\partial v_{j}}{\partial x_{i}}+\sum_{i, j=1}^{3} y_{\varepsilon, i} \frac{\partial z_{j}}{\partial x_{i}} v_{j}+\sum_{i, j=1}^{3} z_{i} \frac{\partial y_{\varepsilon, j}}{\partial x_{i}} v_{j}\right) d x+  \tag{3.1}\\
\quad+\frac{1}{\varepsilon} \int_{D}\left[1-H^{\varepsilon}(g)\right] z \cdot v d x=\frac{1}{\varepsilon} \int_{D}\left(\left(H^{\varepsilon}\right)^{\prime}(g) w\right) y_{\varepsilon} \cdot r d x
\end{gather*}
$$

It is also proved in $[6], \S 4$, that under condition (2.4), equation (3.1) has an unique solution.

For the optimal control problem (2.2), (2.3) the co-state equation (see [2], [5], [14]) is

$$
\begin{gather*}
\int_{D}\left(\nu \sum_{i, j=1}^{3} \frac{\partial p_{\varepsilon, j}}{\partial x_{i}} \frac{\partial v_{j}}{\partial x_{i}}-\sum_{i, j=1}^{3} y_{\varepsilon, i} \frac{\partial p_{\varepsilon, j}}{\partial x_{i}} v_{j}+\sum_{i, j=1}^{3} \frac{\partial y_{\varepsilon, j}}{\partial x_{i}} p_{\varepsilon, j} v_{j}\right) d x+  \tag{3.2}\\
+\frac{1}{\varepsilon} \int_{D}\left[1-H^{\varepsilon}(g)\right] p_{\varepsilon} \cdot v d x=\int_{E}\left(y_{\varepsilon}-y_{0}\right) \cdot v d x
\end{gather*}
$$

Under condition (2.4) the equation (3.2) has a unique solution $p_{\varepsilon} \in V(D)$. The algorithm will result from the following theorem

Theorem 3.1 ([6], §4, Th.5). The direction derivative in $g \in X(D)$ of $J\left[y_{\varepsilon}(g)\right]$ in the direction $w \in X(D)$ is given by

$$
\begin{equation*}
\frac{\partial J}{\partial w}\left[y_{\varepsilon}(g)\right] w=\frac{1}{\varepsilon} \int_{D}\left(\left(H^{\varepsilon}\right)^{\prime}(g) w\right) y_{\varepsilon} \cdot p_{\varepsilon} d x \tag{3.3}
\end{equation*}
$$

( $p_{\varepsilon}$ is the unique solution of (3.2)).
Algorithm
Step 0 Choose a starting parametrization $g_{0}$ and a positive scalar $\epsilon$. Set $k=0$.

Step 1 Find $y_{\varepsilon}$ the solution of (2.3).
Step 2 Find $p_{\varepsilon}$ the solution of (3.2).
Step 3 Set the descent direction $w_{k}=-y_{\varepsilon} \cdot p_{\varepsilon}$. If $\left\|w_{k}\right\|<t o l$ stop.
Step 4 Determine $g_{k+1}=g_{k}+\theta_{k} w_{k}, \theta_{k}>0$ by means of an approximate minimization

$$
J\left(g_{k+1}\right) \approx \min _{\theta \geq 0} J\left(g_{k}+\theta w_{k}\right)
$$

Step 5 Update $k=k+1$ and go to the Step 1.
For the inaccurate line search at the Step 4, the methods of Goldstein and Armijo were used. If we denote by $j:[0, \infty) \rightarrow \mathbb{R}$ the function $j(\theta)=J\left(g_{k}+\theta w_{k}\right)$, we determine $\theta_{k}>0$ such that

$$
\begin{equation*}
j(0)+(1-\lambda) \theta_{k} j^{\prime}(0) \leq j\left(\theta_{k}\right) \leq j(0)+\lambda \theta_{k} j^{\prime}(0) \tag{1}
\end{equation*}
$$

where $\lambda \in(0,1 / 2)$.

## 4 Numerical results. Shape optimization of a nozzle

## Problem setting

We have adapted the nozzle problem from [13]. We assume that the flow in a nozzle is governed by the steady Navier-Stokes equation with prescribed traction at the inflow and outflow. The problem is to design a nozzle that gives a prescribed velocity near the exit. This kind of problem arises in rocket engine industries, in the design of a spray for applying a coating or in the manufacture of high-resolution inkjet printer.

We assume that the polyhedron $\left[A_{1} A_{2} A_{3} A_{4} A_{5} A_{6} A_{7}\right]$ is the fixed computational domain $D$. The coordinates of its vertices are: $A_{1}(H, 0), A_{2}(0,0)$, $A_{3}(L / 2,0), A_{4}(L, H-h), A_{5}(L+\ell, H-h), A_{6}(L+\ell, H), A_{7}(L, H)$, where $L=6, \ell=1, H=3, h=1$. We denote by $E$ the observation zone which is the rectangle $\left[A_{4} A_{5} A_{6} A_{7}\right]$.

We denote by $\Sigma_{i n}$ the boundary $\left[A_{1} A_{2}\right]$ representing the inflow section and by $\Sigma_{\text {out }}$ the boundary $\left[A_{5} A_{6}\right]$ representing the outflow section. The desired fluid velocity in the observation zone $E$ is

$$
y_{0}=\left(v_{\text {out }} \frac{4\left(H-x_{2}\right)\left(x_{2}-H+h\right)}{h^{2}}, 0\right), \text { where } v_{\text {out }}=4
$$

The fluid viscosity is $\mu=1$ and its density is $\rho=1$.


Fig. 1. Computing domain

Let $\omega \subset D$ such that $\omega \cap E=\emptyset$. We look for a connected domain $\Omega$ verifying $D \backslash \bar{\omega} \subset \Omega \subset D$ and minimizing the cost function

$$
J=\frac{1}{2} \int_{E}\left(y_{\epsilon}-y_{0}\right) \cdot\left(y_{\epsilon}-y_{0}\right) d x
$$

The traction imposed on the inflow is $(100,0)$ and on the outflow it is $(0,0)$. We impose no-slip condition on the other boundaries, including the free boundary.

## Descent direction

In Figure 2, we show $1-H^{\epsilon}(g)$ which is an approximation of the characteristic function of the domain $D \backslash \Omega$, for a typical admissible parametrization $g$.

We remark that the $\left(H^{\epsilon}\right)^{\prime}(r)$ vanishes on $\mathbb{R}$, excepting for $r \in(-\epsilon, 0)$. Consequently, the zone in $D$, where $\left(H^{\epsilon}\right)^{\prime}(g) \neq 0$ is very narrow, see Figure 3. When $\epsilon$ is very small, this zone could be empty. For this season, we have taken as descent direction not $-\left(H^{\epsilon}\right)^{\prime}(g) y_{\epsilon} \cdot p_{\epsilon}$ which is given by (3.3), but $w_{d}=-y_{\epsilon} \cdot p_{\epsilon}$. We recall that $\left(H^{\epsilon}\right)^{\prime}(g) \geq 0$, consequently $w_{d}=-y_{\epsilon} \cdot p_{\epsilon}$ is a descent direction in view of (3.3).


Fig. 2. The value of $1-H^{\epsilon}(g)$ on D for $\epsilon=10^{-4}$.

| mesh | no. triangles | no. vertices | mesh size |
| :---: | ---: | ---: | ---: |
| 1 | 828 | 460 | 0.340972 |
| 2 | 3316 | 1749 | 0.171328 |
| 3 | 7412 | 3842 | 0.146829 |
| 4 | 13168 | 6765 | 0.095475 |

Table 1. Mesh parameters used in Figure 3


Fig. 3. The zone where the derivative of the Yosida approximation of the Heaviside function is not vanishes for $\epsilon=10^{-1}$. The mesh parameters are prezented in Table 1

## Numerical parameters

The mesh of D has 15032 triangles and 7697 vertices. We have used the following finite elements: $\mathbb{P}_{1}+$ bubble for the velocity, $\mathbb{P}_{1}$ for the pressure and for the $g$.

We set the penalization parameter to be $\epsilon=0.0001$, the number of iterations for the descent algorithm to be 10 and number of iterations for the line search to be 10 .

We have tested our algorithm for three initial values of $g$ :
i) for $g\left(x_{1}, x_{2}\right)=10^{-4}\left(x_{2}-\frac{x_{1}^{2}}{18}-1.5\right)$, the initial value of $J$ is 0.518529 and its final value of is 0.00697268 ;
ii) for $g\left(x_{1}, x_{2}\right)=10^{-4}\left(x_{2}-\frac{x_{1}^{2}}{18}-0.5\right)$, the initial value of $J$ is 0.185802 and its final value of is 0.00466894 ;
iii) for $g\left(x_{1}, x_{2}\right)=10^{-4}\left(x_{2}-\frac{x_{1}^{2}}{18}-1\right)$, the initial value of $J$ is 0.0735282 and its final value is 0.00448260 .

## Numerical results

We have obtained three different optimal shapes, see Figure 4, that means the algorithm find only local optimum. The minimum final value of the cost function among the three tests is obtained in the case iii).

We remark in Figure 4 case ii), that the zero level set of the initial $g$ partially coincides with the zero level set of the final $g$. In fact, the initial $g$ vanishes on the free boundary. Since, we impose non-slip boundary condition for $y_{\epsilon}$ and $p_{\epsilon}$ on the free boundary, the descent direction $w_{d}=-y_{\epsilon} \cdot p_{\epsilon}$ vanishes on the free boundary, also. Consequently, $g_{k+1}$ could have the same zero level set as $g_{k}$.

The fluid velocity is ploted in Figure 5. We observe that the fluid velocity is very small in the exterior of the optimal shape, more precisely we have

$$
\operatorname{Error}(g)=\int_{\omega}\left(1-H^{\epsilon}(g)\right) y_{\epsilon} \cdot y_{\epsilon} d x=0.000446
$$
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case iii)

Fig. 4. Case i): final shape (bottom) obtained from the initial shape (top). Case ii): final shape (top) obtained from the initial shape (bottom). Case iii): final shape (bottom) obtained from the initial shape (top).


Fig. 5. Fluid velocity for the optimal shape in the case iii)
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