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Temporal and one-step stabilizability and detectability of time-
varying discrete-time linear systems

L. Gerard Van Willigenburg Willem L. De Koning

Abstract Time-varying discrete-time linear systems may benperarily uncontrollable and
unreconstructable. This is vital knowledge to botimtrol engineers and system scientists. Describing
and detecting the temporal loss of controllabibtyd reconstructability requires considering diseret
time systems with variable dimensions and the pj;skestep Kalman decomposition. In this note for
linear discrete-time systems with variable dimensioreasures of temporal and one-step stabilizability
and detectability are developed. These measuregatedto what extent the temporal loss of
controllability and reconstructability may lead temporal instability of the closed loop system when
designing a static state or dynamic output feedlwackroller. The measures are calculated by solving
specific linear quadratic cheap control problems.

Keywords: Temporal system properties, linear digctiene systems, cheap LQ control problems, j-step
k-step Kalman decomposition.

1 Introduction

Feedback control design and stability analysis ollinear systems along trajectories is often peréam
using the linearized dynamics about the trajeckbfy[2]. If the trajectory is time-varying the Barized
model istime-varying. If in addition the nonlinear dynamics or the cotd are hon-smooth, i.e. in the
case of bang-bang or digital control, tsieucture of the time-varying linearized system may change.
Even if the nonlinear dynamics and the controéssamooth the structure of the time-varying linezatiz
system may almost change. For control system designis vital information since this structure
reveals théemporal loss of controllability and reconstructability of thiméarized system. They in turn
may lead taemporal instability of a closed-loop control system [3], [4]. Recemig investigated these
issues for continuous-time systems assuming conisxtime control . This investigation lead to the
introduction of the properties temporal and différal stabilizability and detectability for contiaus-
time linear systems [5]. In additiomeasures of these properties were introduced and calculated
solving specifidinear quadratic cheap control problems [5], [6], [7].

Associated with computer control are digital cohproblems (sampled-data control problems). They
concern the control of continuous-time systems leams of piecewise constant controls using sampled
measurements. A common approach is to transforim soiatrol problems into equivalent discrete-time
control problems [8], [9], [10]. Following this apyach feedback control system design is performed in
discrete-time. This motivates the discrete-timeeatigwment in this paper that on the one hand pésalle
but on the other is also very different from the @m continuous-time. The fact that discrete-tism@ot
dense, as opposed to continuous-time, causes soaj@ mifferences. In continuous-time our
investigation required the introduction of piecesvionstant rank systems and the differential Kalman
decomposition [3], [4]. In discrete-time their coemgarts are discrete-time linear systems with bégia
state dimensions and the j-step, k-step Kalman dposition [11].
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This paper developseasures of temporal stability of time-varying linear digte-time systems over
arbitrary finite time intervals, notably intervalshere controllability or reconstructability is lost
temporarily. Associated to this, measuregenfiporal and one-step stabilizability and detectability are
developed. These measures can for instance betosmtalyse temporal instability of a closed loop
control system design using LQG output feedback.

Temporal stability may sound as a contradictionabigse formally stability relates to behavior when
time tends to infinity. However, in one of his gaseminal papers [12] Kalman together with Bertram
already proposed measures of stability over fitittee intervals (page 386). Intuitively stabilitylates
to growth of the system state. Intuitively overemals where the state grows we call the system
temporal unstable and over intervals where thes statays, we call the system temporal stable. This
intuition is formalized by the temporal stabilityoperty proposed in this note. This property iseet
from ameasure of temporal stability also proposed in this ndtattmeasures the maximum growth of
the state over an arbitrary interval. Our concdtability over a finite time interval differs fronvhat
is called finite-time stability [13], [14]. The rean we make a different choice is that our meastines
computation and the associated control system ngs@pme down to solving standard LQ problems.
The standard LQ problems are of a special typeed¢atheap control LQ problems [6], [7] . They are
characterized by a control penalty that tends to.Zeomputations and control system design assatiat
to finite-time stability concern matrix inequalsi¢l3], [14]. Generally these are much more diffica
solve.

2 Temporal and one-step stability, stabilizability and detectability

Temporal uncontrollability/unreachability and temgdaunreconstructability/ unobservability of linear
time-varying systems was introduced and invest@yaecontinuous-time [3], [4] and in discrete-time
[11]. Intuitively, temporal stabilizability and tgporal detectability are associated properties apgaly
over intervals where the system is temporal unctiable/unreachable and temporal
unreconstructable/unobservable respectively. Inticoaus-time this was formalized in [5]. In this
section we formalize the discrete-time case. Téigiires considering variable dimension discretetim
linear systems (VDD systems) [11], [15], [16], [1&8§ well as j-step controllability, j-step reachiapi
k-step reconstructability, k-step observability ahd associated j-step, k-step Kalman decomposition
All these are introduced in [11] that relies padly [18]. In this section we consider VDD systemthw

a time domain[io,iN] where i, may tend to—c andi, may tend to+w. Intervals where the VDD
system is temporal uncontrollable/unreachable mptwal unreconstructable/unobservable are denoted

by [z |-

Definition 1

A VVD system is calledj-step unreachable over the interval [is,if + j]/ j-step uncontrollable over
the interval [ig=ji; |, i, +j =i, <i, iy = if OO [i,# ]| the system is not j-step reachable at
time i / not j-step controllable from timie- | .

Lemmal

If i_,i, satisfy the conditions in Definition 1 then ovbeﬁnterval[is,if] the VDD system is 1) not |-

s f

step reachable at each time and 2) not j-step @tatite from each time.
Pr oof
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Follows immediately from [11] and Definition 1.

Definition 2
A VDD system that satisfies the conditions in Défon 1 is called-step uncontrollable/unreachable
over the interval [is,if].

Definition 3 (Dual of Definition 1)
A VVD system is calledk-step unobservable over the interval [is —k,if]/ k-step unreconstructable

over theinterval [i.,i; +k|, iy +k <i, <i, <iy -k if OO [ k,i; | the system is not k-step observable
at timei / not k-step reconstructable from timek .

Lemma?2 (dual of Lemma 1)

If i ,i, satisfy the conditions in Definition 3 then ovbetinterval[is,if] the VDD system is 1) not
k-step observable at each time and 2) not k-stegmstructable from each time.

Definition 4 (dual of Definition 2)

A VDD system that satisfies the conditions in D#fon 3 is called k-step
unreconstructable/unobservable over the interval [is,i ]

Application of the j-step k-step Kalman decomposit[11], [19] at each timéD[io,iN] , reveals all

closed intervals (i.e. consisting of at least twosecutive discrete-time instants) where the systgm
step uncontrollable/unreachable and dually all edlosntervals where the system is  k-step
unreconstructable/unobservable. As in Definitioar@ Definition 4 such intervals will be denoted by

[is,if ] . These closed intervals are precisely the interwdilere stability of the closed loop system may

be lost temporarily when designing static state @gyrhmic output feedback controllers.

Stabilizability is a property that relates entyréb the uncontrollable part of a system. A general
approach to determine stabilizability is to extrdms uncontrollable part, that is autonomous, Bans
of a Kalman decomposition, and to determine it®ibtg It will become clear in this section that
application of a state basis transformation chartgegporal stability and stabilizability propertieo
recover them we therefore need to transform batkdmriginal state basis. As opposed to this génera
approach, the stabilizability analysis presentethis section is much more straightforward and simple
It does not require transformation of the statasbhecause it relies fully on well established dtad
LQ theory applied to the original system repressona Therefore the associated numerical
computations are also very efficient.

The stabilizability analysis in this sectionusconventional in the sense that stability, stabilizability
and detectability oveifinite time intervals is required. Stability over an interval relateggtowth of the

magnitude of the state over this interval. Throughihis paper|+| denotes the matrix 2 norm. For

vectors this amounts to the L2 norm. In the nexttise we will demonstrate how to compute
numerically the temporal and one-step stabilizgbiand detectability measures presented in this
section, using only evaluations of the system roedri

Definition 5
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An autonomous VVD system is callégmporal stable over the interval [ii, | if for any x_#0,

s /) <2-

Loosely speaking, according to Definition 5 an astmous VDD system is called temporal stable over
[is,if] if for any initial state the magnitude of the agated terminal state is smaller than that of the

initial state. An important difference between definition and other finite-time stability concepis3],
[14] is that ours does not impose any restrictionghe magnitude of the state inside the intervaé
advantage of Definition 5 is that it matches LQ tcoindesign as opposed to finite-time stabilityttha
relates to control system design using matrix inktes[13] that is generally much more complicated

Definition 6
Associate to Definition 5 the followingmporal stability measure,
. [
p(ls,lf):max = C. (1)

X #0 ‘

s

Observe that,o(is,if) in Definition 6 is the largest possible raﬁaf H2 /H)g”z This ratio matches the
largest possible rati#»gf H/H)g” in Definition 5. Therefore,o(is,if) is indeed a measure of temporal

stability associated to Definition 5. The smalle(is,if) the larger temporal stability. It will become
clear that the squares in equation (1) are needadhieve compatibility with LQ control computations

Theorem 1

An autonomous VDD system is temporal stable dveitime interva[is,if] if and only if,
p(is'if ) = chl,if D, H <1, (2)
where ®, ; represents the state transition matrix of the aatmt autonomous system from timeto
i
Pr oof
Because Theorem 1 applies to autonomous systems,

X, =® ;X . 3)

Using equation (3) the temporal stability measjebecomes,

o . x
p(is’if):q:;aoXHST)} =

m[w]uqa o,

2

(4)
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The last equality in equation (4) holds becauéseff ®, ; is nonnegative symmetric. Theorem 1 now
follows from (4), Definition 5 and Definition 6 and

[« /I I <2 ©

Stabilizability over a finite time-interval relatés the ability to stabilize the system over thaerval by
means of control.

-

Definition 7
Associate to Definition 5 and Definition 6 theléing temporal stabilizability measure that applies
to VDD systems considered over the interiail, ,

minx, |
Prin (is’if ) = rl‘]?_ox i X's)q 5 >0, (6)

whereuy, | x_ indicates a control law dependent gn

Definition 8
A VDD system is calledemporal stabilizable over [ii, | if 0, (ic.i; ) <1.

Theorem 2
A VDD system is temporal controllable ovE'rs,if] = ,omin(is,if):o = the VDD system is
temporal stabilizable ove{ris,if] .

Pr oof
If a VDD system is temporal controllable ov[eg,if], then according to Definition 1 and [11], any

statex_ can be controlled to;, =0. This impliesp,,, (i..i;) =0 and, according to Definition 8, temporal
stabilizability over]i,,i, |.

Remark 1

As with ordinary controllability and stabilizaliyi temporal controllability is a stronger propetiyan
temporal stabilizability.

To state the main theorem in this section consttier following parameterized discrete-time LQ
problem. Given the system,

X1 = PX +riui’i|]|:is’if_ 1]’ (7)
with initial state,

X, (8)

find the controlu,, i D[is,if— 1] that minimizes the cost function,
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i -1
Jio(€)=xHx, +37[ X'Qx +u'Ru |, 9

with,
=1,,Q=0,R =¢l,0<ex 1l (10)

If £>0 the Linear Quadratic control problem (7), (8)-(1$3tisfiesH =0,Q =0,R* > 0. In this
standard case it is well known that the optimaltaans given by,

b= -Lx, 1 =(TSn +R) TS, (12)

and the minimum cost by,

o (8)=xSx,, (12)
where §, i D[is,if] is the solution of the matrix Riccati differenaguation,
§ =0/5,0 - ([SLM +R)L +Q, S =H. (13)
Theorem 3
§ =lim§’, (14)

exists, whereS®, ¢ | 0 satisfies the matrix Riccati difference equatid8)(with data as specified by
equation (10). Furthermore,

Poin (1) =[S | 10[1s,i 1] (15)
As a special case of (15),
P (i) =[S (16)

Pr oof
First observe that in the parameterized LQ prob{€j(10) we may replace the initial timg by

[ D[ls,lf— 1] This also hold for the stabilizability measypg,, . Next from equations (9), (10) observe
that

ran (0)= min(x X, ) mmeI H (17)
Now the key to proving (14), (15) is to prove that,
mlan (0)= limJjg () =x'S% (18)
uj % £l

Suppose equation (18) holds. Then from equationg18), (18),
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o fmilx ]|
Pna(Iie) = ma =
' (19)
of 30 ||
" X: X
The last equality in equation (19) holds beca@sds nonnegative symmetric. So we are left to prove
equation (18). Consider the j-step, k-step Kalmaoodhposition at time, with j =i, —i'. According

to this decomposition the linear system (7) canldsomposed into a part that is j-step controll&fzm

time i’ and a part that is autonomous. The contributiothefj-step controllable part tmlan (0) is
U %

zero. The contribution ta);, (€) tends to zero as | 0. The contribution of the autonomous part to

both mlin J.o(0) and J;, () is fixed and independent af. Because the system matrices are bounded
Ui 1%

this contribution is also finite. This proves thastence of the limit (16) and the equality (18).

Remark 2

There are three reasons for considefinge < 1 in equation (10), instead af=0. Taking0<&« 1
, € may be used to 1) keep the control within cerbenands that apply in practice and 2) as a numerical
tolerance to prevent ill-conditioning of the comgiin of equation (11) wheh[ S’; is not full rank

and L, - o as €1 0. In practice the selection od<& <1 will be a compromise ands® will
approximate S, |D[|S,|f 1]. As a result all computations in this paper inwav S° will be

approximations, although generally very good ofiésdly £ =0 leads to a singular LQ problem that is
generally much more difficult to solve and the $ioln of which need not be unique.

When analyzing control systems the state behawer the entire interva[is,if] is generally of

interest, not just the behavior at the initial time and the final timei, . This behavior is partly
considered by equation (15) of Theorem 3 that deters the stabilizability measure for each sub
interval [i,if], [ D[is,if— l]. The following theorem introduces a one-step Stathility measure that
applies to individual time instants.

Theorem 4
Is]-]s

Pr oof
From (15),

is a one-step stabilizability measure (os-stabilizability measure) at time i O i, i~ 1].

+1

o (ii:) =8 =8 H+Z(HSH ) (20)



25" IFIP TC7 Conference on System Modeling & OptimiaatiSeptember 6-12, 2011, Berlin

so “S*“—‘$+1 : iD[is,if— 1] is the one-step contribution at time i to the temporal stabilizability
measurep, ., (is,i ) If this contribution is negativep,, (is,if) decreases and temporal stabilizability
increases.

Definition 9

<0.

Sa
Because for a VDD system temporal and one-stepctidtility are dual to temporal and one-step
stabilizability, the following definitions and thesms are stated without further explanation an@foro

A VDD system is callegne-step stabilizable (os-stabilizable) at time i O ig,i~ 1] if ||

Theorem 5 (dual of Theorem 3)
P = IimO P, (21)
£l

exists, whereR?, e | 0 satisfies the matrix Riccati difference equatibattis dual to (13),

RS =®R°® -Lf (CRCT +R)L +Q, B’ =H, (22)
with,
L =0 RCT (CRC +R), (23)
with data as specified by equation (10). Furtheemor
o (ie:1) =[P 1 O[ i i ]. (24)

where g

min

(i,if) is atemporal detectability measure over the interval [i,if ] As a special case,
Tin (i) =R (25)

Definition 10 (dual of Definition 8)
A VDD system is calletemporal detectable over [i.i, | if g, (is,if ) <l

Theorem 6 (dual of Theorem 4)

(LA

Definition 11 (dual of Definition 9)

—H P H is a one-step detectability measure (os-detectability measure) at time i Of ig,i~ 1].

R

A VDD system is callegne-step detectable (os-detectable) at time i O[ i,,i~ 1] if |P;,| -[F| <o.

3 Conclusions

New temporal properties and associated measuresofarol system design concerning time-varying
linear discrete-time systems were introduced i {@per. The properties and associated measures
concern temporal and one-step stabilizability aetectability. They indicate to what extent control
system design is problematic when discrete-timeealin time-varying systems are temporal
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uncontrollable or temporal unreconstructable. Terapancontrollability and unreconstructability are
detected by the j-step, k-step Kalman decomposif\srdemonstrated in this paper, after introductbn

a suitable, simple stability property, that appl®ger finite time intervals, application of ordiyar
standard LQ theory and algorithms enables the ctatipn of associated temporal and one-step
stabilizability and detectabilityneasures. These determine to what extent a static or dyodeedback
control system becomes temporal unstable. A magpli@tion concerns the temporal stability analysis
of digital perturbation output feedback controlldes nonlinear systems tracking control and state
trajectories that may be optimal [1], [10].

As an alternative to LQ theory, temporal stabbiity may be determined by extracting the temporal
uncontrollable or temporal unreconstructable sulesys and analyzing their temporal stability. In
principle, the j-step, k-step Kalman decompositiorable to extract these subsystems. The extraction
employs state basis transformations that geneciidnge temporal stability properties. The approach
presented in this paper is more simple and direcabse it applies standard LQ theory to the origina
untransformed system.

Although the LQ problems in this paper are singutaprinciple, it is advantageous to approximate

them by non-singular LQ problems, as demonstratethis paper. The interpretation #ﬁ” as a
temporal stabilizability measure is new and highkgresting. The same applies to the interpretation
HS,* H —‘ S..|| as a one-step stabilizability measure that measheecontribution to stabilizability of each
single time-step.

Along the lines of this paper we are also curgeafiploring temporal properties of time-varyingdar

systems with white stochastic parameters [20]. Agnathers these enable robust digital optimal
perturbation feedback design for nonlinear systems.
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