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Abstract. The paper deals with polyhedral estimates for reachable
tubes of differential systems with a multiplicative uncertainty, namely
linear systems with set-valued uncertainties in initial states, additive in-
puts and coefficients of the system. We present nonlinear parametrized
systems of ordinary differential equations (ODE) which describe the evo-
lution of the parallelotope-valued estimates for reachable sets (time cross-
sections of the reachable tubes). The main results are obtained for inter-
nal estimates. In fact, a whole family of the internal estimates is intro-
duced. The properties of the obtained ODE systems (such as existence
and uniqueness of solutions, nondegeneracy of estimates) are investi-
gated. Using some optimization procedure we also obtain a differential
inclusion which provides nondegenerate internal estimates. Examples of
numerically constructed external and internal estimates are presented.

Keywords: Differential systems, reachable sets, set-valued state esti-
mation, multiplicative uncertainty, polyhedral estimates, parallelepipeds,
parallelotopes, interval analysis.

1 Introduction

The problem of constructing trajectory tubes (in particular, reachable tubes) is
an essential theme in control theory [25]. Since practical construction of such
tubes may be cumbersome, different numerical methods are devised for this
cause, in particular, methods based on approximations of sets either by arbi-
trary polytopes with a large number of vertices or by unions of points [6], [3], [1]
(here and below, we mention, as examples, only some references from numerous
publications; see also references therein). Such methods, as well as the methods
based on different schemes of discrete approximations of initial set-valued prob-
lems [2], [31] and numerical methods of solving the Hamilton-Jacobi-Bellman
equation [30], are devised to obtain approximations as accurate as possible. But
they may require much calculations, especially for large dimensional systems;
also smaller step-sizes create a heavy computational load. It is appropriate to
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mention approximations by polytopes based on support functions or supporting
points [4], [23].

Other techniques are based on estimates of sets by domains of some fixed
shape such as ellipsoids, parallelepipeds, zonotopes [7], [11], [13], [15]-[17], [22],
[24]-[29]. Fair results in this area were obtained for linear systems with set-valued
initial states and set-valued additive uncertain inputs. The main advantage of
the mentioned techniques is that they enable to obtain approximate solutions
using relatively simple tools (up to explicit formulas). Note that more accurate
approximations and even exact representations of the solutions may be obtained
by using the whole families of such simple estimates (as it was proposed by
A.B. Kurzhanski) [25]-[27], [22], [16]. The methods of interval analysis which use
subpavings of interval vectors [14] serve the same purpose, but such methods
may require much computations and memory for large dimensional systems.

It is also important to study linear systems when system matrices are uncer-
tain too. This leads to the multiplicative uncertainty and additional difficulties
due to nonlinearity of the problem (in particular, reachable sets — cross-sections
of reachable tubes — can be non-convex). There are some results for such systems
with different types of bounds on uncertainties [5], [8], [12], including construct-
ing external ellipsoidal estimates [7], [29] and external interval (in other terms,
coordinate-wise or box-valued) estimates [15], [24], [28].

We construct polyhedral (parallelepiped-valued and parallelotope-valued) es-
timates for reachable sets and reachable tubes of differential systems with pa-
rallelepiped-valued uncertainties in initial states and in additive uncertain inputs
and with interval uncertainties in coefficients of the system. In contrast to in-
terval analysis, faces of our estimates may be not parallel to coordinate planes.
The main results are obtained for the internal estimates. Using constructions
from [19], [20], we obtain nonlinear parametrized systems of ordinary differen-
tial equations (ODE) which describe the evolution of centers and matrices of
the parallelotope-valued internal estimates for the reachable sets. So, in fact, the
whole family of internal estimates is introduced (but, unfortunately, unlike the
case of linear systems [25]-[27], [22], [16], this family does not ensure exact repre-
sentations of the reachable sets in general). The properties of the obtained ODE
systems (such as existence and uniqueness of solutions for fixed values of param-
eters, nondegeneracy of estimates) are investigated. Using some optimization
procedure we also obtain a differential inclusion which provides nondegenerate
internal estimates. ODE for external estimates were obtained earlier [18]. Here
we remind these results for completeness of the exposition. Results of numerical
simulations are presented.

The following notation is used below: Rn — the n-dimensional vector space;
⊤ — the transposition symbol; ‖x‖1 =

∑n
i=1 |xi|, ‖x‖2 = (x⊤x)1/2, ‖x‖∞ =

max1≤i≤n |xi| — vector norms for x = (x1, x2, . . . , xn)
⊤ ∈ Rn; ei=(0, . . . , 0, 1, 0,

. . . , 0)⊤ — the unit vector oriented along the axis 0xi (the unit stands at i-
position); e = (1, 1, . . . , 1)⊤; Rn×m — the space of real n×m-matrices A =
{aji} = {aj} (with columns aj); I — the unit matrix; 0 — the zero matrix

(vector); AbsA = {|aji |} for A = {aji}; diag π, diag {πi} — the diagonal matrix
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A with aii = πi (πi — the components of the vector π); detA— the determinant

of A ∈ Rn×n; trA =
∑n

i=1 a
i
i — the trace of A; ‖A‖ = max1≤i≤n

∑m
j=1 |a

j
i | —

the matrix norm for A∈Rn×m induced by the vector norm ‖x‖∞; the notation
of the type k = 1, . . . , N is used instead of k = 1, 2, . . . , N for shortening.

2 Problem Formulation

Consider the following system (x ∈ Rn is the state):

ẋ = A(t)x+ w(t), t ∈ T = [0, θ]. (1)

Here the initial state x(0) = x0 ∈ Rn, the input (control/disturbance) w(t) ∈ Rn

(which is assumed to be a Lebesgue measurable function) and the measurable
matrix function A(t) ∈ Rn×n are unknown but subjected to given set-valued
constraints

x0 ∈ X0, w(t) ∈ R(t), a.e. t ∈ T, (2)

A(t) ∈ A(t) = {A ∈ R
n×n|A(t) ≤ A ≤ A(t)}, a.e. t ∈ T, (3)

where X0, R(t) are given convex compact sets in Rn, the set-valued map R(t) is
continuous, the matrix functions A(t), A(t) are continuous. Matrix and vector
inequalities (≤, <,≥, >) here and below are understood componentwise. The
interval constraints (3) can be rewritten in the form

A(t) ∈ A(t) = {A|Abs (A−Ã(t)) ≤ Â(t)}, Ã = (A+A)/2, Â = (A−A)/2. (4)

Let X (t)=X (t, 0,X0) be a reachable set of system (1)–(3) at time t>0 that is
the set of all points x∈Rn, for each of which there exist x0, w(·), A(·) that satisfy
(2)–(3) and generate a solution x(·) of (1) that satisfies x(t)=x. The multivalued
function X (t), t∈T , is known as a trajectory (or reachable) tube X (·).

We presume the sets X0, R(t) to be parallelotopes (then the sets X (t) are not
obliged to be parallelotopes) and look for external and internal parallelepiped-
valued or parallelotope-valued (shorter, polyhedral) estimates P±(t) for X (t).

By a parallelepiped P(p, P , π)⊂Rn we mean a set such that P=P(p, P , π) =
{x ∈ Rn|x=p+

∑n
i=1 p

iπiξi, ‖ξ‖∞≤1}, where p∈Rn; P={pi}∈Rn×n is such that
detP 6=0, ‖pi‖2=11; π ∈ Rn, π ≥ 0. It may be said that p determines the center
of the parallelepiped, P — the orientation matrix, pi — the “directions” and πi
— the values of its “semi-axes”. We call a parallelepiped nondegenerate if π>0.

By a parallelotope P [p, P̄ ] ⊂ Rn we mean a set P = P [p, P̄ ] = {x ∈ Rn| x =
p+P̄ ζ, ‖ζ‖∞ ≤ 1}, where p ∈ Rn and the matrix P̄ = {p̄i} ∈ Rn×m,m ≤ n, may
be singular. We call a parallelotope P nondegenerate, if m = n and det P̄ 6= 0.

Each parallelepiped P(p, P , π) is a parallelotope P [p, P̄ ] with P̄ = P diag π;
each nondegenerate parallelotope is a parallelepiped with P=P̄ diag {‖p̄i‖−1

2 },
πi = ‖p̄i‖2 or, in a different way, with P = P̄ , π = e, where e = (1, 1, . . . , 1)⊤.

We call P an external (internal) estimate for X ⊂ Rn if P ⊇ X (P ⊆ X ).

1 The normality condition ‖pi‖2=1 may be omitted to simplify formulas (it ensures
the uniqueness of the representation of a nondegenerate parallelepiped).
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Assumption 1. The set X0 = P0 = P [p0, P̄0] = P(p0, P0, π0) is a parallelepiped,
the sets R(t) = P [r(t), R̄(t)] are parallelotopes where R̄(t) ∈ Rn×m, m ≤ n; r(·),
R̄(·) and A(·), A(·) are continuous vector and matrix functions.

Problem 1. Find some external P+(t) and internal P−(t) polyhedral estimates2

for reachable sets X (t): P−(t) ⊆ X (t) ⊆ P+(t), t ∈ T .

3 Auxiliary Discrete Time Systems. Primary Estimates

Following arguments similar to [7], [25, Sec. 3.2] we obtain ODE for the estimates.
The first step in this way is to construct estimates for reachable sets X [k] of
auxiliary discrete time systems – the Euler approximations3 of the initial system:

x[k] = A[k−1]x[k−1] + w[k−1], k=1, . . . , N ; x[0] ∈ P0;

w[k] ∈ R[k] = hNR(tk); A[k] ∈ A[k] = {I + hNA |A ∈ A(tk)},
(5)

tk=khN , hN=θN−1. It is known that X [k] satisfy the relations X [k] = A[k−1]◦
X [k−1]+R[k−1], k=1, . . . , N , X [0] = P0, which involve two operations with sets
— multiplying an interval matrix A = {A ∈ Rn×n|A≤A≤A} on a set X ⊂ Rn:
A ◦ X = {y ∈ Rn| y = Ax, A ∈ A, x ∈ X} and the Minkowski sum [25, p.93].

In [18], [19], [20], the ways of constructing primary polyhedral estimates for
A ◦ P and P1 + P2 (where P , P1, P2 are parallelepipeds or parallelotopes) are
described; hence we have the corresponding recurrence relations for external and
internal estimates P±[k] for X [k]. Passing to the limit as N → ∞, we obtain the
corresponding nonlinear ODE systems for parallelotopes/parallelepipeds P±(t).

4 Internal Estimates

We come to the following ODE system for parallelotopes P−(t)=P [p−(t), P̄−(t)]:

dp−

dt
= Ã(t) p− + r(t), p−(0) = p0; (6)

dP̄−

dt
= Ã(t) P̄− + diag ν(t, P̄−; J(t)) · B(P̄−) + R̄(t)Γ (t), P̄−(0) = P̄0,

νi(t, P̄
−; J) = âjii (t) · ηji(t, P̄

−), i = 1, . . . , n,

η(t, P̄−) = max{0,Abs p−(t)− (Abs P̄−)e},

B = diag β(P̄−) · P̄−, βi(P̄
−) = 1 / (ei

⊤
(Abs P̄−) e), i = 1, . . . , n,

(7)

2 Our estimates will satisfy the upper and lower semigroup properties and the su-
perreachability and subreachability properties similarly to [25, Lemmas 3.3.2, 3.3.4]
and [7, Remark 8.2] respectively; these properties are analogues to the semigroup
property [25, p.9] for X (t). Also our set-valued estimates will be continuous.

3 In connection with the Euler approximations, the papers [9], [32] may be mentioned
which analyzed the numerical error of the set-valued method.



State Estimation for Systems with Multiplicative Uncertainty 5

(the operation of maximum is understood componentwise). Here Γ (t) ∈ Rm×n

is an arbitrary Lebesgue measurable matrix function satisfying ‖Γ (t)‖ =
max1≤i≤m

∑n
j=1 |γ

j
i | ≤ 1, a.e. t ∈ T , and J = {j1, . . . , jn} is an arbitrary per-

mutation of numbers {1, . . . , n} or even a measurable vector function J(·) with
values J(t) being arbitrary permutations of numbers {1, . . . , n}. Let G and J be
the sets of all such functions Γ (·) and J(·) respectively.

Later on it is useful to mark out the following case.

Assumption 2. Either R(t) are singletons (then the function w(·) ≡ r(·) may be
assumed to be measurable) or Γ (·) ∈ G is such that R̄(t)Γ (t) ≡ 0, t ∈ T .

Theorem 1. Let the above assumptions about the system (1), (2), (4) be satis-
fied, P0 be a nondegenerate parallelotope (det P̄0 6= 0) and J(·) ∈ J, Γ (·) ∈ G.
Then the system (6), (7) has a unique solution (p−(·), P̄−(·)) at least on some
subinterval T1 = [0, θ1] ⊆ T , where 0<θ1≤θ, and we have det P̄−(t)6=0, t ∈ T1.
The corresponding nondegenerate parallelotopes P−(t)=P [p−(t), P̄−(t)], t ∈ T1,
are internal estimates for the reachable sets X (t) of the system (1), (2), (4):
P−(t)⊆X (t), t∈T1. Under Assumption 2, the subinterval T1 coincide with T .

Proof. Here and below we give mostly only sketches; more details can be found
in [21]. The existence, uniqueness and extendability of the solution are obtained
using the known results [10, pp. 7,8,10]. In particular, under Assumption 2, we
verify that P−(t) can not leave the domain where detP−(t) ≥ δ for some δ > 0
and then use [10, p. 10, Theorem 4].

To prove P−(t) ⊆ X (t) we verify the subreachability property: P−(t) ⊆
X (t, s,P−(s)), ∀s, t : 0 ≤ s ≤ t ≤ θ1. Fix t ∈ T1. If x

∗ ∈ P−(t), then there
exists ξ such that Abs ξ ≤ e and x∗ = p−(t) + P̄−(t) ξ. Consider x∗ = x∗(t)
as a function of t (when ξ is fixed). Evidently, x∗(s) ∈ P−(s) also for arbitrary
s ≤ t. It remains to check that it is possible to find functions A(τ) = Ã(τ) +
∆A(τ) ∈ A(τ) and w(τ) ∈ R(τ), τ ∈ [s, t], such that x∗(τ) will satisfy (1) for
τ ∈ [s, t]. Differentiating x∗(τ) with the account (6), (7) we have (the argument
τ is omitted for short): ẋ∗ = Ãx∗ + w + diag ν B ξ = Ax∗ + w + q, where w =
r+ R̄Γ ξ ∈ R (because ‖Γ ξ‖∞ ≤ ‖Γ‖ ‖ξ‖∞ ≤ 1), A = Ã+∆A, q = diag ν B ξ−
∆A (p− + P̄−ξ). The desired equality q = 0 is achieved if we take ∆A in the
form ∆A = diagαD, where D = {ej1 · · · ejn}⊤ is a matrix corresponding to a
permutation J={j1, . . . , jn}=J(τ) of rows of the unit matrix, and components of

the vector α = α(τ) are calculated by formulas αi = 0, if |p−ji | ≤ eji
⊤
(Abs P̄−)e

(i.e. if νi = 0), and αi = νi e
i⊤Bξ/(p−ji +eji

⊤
P̄−ξ) otherwise. Inequalities |αi| ≤

âjii , i = 1, . . . , n (which ensure A ∈ A) are obtained by obvious estimates. ⊓⊔

Note that Theorem 1 describes the whole family of estimates P−(·) where
J(·) and Γ (·) are parameters.

Remark 1. Obviously, we have X (t) ⊇ X 0(t) ≡ P0−(t), t ∈ T , where X 0(t) are
reachable sets of the system (1) under assumptions x0 ∈ P0, w(·) ≡ r(·) and
A(·) ≡ Ã(·), and parallelotopes P0−(t) are determined by (6), (7) when ν ≡ 0,
Γ ≡ 0. We call these parallelotopes P0−(t) trivial internal estimates for X (t).
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The following corollary compares internal estimates P−(t) for X (t) satisfying
(6), (7) with trivial internal estimates P0−(t) for X (t) in the sense of volume. We
like to remind that volume of a nondegenerate parallelotope P = P [p, P̄ ] ⊂ Rn

is equal to volP = 2n| det P̄ |.

Corollary 1. Under conditions of Theorem 1, we have volP−(t) = volP0−(t) ·

exp (ψ1(t) + ψ2(t)), t ∈ T1, where ψ1(t) =
∫ t

0
ν(τ, P̄−(τ); J(τ))⊤β(P̄−(τ))dτ ,

ψ2(t) =
∫ t

0
tr (Ξ(τ, P̄−(τ))Γ (τ))dτ , Ξ(t, P̄−) = (P̄−)−1R̄(t).

Therefore under additional Assumption 2 we have:
(i) volP−(t) ≥ volP0−(t), and volP−(t) > volP0−(t) iff ψ1(t) > 0;
(ii) if it is turned out that P−(t) ∋ 0 for all t ∈ T , then P−(t) ≡ P0−(t), t ∈ T .

Proof. The expression for volP−(t) follows from the equality det P̄−(t) = m0(t)·

exp (ψ1(t) + ψ2(t)), where m0(t) = det P̄0 exp
∫ t

0 tr Ã(τ) dτ , which, in turn, can
be obtained similarly to [17, p. 293]. Namely, we use the change of variables
P̄−(t) = Φ(t)P (t), where Φ satisfies Φ̇ = Ã Φ, Φ(0) = I, and obtain the relation

d detP

dt
/ detP = ν(t, P̄−(t); J(t))⊤β(P̄−(t)) + tr ((P̄−)−1R̄ Γ ) (8)

on the base of the known relation d detP/dt = detP tr (P−1Ṗ ) and (7); then

the Liouville formula detΦ(t)= exp
∫ t

0
tr Ã(τ) dτ is used.

Assumption 2 yields ψ2(t) ≡ 0. Thus (i) is evident, (ii) is true because we
have ψ1(t) ≡ 0 similarly to [20, Corollary 1]. ⊓⊔

In general case (without Assumption 2) we can obtain some differential inclu-
sions which determine internal estimates on the whole time interval T . Consider
two ways to do that. Following the first way, fix J(·)∈J and Γ (·)∈G; if a denom-
inator of some row of the matrix B vanishes, replace this row by a suitable set.
The corresponding differential inclusion determines P−(t) on T (see Theorem 2
below), but there is no guarantee for P−(t) to be nondegenerate. The second way
allows (using some considerations of “local” optimality of the estimate volume)
to construct Γ (·) to ensure nondegenerate estimates on T (Theorem3).

Following the first way, consider the matrix differential inclusion

dP̄−

dt
∈ Ã(t)P̄− + diag ν(t, P̄−; J(t)) ·B(P̄−) + R̄(t)Γ (t), P̄−(0) = P̄0, (9)

where ν(t, P̄−; J(t)) is defined in (7), and B(P̄−) is the set of all matrices B(P̄−)

such that each row ei
⊤
B (i=1, . . . , n) satisfy the following conditions

ei
⊤
B =

{

ei
⊤
P̄−/(ei

⊤
(Abs P̄−) e), if ei

⊤
(Abs P̄−) e 6= 0,

arbitrary row such that ‖ei
⊤
B‖1 ≤ 1, if ei

⊤
(Abs P̄−) e = 0.

(10)

Theorem 2. For arbitrary J(·) ∈ J, Γ (·) ∈ G, there exists a solution
(p−(·), P̄−(·)) of the system (6), (9)–(10) which is determined on the whole T ,
and all solutions of this system determine internal parallelotope-valued estimates
P−(t) for X (t), t ∈ T .
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Proof. Existence and extendability are obtained using [10, p. 66, Theorem6].
The inclusions P−(t) ⊆ X (t) are proved similarly to Theorem 1. ⊓⊔

Following the second way under conditions of Theorem 1, assume, with-
out loss of generality, that det P̄0>0. The idea of local optimization arises
from (8) and consists in finding the maximal possible velocity of increasing
det P̄−(t) (therefore volP−(t)) at time t, by the choice of the value Γ , when
the value P̄− = P̄−(t) has already been found. Consider the set Γ (t, P̄−) of
matrices Γ (t, P̄−), which are solutions to the following optimization problem:
max{tr (Ξ(t, P̄−)Γ ) | Γ ∈ Rm×n s.t. ‖Γ‖ ≤ 1}. This set Γ (t, P̄−) may be de-
scribed in the following form:

Γ (t, P̄−) = {Γ (t, P̄−) = {γik(t, P̄
−)} | γik(t, P̄

−) = sign (ξki (t, P̄
−)) lik,

k = 1, . . . ,m, i = 1, . . . , n, L = {lik} ∈ L}.
(11)

Here Ξ(t, P̄−) = {ξki (t, P̄
−)} = (P̄−)−1R̄(t) ∈ Rn×m, and L is a set of matrices

L = {lik} ∈ Rm×n satisfying conditions lik ≥ 0, k = 1, . . . ,m, i = 1, . . . , n; lik = 0
if i 6∈ Ik(t, P̄

−), k=1, . . . ,m, i=1, . . . , n;
∑n

i=1 l
i
k = 1, k=1, . . . ,m; Ik(t, P̄

−) =
Argmax {|ξki (t, P̄

−)| | i=1, . . . , n}, k=1, . . . ,m, where sign z is equal to −1, 0, 1
for z < 0, z = 0, z > 0 respectively. Consider the matrix differential inclusion

dP̄−

dt
∈ Ã(t)P̄−+diag ν(t, P̄−; J(t))·B(P̄−)+R̄(t)Γ (t, P̄−), P̄−(0) = P̄0, (12)

where ν(t, P̄−; J) and B(P̄−) are the same as in (7).

Theorem 3. Let the above conditions be satisfied and P0 be a nondegenerate
parallelepiped with det P̄0 > 0. Then, for each function J(·) ∈ J, there exists
a solution (p−(·), P̄−(·)) of system (6), (11)–(12), which is determined on the
whole interval T , and all solutions of this system determine parallelotopes P−(t)
which turn out to be internal nondegenerate parallelepiped-valued estimates for
X (t), t ∈ T .

Proof. We use arguments similar to [17, Theorem5.2]. Existence and extend-
ability are obtained using [10, p. 66, Theorem6]. In particular, (8) is used to see
that the function P = Φ−1P̄− is such that detP (t) is a nondecreasing function
and therefore P (t) can not leave the domain where detP (t) ≥ detP (0) > 0; con-
sequently, solutions to (12) are defined on the whole interval T and determine
nondegenerate parallelepiped-valued estimates. The inclusions P−(t) ⊆ X (t) are
proved similarly to Theorem 1. ⊓⊔

Remark 2. We can choose J(·) in (7), (9) and (12) in different ways, in particular
as a constant. A simple way is also to apply a “local” optimization which arises
from (8). Fix a natural number N and introduce a grid TN of times τk = khN ,
k=0, . . . , N , hN = θN−1. Let us, for each τk ∈ TN , solve the optimization
problem which is to maximize ν(τk, P̄

−; J)⊤β(P̄−) over all possible permutations
J = {j1, . . . , jn} assuming that P̄− = P̄−(τk) has already been found. Then
we can sequentially construct the piecewise constant function J(t) ≡ J(τk) ∈
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Argmax J ν(τk, P̄
−(τk); J)

⊤β(P̄−(τk)), t ∈ [τk, τk+1), k = 0, . . . , N − 1, and find
P̄−(·). Note that the described procedure is not obliged to give the estimates
P−(t) with maximal volume even if N → ∞.

5 External Estimates

In [18], the ODE systems of two types were obtained for external estimates for
X (t) in the form of parallelepipeds P+(t) = P(p+(t), P (t), π+(t)), where P (t) is
a fixed matrix function. Let us restate here, for completeness of the exposition,
the ODE system for the more accurate estimates of the type II:

dp+

dt
= ṖP−1p+ + P (Φ(+) − Φ(−))/2 + r, p+(0) = p0; (13)

dπ+

dt
= (Φ(+) + Φ(−))/2 + Abs (P−1R̄) e, π+(0) = Abs (P (0)−1P0)π0,

where Φ
(±)
i = max

ξ∈Ξ
±

i

(

±P−1(Ã−ṖP−1)x+Abs (P−1)ÂAbs x
)

i
,

x = p+ + Pdiag π+ ξ; Ξ
±
i = {ξ | ξ∈E(P(0, I, e)), ξi=±1}, i=1, . . . , n,

(14)

the symbolE(P) denotes the set of all vertices of a parallelepiped P=P(p, P , π),
namely the set of points of the form x = p+

∑n
j=1 p

jπjζj , ζj ∈ {−1, 1}.

Theorem 4. Let Assumption 1 be satisfied and P (t) ∈ Rn×n be an arbitrary
continuously differentiable function such that detP (t) 6= 0, t ∈ T . Then the sys-
tem (13),(14) has a unique solution (p+(·), π+(·)) on T , and the parallelepipeds
P+(t) = P(p+(t), P (t), π+(t)) are the external estimates for the reachable sets
X (t) of the system (1), (2), (4): X (t) ⊆ P+(t), t ∈ T .

Proof. The existence, uniqueness and extendability of the solution follow from
[10, pp. 7,8,10], the inclusions — from [18, Theorem1]. ⊓⊔

Remark 3. In fact, Theorem 4 describes the whole family of estimates where P (·)
is a parameter. Some heuristic ways of choosing P (·) were indicated in [18] (in
particular, (i) find P (·) from relations Ṗ=Ã(t)P , P (0)=P0, or (ii) put P (t)≡I).

6 Examples

Consider some examples. The estimates were calculated using the Euler approxi-
mations (5) with N = 100 (in fact, the estimates for X [k] are presented in figures
below). But it would be emphasized that different schemes of approximation can
be used for solving the obtained differential systems and finding the estimates.

Example 1. Let Ã ≡

[

0 1
−1.5 0

]

, Â ≡

[

0 0
0.1 0

]

, R ≡ P(

[

0
0

]

, I,

[

0
0.3

]

), P0=P((2, 0.5)⊤, I,

(0.2, 0.5)⊤), θ = 3.5. Fig. 1 (a) presents tubes formed by external (see Re-
mark 3, (i)) and internal estimates for X [k]. The internal ones are obtained
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Fig. 1. External and internal estimates for X [·] (a) and X [N ] (b) in Example 1.

by discrete analogous to Theorem 3 (similar to [17, Example 6.1]). Fig. 1 (b)
shows the initial set P0 (dashed line), the external estimate for X [N ] (thin line)
and four internal ones. Three of them correspond to “quasistationary” functions
Γ (·) (similarly to [17, Example 6.1]), the last-named (thick line) corresponds to
Theorem 3. For comparison, the trivial internal estimate P0−[N ] is shown too
(dashed thick line); it is the “smallest” of the presented internal estimates.

Example 2. Let Ã≡





−1 0 5
1 −1 0
0 1 −1



, Â≡





0 0 3
0 0 0
0 0 0



, R≡P(





−0.6
−0.4
−0.2



,





1 0 1
0 1 1
0 0 1



,





0
0
0.4



), P0 =

P((1, 1, 1)⊤, I, (0.2, 0.2, 0.2)⊤), θ = 0.4. Such system may be interpreted as a
simple ecological model of dynamics of a number of microorganisms which have
3 stages of development, provide division at the last stage and produce from 2 to
8 descendants [33, p. 112]. The additive control describes injecting a preparation
to reduce the population. Estimates for X [·] and X [N ] are shown in Fig. 2, where
drawings are similar to Fig. 1. Since parallelotopes here are three-dimensional,
we present their two-dimensional projections on coordinate plains. The reachable
sets belong to the intersection of external estimates and contain the internal ones.

It must be admitted that the proposed estimates may turn out to be rather
conservative. But we can calculate them easily via integration of the ODE, and
they can give useful information, while it is hard to calculate exact reachable
sets. Improved external (possibly nonconvex) estimates in the form of the union
of parallelepipeds can be constructed for systems with constant coefficients [18].
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ium of the Russian Academy of Sciences No. 17 “Dynamic Systems and Control
Theory” and by the Russian Foundation for Basic Research (grant 12-01-00043).
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