Abstract—Energy-efficiency is one of the most challenging design issues in both embedded and high-performance computing domains. The aim is to reduce as much as possible the energy consumption of considered systems while providing them with the best computing performance. Finding an adequate solution to this problem certainly requires a cross-disciplinary approach capable of addressing the energy/performance trade-off at different system design levels. In this paper, we present an empirical impact analysis of the integration of Spin Transfer Torque Magnetic Random Access Memory (STT-MRAM) technologies in multicore architectures when applying some existing compiler optimizations. For that purpose, we use three well-established architecture and NVM evaluation tools: NVSim, gem5 and McPAT. Our results show that the integration of STT-MRAM at cache memory levels enables a significant reduction of the energy consumption (up to 24.2 % and 31 % on the considered multicore and monocore platforms respectively) while preserving the performance improvement provided by typical code optimizations. We also identify how the choice of the clock frequency impacts the relative efficiency of the considered memory technologies.

I. INTRODUCTION

In embedded computing, while systems power budget is confined to a few watts, the performance demand is growing. This comes from the continuous integration of new functionalities in these systems, e.g., in mobile computing. To address this demand, the number of cores has been increasing. In high-performance computing (HPC), supercomputers are expected to achieve 10^{18} floating-point operations per second within a power budget of 20 MW [1] around 2020. With current technologies, such a supercomputer would require a power budget of at least 300 MW (i.e., the power budget of a European small-size city), calling for new design solutions. These observations from both embedded and HPC domains draw their convergence towards finding the best ratio between performance and power consumption, i.e., energy-efficiency [2].

Finding an adequate solution to this problem certainly requires a cross-disciplinary approach capable of adequately addressing the energy/performance trade-off in systems. Such approaches should focus at the same time on different system design levels, including typically application software, compilation, operating systems/runtime, hardware architecture and underlying circuit/technology. In this paper, we consider compilers optimization applied to programs that are executed on different architecture configurations by varying parameters such as core count and frequency level. In addition, an emerging non-volatile memory (NVM) technology is combined with SRAM technology in the cache memory hierarchy of these architectures. We seamlessly combine suitable architecture simulation and technology evaluation tools in order to evaluate various system scenarios. This enables us to assess the synergistic impact of the multi-level design decisions on system performance and energy consumption. As in [3], we use the gem5 simulator [4] for performance evaluation, and NVSim [5] and McPAT [6] for estimating the energy respectively related to NVMs and the rest of the architecture.

Our contribution. We propose an empirical impact analysis about energy efficiency when integrating Spin Transfer Torque Magnetic Random Access Memory (STT-MRAM) technologies [7] in embedded multicore architectures, while applying loop nest optimization [8] to application code. Magnetic memories are considered as promising technologies that combine desirable properties such as good scalability, low leakage, low access time and high density. On the other hand, loop nest optimization has been extensively studied for decades to improve code quality w.r.t. its performance. However, current compilers are not tuned for NVM. Here, we focus on loop permutation and tiling, which have an important impact on the locality of memory accesses. The considered architecture scenarios rely on ARM Cortex-A15 cores. Our experiments show that loop optimizations combined with STT-MRAM provide up to 24.2 % and 31 % energy reduction without performance degradation, respectively compared to multicore and monocore architectures with full SRAM cache hierarchy. They also show that this gain depends on the correlation between the chosen memory technology and the operating frequency. To the best of our knowledge, this is the first study that attempts to explore such a multi-level design, which is central for the energy-efficiency challenge in modern computing systems.

Outline. Section II discusses related work. Then, Section III introduces two examples of loop nest optimizations. Section IV studies suitable architectural design choices for NVM usage. Section V uses these choices to explore the performance and energy trade-off resulting from the loop optimizations on a monocore platforms integrating STT-MRAM in cache hierarchy. Section VI extends the study to multicores by parallelizing the execution of the optimized code. Section VII summarizes the main insights gained from our empirical analysis. Finally, Section VIII concludes and draws perspectives.
II. RELATED WORK

We first review some relevant studies on architecture design where NVMs are taken into account. Then, further works that exploit NVMs through compiler optimizations are discussed.

A. Architecture design based on NVMs

In [9], [10], authors consider hybrid L1 caches composed of both SRAM and STT-MRAM technologies at the same cache level. Write-intensive data blocks are stored in the SRAM banks to reduce the penalty of the STT-MRAM in terms of latency and dynamic energy. A solution is therefore proposed for reducing the overhead related intra-cache data migration between SRAM and STT-MRAM banks as this requires extra read and write operations. It relies on a compile-time analysis (in LLVM compiler) that detects the write intensity of data blocks stored in the stack and gives them a “caching preference”. Authors showed on the MiBench [11] benchmark that the overall cache access latency and the dynamic energy are respectively reduced by 12.1% and 10.8%. Another approach, named Software Dispatch [12], operates at both compiler and operating system levels. The compiler analyzes write-intensive data blocks in the heap in order to guide the hardware in the data migration in hybrid SRAM/STT-MRAM caches. They also focus on hybrid main memory in which virtual segments (code, heap, stack) have distinct access patterns. They apply a data flow analysis [13] at compile-time so that the memory allocator can address the access patterns identified during the analysis. They validated their approach by using HSPICE [14] and CACTI and by executing the SPLASH-2 and PARSEC benchmarks using the Simics simulator [15]. Reported results show performance and power improvements of 5% and 9.8% respectively.

While all above studies mainly focus on the hybrid nature of specific cache levels, the scope of our study is more general. Here, we aim at investigating the suitable multi-level design choices capable of providing good performance/energy trade-offs, by exploring the impact of a full integration of STT-MRAM at the different cache hierarchy levels on both single-core and multicore architectures.

B. Compiler optimizations targeting NVM

Hundreds of optimization techniques have been developed over the past decades [8], [16]. Each optimization tries to improve performance by focusing on a particular aspect: removing spurious dependencies, eliminating redundant computations, improving usage of hardware resources, etc. A strong emphasis has been put on the most time-consuming aspects i.e. loop optimizations and optimizations for the cache hierarchy.

Regarding hybrid caches, numerous approaches tried to mitigate the overhead of NVM writing operations. Reducing the number of writes activities on NVMs had been the most studied approach to overcome this drawback. Cache performance is dependant on the history of memory access. Therefore, data placement or data allocation is extremely important to make an hybrid architecture successful. Authors in [17] proposed an approach that aim to reduce write activities on NVM through register allocation technique to minimize the number of store instructions. Register allocation is the process of assigning a program variables onto a small number of physical registers. The objective is to keep variables values in registers as long as possible, because accessing them is faster than memory. In the best case, a variable’s value would be kept in a register during its lifetime and would not need be written back to memory. In this approach, the authors extended the traditional register allocation algorithms that do not differentiate read and write activities and do not try to minimize writes through other methods, with re-computation to reduce write/stores operations. It consists of re-computing some variables that have to be spilled to memory to reduce writes as much as possible, if the cost of re-computing is less than the cost of spilling to memory. The cost is computed based on the execution frequency and the easiness of re-computation.

Another approach to alleviate the cost of write operations is to relax its non-volatility property. In [18], authors brought forward the retention time of NVMs. The retention time is the time throughout data is retained stored. As the retention time decreases, write current and write energy consumption are reduced. However, reducing retention time may not be sufficient to keep long living data in cache blocks, and can increase the number of stochastic errors. Consequently, to avoid losing data as a result of volatility, refresh schemes have been proposed. Refresh operations have also further overhead. Therefore, the new objective becomes to significantly reduce the number of refresh operations through re-arranging program data layout at compilation time.

In the current work, we investigate a few existing compilation techniques and analyze how they fit within an NVM-based architecture. Our future perspectives are to propose new energy-aware compilation techniques that are suitable for NVM technologies, particularly STT-MRAM.

III. CONSIDERED CODE OPTIMIZATIONS

Compiler optimizations are usually performed in order to improve performance, i.e. reduce execution time. They do so, for example, by eliminating redundancies, or decreasing the number of cache misses and branch mispredictions. In the sequel, we briefly discuss the current practice in modern compilers regarding program optimizations. Then, we introduce the two loop transformations used for illustrating our study.

A. Practice in modern compilers

Modern compilers carry out dozens of optimizations that aim to increase instruction-level parallelism and improve data locality. Most of these optimizations apply loop restructuring. Loop transformations are particularly useful when the cache is the main bottleneck. Hence, performance-oriented compiler optimizations and memory energy consumption are interdependent. The best performance optimizations may not lead to the best energy behavior in memory [19]. Yet, good optimizations for performance are in general energy-efficient, because they eliminate redundancy, and better manage registers, caches and memory. In turn, this can reduce the leakage power.
More concretely, the source code modification and restructuring enable a compiler to perform suitable transformations such as vectorization and parallelization, in order to better exploit cache hierarchy or to reduce power. Even if the majority of code transformations has shown prominent results, it is still difficult to choose the transformations that should be applied on a given program/code section and the order according to which they should be applied. This is known as phase-order problem [20]. This led to iterative compilation [21] which consists in generating multiple versions of the program code and choosing the best based on profiling on the considered hardware platform. In practice, this approach is too time-consuming due to the potentially large number of possible combinations. For this reason, existing solutions rely on heuristics or focus on a smaller set of transformations that can provide good results.

In the context of energy consumption, different loop optimizations have been evaluated individually and collectively, taking into consideration the trade-off between performance and energy with SRAM cache memories [22], [23], [24]. In this work, we focused on two transformations that heavily impact the locality of memory access: loop tiling and loop permutation, and we study their impact on performance and energy consumption in the presence of NVM, compared to a baseline scenarios with full SRAM cache memories.

B. Loop tiling and permutation

We consider the initial code extract\(^1\) described in Figure 1. This code is a typical loop nest that performs a dense linear algebra computation called symmetric rank 2k update. It mainly performs multiplications and additions of the elements from two input matrices denoted by A and B. The result is stored into the unique output matrix C.

\[0: \text{void kernel\_syr2k}(\text{int } N, \text{ int } M, \]
\[1: \text{double } C[N][N], \text{ double } A[N][M], \]
\[2: \text{double } B[N][M]) \]
\[3: \{ \text{ int } i, j, k; \]
\[4: \text{for } (i = 0; i < N; i++) \{ \]
\[5: \text{for } (k = 0; k < M; k++) \{ \]
\[6: \text{for } (j = 0; j < N; j++) \{ \]
\[7: C[i][j] += A[j][k] * B[i][k] + \]
\[8: B[j][k] *= A[i][k]; \]
\[9: \} \]
\[10: \} \]
\[11: \} \]
\[12: \} \]

Fig. 1. Extract of modified syr2k code.

Note that this code is a modified version of an original version defined in the Polybench benchmark [25] devoted to numerical computations. The modifications are deliberately not optimized w.r.t. the loop index ordering. This is solved by applying one of the loop transformations considered here as illustrated in this paper.

From the code extract specified in Figure 1, we derive four variants by applying loop tiling and permutation to the loop nest defined in the kernel\_syr2k function. Both loop optimizations are considered in sequential and parallel versions of this function as shown in Figure 2.

Loop tiling splits the iteration space of a loop into smaller chunks or blocks, in such a way that the data used in the loop remains in the cache until it is reused. This leads to splitting large arrays into fine grain blocks, which in turn enables the accessed array elements to fit into the cache size. For a given loop, finding an optimal tile size is not trivial as this depends on loop accessed array regions and on the cache size of the target machine [26]. Figures 2a and 2b respectively denote the optimized sequential and parallel (by using OpenMP pragmas) codes resulting from loop tiling when applied to kernel\_syr2k function. They are intended for single-core and multicore architectures respectively.

Loop permutation (or interchange) consists in exchanging the order of different iteration variables within a loop nest. It aims at improving the data locality by accessing the elements of a multidimensional array in an order according to which they are available in cache memory (the layout of arrays in C in row-major). Figures 2c and 2d feature respectively optimized sequential and parallel codes corresponding to kernel\_syr2k function after loop permutation.

To measure the effect of considered optimizations, the execution time for the baseline version shown in Figure 1 must be relevant enough, i.e., not very small. Thus, we did an empirical analysis based on an Odroid-XU4 [27] board which integrates an Exynos-5422 System-on-Chip (SoC) [28]. This SoC contains two clusters of ARM cores, one with four Cortex-A7 and another with four Cortex-A15. For our experiments, we only used the latter. Given \((M, N) = (450, 450)\) as input parameter values, the execution time of \text{sy}r2k is nearly 40 seconds, which is enough for measuring the optimization effects. For the tiling optimization, an exhaustive search yields 9 as the most efficient block size corresponding to the chosen input parameter values.

IV. IMPACT OF OPERATING FREQUENCY ON CACHE LATENCY

An important concern with NVMs is their related access latency when writing or reading data. The motivation of the current section is not to modify existing NVMs for better performance or lifetime, but to identify the relevant architectural parameters that have a significant impact on the efficient utilization of NVMs in a system-on-chip. In particular, we deal with the question about the choice of the suitable operating frequency at which data access should be considered in such a memory so as to minimize its latency penalty.

Let us consider the latency of memory operations, i.e. read/write, in terms of number of clock cycles. The duration, e.g. in second, of such cycles basically depends on the considered operating frequency. Higher frequencies trivially induce a shorter duration for a cycle while lower frequencies lead to a longer duration. For a given memory technology and a given cache configuration, two different frequencies lead to two different latencies in clock cycles for the same operation.

\(^{1}\)This code has been obtained from http://perso.ens-lyon.fr/tomofumi.yuki/ejcp2015.
Typically, let us consider a read duration of 2 ns for a cache. A frequency of 1.0 GHz provides a clock cycle of one nanosecond while at 2.0 GHz the duration of the clock cycle will be 0.5 nanosecond. This implies respective read operation latencies equal to 4 and 2 cycles. In the preliminary study presented below, we determine the latency of memory access in clock cycles for both SRAM and Spin Transfer Torque Magnetic Random Access Memory (STT-MRAM) depending on different operating frequencies with their associated memory operation duration.

A. Experimental setup

This study is conducted with NVSim [5], a circuit-level model for memory performance and area. Beyond the classical SRAM, it supports a large variety of NVMs, including STT-MRAM, PCRAM, ReRAM and NAND Flash. Its NVMs models have been validated against industrial prototypes. NVSim achieves within a reasonable time an estimation of electrical features of a complete memory chip, including read/write access duration in seconds, read/write access energy, and static power. It is used here to evaluate both SRAM and STT-MRAM caches. We set the suitable size, associativity and technology parameters. Most importantly, for two main reasons, we mainly focus on read operation latency. First, in the chosen scenario, the number of read operations is much larger than the number of write operations. Second, write latencies of STT-MRAM are an order of magnitude higher than the SRAM ones. Indeed the current STT-MRAM chips are not enough optimized to compete with SRAM caches regarding write latency. Yet, some ongoing efforts [29], [30] address this issue by suggesting new hardware mechanisms. This is not the case in the current work.

Our case study is a 32 KB 4-way associative L1 cache, manufactured with 45 nm technology. We choose this parameter so as to reflect the state-of-the-art for STT-MRAM technologies [31]. We therefore compare this cache with a 45 nm SRAM cache. The size and associativity values reflect the actual L1 cache in the Odroid-XU4 mentioned in Section III-B.

B. Results

The results of our NVSim-based evaluation scenarios are reported in Figure 3. In the ranges 0.1–0.5 GHz, and 0.8–1.0 GHz, the read latencies of SRAM and NVM are identical. They are equal to 1 and 2 cycles respectively. In the other ranges, the read latencies differ. At 2.0 GHz, latencies are 3 and 4 cycles for SRAM and STT-MRAM respectively. It is important to notice that the results reported in Figure 3 are valid for a memory size of 32 KB. Some studies [32] show that for large size memories, in particular above a few hundreds of KBs, the read latency of SRAM becomes higher than that of STT-MRAM.
impact of STT-MRAM on performance and energy consumption depends on the considered core operating frequencies, which lead to various memory operation latencies. To the best of our knowledge, no existing work addresses this central question.

Our CPU target is an ARM Cortex-A15 [33] – a powerful out-of-order CPU built for high performance computation – we opted for the maximum available frequency, i.e., 1.0 GHz. The latencies of the remaining memory operations at the different cache levels (L1 write access and L2 read/write access) are therefore calculated according to the same frequency with NVSim. Table I summarizes the estimated memory operation latencies that are considered in all our experiments.

<table>
<thead>
<tr>
<th></th>
<th>Read</th>
<th>Write</th>
</tr>
</thead>
<tbody>
<tr>
<td>32 KB L1 in SRAM</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>256 KB L2 in SRAM</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>2 MB L2 in SRAM</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>32 KB L1 in STT-MRAM</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>256 KB L2 in STT-MRAM</td>
<td>10</td>
<td>18</td>
</tr>
<tr>
<td>2 MB L2 in STT-MRAM</td>
<td>25</td>
<td>28</td>
</tr>
</tbody>
</table>

TABLE I
SRAM AND STT-MRAM CACHE LATENCY IN CYCLES AT 1.0 GHZ

V. ENERGY AND PERFORMANCE ANALYSIS OF MONOCORE APPLICATION CODE OPTIMIZATION

The idea behind the conducted experiments is to study the behavior of the syr2k code versions discussed in Section III while integrating STT-MRAM at different cache hierarchy levels, i.e., L1-instruction cache, L1-data cache, and L2-cache. We compare the resulting behaviors with the same versions on a full SRAM cache hierarchy.

In the following, four cache hierarchy configurations are distinguished in terms of memory technologies: SRAM_SRAM_SRAM, SRAM_SRAM_STTMRAM, STTMRAM_SRAM_STTMRAM and STTMRAM_STTMRAM_STTMRAM. They respectively denote a full SRAM cache hierarchy, a cache hierarchy with only L2 cache in STT-MRAM, a cache hierarchy with both L1 instruction and L2 caches in STT-MRAM, and full STT-MRAM cache hierarchy. We refer to SRAM_SRAM_STTMRAM and STTMRAM_SRAM_STTMRAM as hybrid cache hierarchies. Our experiments have been achieved by using an automated exploration flow that we developed. It consists of a combination of three existing tools: NVSim, gem5 and McPAT. We evaluate the performance and energy trade-off of the target code optimizations through the four cache hierarchy configurations by running programs with the gem5 cycle-approximate simulator [4] in its detailed mode. gem5 allows us to obtain detailed statistics of our simulations, e.g., number of cache accesses, cache misses, cache hits and branch misprediction penalties. The energy consumption is then estimated by using the NVSim [5] and McPAT [6] tools, based on the statistics collected from gem5 simulation. NVSim estimates the energy consumption related to non-volatile components, while McPAT covers the remaining part of the system.

A. Full SRAM cache hierarchy

In full SRAM cache hierarchy, which is the baseline scenario, we observe in Figures 4a and 4b that the optimized versions are better as expected than the non-optimized version, in terms of execution time and Energy-to-Solution (or EtoS, i.e., the energy consumed for producing the execution results). The loop tiling and permutation respectively reduce the execution time by 26% and 23% and the EtoS by 24% and 21%. The loop tiling performs slightly better than loop permutation.

B. Hybrid cache hierarchies

When only the L2 cache is in STT-MRAM, we observe in Figure 4a an overhead of 15% on execution time for syr2k program compared to the execution of the same program in full SRAM cache hierarchy. Similarly, the syr2k-perm and syr2k-ptiled optimized versions also show a lightweight overhead of 2% and 1% respectively, compared to their counter-part full SRAM configuration. This is due to the higher latency of the write operations on the L2 cache in STT-MRAM. Regarding EtoS, syr2k in hybrid cache hierarchy consumes more than with the full SRAM configuration. Nevertheless, with the loop transformations, we see an energy reduction over the full SRAM configuration. This can be explained by less penalizing memory operations for STT-MRAM, i.e., less write transactions in L2 STT-MRAM cache, which result from the applied optimizations. This contributes to mitigate the EtoS by reducing overall execution time. On the other hand, when moving the L1-instruction to STT-MRAM technology in addition to the L2 cache, the syr2k, syr2k-perm and syr2k-ptiled programs considerably improve the EtoS.

C. Full-STT-MRAM cache hierarchy

When considering a full STT-MRAM cache hierarchy, Figure 4b shows the best EtoS, which is reduced by 31% on average. However, there is an important increase of 22% in the execution time of syr2k program. Again, this is due to the high write operation latency on L1-data and L2 caches. Yet, in Figure 4a, we observe that this drawback of NVM is eliminated in the optimized programs. This means that the application of efficient optimizations on an NVM-based cache enables to better benefit from NVMs.

In a more detailed view, Figure 6a presents the energy breakdown of the entire system-on-chip, where the energy consumption of the main components of the considered architecture is reported, according to the distinguished cache hierarchy configurations. The results concern the execution of the syr2k-ptiled program. Thereby, we see how the integration of STT-MRAM at different cache levels improves the energy consumption for all represented components. Focusing on L1-instruction, L1-data and L2, we clearly see that their static energy significantly decreases with STT-MRAM integration. Since the emphasis of NVMs is their extremely low-leakage power, the observed improvement of the EtoS
VI. ENERGY AND PERFORMANCE ANALYSIS OF MULTICORE APPLICATION CODE OPTIMIZATION

In this section, we explore the effect of the parallelization on a multicore platform with similar cache memory configurations as discussed in Section V. We start with a full SRAM cache hierarchy and we progressively integrate STT-MRAM at different cache levels in order to assess their impact on performance and EtoS.

The considered platform is composed of four ARM Cortex-A15 cores operating at 1.0 GHz. The executed programs are depicted by Figures 2b and 2d. We use the same optimizations as presented in section V, and we add OpenMP pragmas.

A. Full SRAM cache hierarchy

This configuration is our baseline and all subsequent comparisons are made based on it. We evaluate its corresponding execution time and EtoS, which are respectively 9.46 seconds and 179 J.

Figure 4a shows that on a multicore platform with full SRAM cache hierarchy, the effect of the code parallelization is immediate. The execution is faster than the monocore execution, with a gain of 55 % in execution time. We do not get an even better speedup with four cores because the compiler, when parallelizing, outlines the loop to a dedicated function in order to use pthreads. By doing that, it loses track of pointer analysis and ends up generating worse code for the loop body, mitigating the speedup brought by parallelism. On the other hand, the EtoS increases by 66 %, from 107 J to 179 J. The reason of this increase is the addition of more components (a large part is multiplied by four) on the chip, which makes higher the overall dissipated leakage power.

B. Hybrid cache hierarchy

When integrating STT-MRAM in the cache hierarchy, an overhead is observed in execution time and EtoS, as depicted in figure 4a and 4b. Regarding the execution time, this is explained by the higher write operation latency in the L2 cache. Here, with a L2 cache in STT-MRAM, this overhead is around 13 %. When integrating STT-MRAM in both L1-instruction and L2 caches, the execution time remains the same. This indicates that using a read-only L1-instruction cache in STT-MRAM does not introduce additional penalty on execution time, but the energy consumption decreases on average by 5 % thanks to the improved leakage power of STT-MRAM.

C. Full-STT-MRAM cache hierarchy

With a full STT-MRAM cache hierarchy, the execution time becomes longer (8 % on average) compared to the full SRAM scenario, but the energy consumption is decreased by 20 % on average. As shown in Figure 5, the programs that take into account code optimizations show better results in terms performance/energy trade-off. Without code optimizations, execution time is increase by 17.1 % while the EtoS is decrease by 15.2 %. When applying code optimizations, the execution time penalty becomes 5.4 % and 3.4 % while the EtoS gains are 22.9 % and 24.2 %, for syr2k-omp-perm and syr2k-omp-ptiled respectively. This suggests that applying adequate code optimizations can result in very promising energy-efficient executions on multicore platforms.

VII. GAINED INSIGHTS

An important observation from the study exposed in this paper is that the operating frequency of systems has a significant impact on the performance of NVMs as illustrated in Figure 3. The identified frequency ranges could typically be used by a system kernel to tune available operating frequencies according to a dynamic voltage frequency scaling mechanism. This could...
serve to ensure only optimal frequencies, i.e., enabling fast STT-MRAM memory operations compared to SRAM, so as to maintain good performance levels while decreasing the power consumption.

Taking a deeper look at the EtoS, we can draw further interesting conclusions. Figures 6a and 6b depict the EtoS of each part of the architecture. As expected, the main benefits in percentage arise from the memory blocks. Both static and dynamic energy consumed in caches are reduced or significantly reduced for some specific configurations such as the full STT-MRAM cache hierarchy. For this specific case, the static energy consumption of the cache is decreased by more than 90% while the dynamic energy consumption is reduced by more than 60%. The other parts of the design such as core or bus only suffer of a small increase (about 3%) of their energy consumption. This is directly related to the increase in the execution time. At the end, the benefit of the STT-MRAM is much larger (i.e., 39 J) than the penalty in energy (3 J) due to the execution time growth.

Concerning compiler optimizations, it has been known for a long time that finding the optimal set of optimizations for a piece of code (including their order, and their parameters – such as the tile size) is a daunting task. This study shows that it is even more true in the presence of NVM: first, the type of memory adds a new dimension to the search space; second, current compilers have been tuned to optimize for SRAM, not NVM. The produced code is hence sub-optimal in the presence of NVM.

VIII. CONCLUSION AND PERSPECTIVES

In this paper, we presented an empirical impact analysis about energy-efficiency when executing typical compiler-optimized codes on embedded multicore architectures integrating STT-MRAM memory technology. We considered two loop nest optimizations (tiling and permutation) on single-core and quad-core ARM Cortex-A15 platforms to show performance improvements. At the same time, the significant reduction in leakage power enabled by STT-MRAM compared to SRAM, decreases the overall energy consumption on both execution platform case studies (up to 31% and 24.2% as shown in Sections V and VI respectively). At the same time, the performance observed with SRAM has been reasonably preserved, e.g., only 3.4% less on the studied multicore platform compared to a system with a full SRAM cache hierarchy (see Section VI). His has been achieved through a
detailed study on the most favorable core operating frequency. A key insight gathered in this study is that this gain in energy-efficiency depends on the correlation between NVM technologies and their operating frequencies.

Though this empirical study has been presented in this paper through a simple kernel, very similar observations were obtained when we extended the study to further workloads of the Polybench benchmark suite.

In our future work, we plan to design novel compiler optimizations tuned for NVM technologies. In the current work, we put the focus on the ARM Cortex-A15 core, which is a high-performance CPU. It will be worthy to extend this study to low power CPUs like the Cortex-A7 core. We believe that using such CPUs in multicore platforms with NVMs could result in very important energy-efficiency.
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