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and Josiane Zerubia, Fellow, IEEE

Abstract

In this paper we address the problem of unsupervised change detection on two or more coregistered images of

the same object or scene at several time instants. We propose a novel empirical-Bayesian approach that is based

on a false discovery rate formulation for statistical inference on local patch-based samples. This alternative error

metric allows to efficiently adjust the family-wise error rate in case of the considered large-scale testing problem. The

designed change detector operates in an unsupervised manner under the assumption of the limited amount of changes

in the analyzed imagery. The detection is based in the use of various statistical features, which enable the detector

to address application-specific detection problems provided an appropriate ad hoc feature choice. In particular, we

demonstrate the use of the rank-based statistics: Wilcoxon and Cramér-von Mises for image pairs, and multisample

Levene statistic for short image sequences. The experiments with remotely sensed radar, dermatological, and still

camera surveillance imagery demonstrate accurate performance and flexibility of the proposed method.

Index Terms

Change detection, statistical hypothesis testing, false discovery rate, synthetic aperture radar images, dermatolog-

ical images, still camera images.

I. INTRODUCTION

Change detection is one of the fundamental image processing problems and multiple detection, monitoring and

tracking applications rely on its accurate and timely performance. The central problem of change detection is

to process a sequence of images representing the same object or location at different time instants in order to

determine image areas that have undergone some significant changes. The most common applications include

camera surveillance, object tracking, medical follow-ups, monitoring performed on remotely sensed imagery, etc. It
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is immediate that in most cases a very particular application-specific kind of changes is sought for. In fact even the

considered types of image sequences are very different: from static camera videos with tens of frames per second to

two satellite images obtained with a time gap of several months and significant variation in acquisition conditions,

like incidence angle and weather effects. When a specific change detection application is considered the first thing

to determine is the type of significant changes that is to be detected. This is directly related to the considered class

of disturbance factors, i.e., the reasons that bring to non-significant changes that should be ignored by the detector.

These might include acquisition noise, coregistration artefacts, illumination changes, etc. Naturally, there is an

appreciable amount of research work addressing various change detection problems [1], [2]: most popular techniques

include the background subtraction [3], [4], [5], [6], and local patch approaches based on pixel ordering [7], [8], [9].

In this paper we focus on the classic change detection scenario when changes are evaluated from two or several

coregistered1 images obtained at different time instants. The central assumption is that the number of changed pixels

should be small relative to the number of unchanged pixels, allowing the algorithm to identify areas exhibiting

abnormal statistical behavior as changes. Such a scenario arises when limited changes are sought within limited

quantities of data, e.g., in surveillance, remote sensing and medical image processing problems. To address this

problem we develop a generic statistical approach, that takes pixel-level detection decisions based on statistical

hypothesis tests performed on grouped image samples. Since the construction of representative temporal samples is

unfeasible, we consider local patch samples obtained with a square sliding window. The resulting spatial samples

are processed with the appropriate test statistics, that are referred hereafter as features. The large choice of such

features allows to take into account various disturbance factors, and, thus, address particular change scenarios.

The developed empirical-Bayesian approach belongs to the class of large-scale inference problems, where thou-

sands of individual inferences (tests) are performed simultaneously (one per every image pixel). This formulation

leads to a difficult problem of adjusting the family-wise error (FWE) [10], [11], which consists in designing a

specific multistep procedure to control the amount of the so-called type I errors, or, in other words, false positives.

We address this problem with a false discovery rate (FDR) approach [12], [11], a fairly recent statistical method that

replaces the classical significance testing by an error metric that controls the proportion of false positives among all

detections. This metric is appropriate for testing a large number of hypotheses when the standard statistical testing

protocol is too conservative. The FDR-based techniques bring to more powerful testing procedures [12], [13], and

more robust to the patch-based sample dependences [14].

The contribution of this paper is in the development of a novel statistically sound FDR-based approach to image

change detection. This approach allows to adapt a wide variety of the statistical tests existing in the literature to the

problem of patch-based image change detection. We demonstrate the ability of the developed approach to produce

accurate application-specific detection results by an appropriate choice of the employed feature. Specifically, in

case of image pairs we show the use of Wilcoxon and Cramér-von Mises statistics, that verify the equality of first

order moments and the equality of the distributions, respectively. In case of multiple images we propose the use

1This term is used in broad sense and, depending on the particular dataset, might imply calibration, rescaling, as well as the coregistration

in the strict sense, which means the transformation of the input images such that the pixel-to-pixel level correspondence is established.
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of the Levene multisample statistic, that tests the hypothesis of the equality of the sample variances. For validation

purposes we consider (i) remotely sensed synthetic aperture radar (SAR) imagery, where the main disturbance factor

is given by the speckle noise, (ii) dermatological images with approximate coregistration and varying illumination

conditions, and (iii) still camera images with disturbance factors of varying illumination and shadows. A preliminary

short version of this study was presented in [15].

The paper is organized as follows: In Section II we briefly review relevant previous work on statistical image

change detection. In Section III we formulate the FDR-approach and propose the approaches to null distribution

and empirical density estimation. In Section IV we propose a novel feature-based change detector. In Section V

we present several statistical features for two and multiple images scenarios. We report the experimental results on

three types of image pairs in Section VI, and a semi-synthetic experiment on an image sequence in Section VII.

The paper is concluded in Section VIII.

II. RELATED WORK

For a comprehensive overview of change detection methods we refer the reader to surveys performed in [1],

[2], [5], [6], [16]. The brief selection of methods presented in this section is intended to give some insight into

the recent developments in statistical image change detection. Note that we leave aside such wide areas of change

detection techniques as segmentation and object-based detection, machine learning methods [2].

We first present several relevant FDR techniques that have been employed in the image processing applications.

In [17] the FDR-analysis is performed on single-band astronomical images to identify specific (source) areas based

on the p-values estimated via an a priori assumption of standard normal distribution for pixel intensities. In [18] the

processing is done on long temporal sequences (100 frames) from surveillance cameras with the null assumption of

normality of temporal samples at each location. In [19] and [20] the authors apply FDR-techniques to the MRI/fMRI

imagery to identify brain areas (voxels) reacting to visual stimuli and subject to the ageing effect, respectively. In the

former, the FDR-testing is performed on the iteratively thresholded output of the wavelet-based statistical parametric

mapping (with the underlying normalized Student’s test) of the input. In [20] the authors applied FDR-inference

to the z-test p-values to identify the departures from zero of the voxel means (under normality assumption) in the

simulated study, and to the Wald-like statistic on the coefficient of the age factor in the linear regression model of

the voxel intensities in case of the real data. The authors have also proposed to integrate a second thresholding rule

based on an isotropic MRF term to promote spatial regularity of the detection. In [21] FDR is used to find video

volumes similar to a given video query by resorting to the trace-based distances with the corresponding p-values

recovered from the Student’s t-statistic.

We now review several general classes of change detection methods. The first wide class is given by background

subtraction approaches [3], [7], [4], [5], [6], [16]. These methods analyze the temporal consistency of image pixels

in large image sequences. The second large class of methods rely on the spatial support by processing the local

information at two time instants. Typically, the order statistics are used due to the fact that pixel orderings are

invariant to monotonic transforms of the data, and also allow more generality with respect to different noise models.

The disturbance factors effect has been modelled as affine [7] or more general order-preserving transformations [8],
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[9]. The central disturbance factors in these papers are the illumination changes and camera adjustments. The

approach developed in [8] tests the rank-consistency under an explicit noise model. Some contour-based change

detectors have been developed [22], [23]. Although capable of operating on only two images (of which one is

considered as a background), these methods require estimates (variances) of the acquisition/camera noise, that are

typically obtained from available stack of previously acquired frames.

In this paper we focus on a scenario when only several images are available for the change detection analysis.

This represents a different problem for which many of the background-based methods, e.g., [3], [5], [6], [16],

cannot be applied. Some methods, like [7], [24], [9], can be employed in two frames case given the noise variance

estimates. For comparisons we will use methods proposed by Lanza et al. [9], that verifies local order consistency

and formulates detection as a maximum likelihood nonparametric isotonic regression problem, and Xie et. al. [24],

that relies on an explicit statistical imaging model and likelihood ratio test of order consistency.

Considering SAR change detection problem addressed in the experimental validation, most of the existing methods

build on explicit parametric models [25]. Typically, due to the multiplicative nature of the speckle, SAR change

detection methods rely on image ratio modeling, e.g., generalized Gaussian [26], or using lognormal- or Nakagami-

ratio distributions [25]. The detection maps are typically obtained via minimum-error thresholding algorithms [25],

[26]. Further methods applied to remote sensing data are based on fuzzy clustering [27], likelihood ratio testing [28],

stochastic geometry [29], and multi-layer Markovian models [30]. For comparisons we will employ explicit statistical

models developed by Moser et al. [25], that is based on lognormal-ratio modeling, and by Inglada and Mercier [31],

that builds on thresholding of cumulant-based Kullback-Leibler distance between local patch-based samples and

can be applied to arbitrary types of imagery.

III. FALSE DISCOVERY RATE APPROACH

When addressing the change detection problem as a set of pixel-based decisions on a stack of images, we face

a so-called large-scale simultaneous hypothesis testing problem [12], [11]. This type of problems is characterized

by thousands of simultaneous tests that are performed on data samples of the same nature. Operating on two

coregistered images, we calculate a value of a selected statistical feature F at each pixel location. In this paper

we employ the statistic features, for which distributions DF are known in a no-change scenario under the classical

sample independence assumption. Working with local patch samples, we encounter the problem of dependence in

the values of collected features, at least, at neighbouring locations.

Furthermore, the correction to the individual test significance level in a multi-test is a sophisticated matter [12].

Specifically, it is well known that when addressing a multiple inference problem, an adjustment needs to be made

to preserve the significance level of the resulting test. The classical remedy given by the Bonferroni correction [10]

consists in setting a new significance level of each individual test: If it is desired that the significance level of the

group-test with n hypotheses should be α, then the corrected individual test’s significance level should be set to

α/n. Naturally, such a level of significance is overly conservative and impossible to obtain in practice (considering

n > 106 pixels), which inevitably results in zero-detection. Other common methods imposing FWE-control include

Tukey-Cramer method, step-down procedure, Games-Howell method, see [32] for more detail. Another common
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technique to obtain empirical p-values, given by non-parametric bootstrap [10], cannot be employed here since the

total amount of tests (equal to the image size) is far greater than the size of the samples employed for each test

(local patch size), see [11].

Due to the above reasons the direct use of the p-values obtained feature distribution DF is unfeasible. To address

the problem, we suggest to capitalize on the knowledge of a significant amount of feature observations– one per

each pixel of the considered image stack– to learn more about the actual DF distribution. This becomes possible

since we assume that the majority of at least 75% of the pixels have not undergone any significant change. To learn

from this large set of non-changed data we adopt the local FDR approach [12], [11] to image change detection.

We begin by introducing the notion of z-scores. This allows the approach to be formulated in a unified way

regardless of the employed form of DF and assume that the transformed feature values (z-scores) are normally

distributed. Let DF denote the cumulative distribution function (CDF) of the feature F, then we can define a z-score

of the i-th image pixel as:

zi = Φ−1(DF(fi)), (1)

where Φ−1 is the inverse of a standard normal CDF, and fi are the observed values of the feature F (centered

in i-th pixel). Note that if DF is non-parametric then the calculation of z-scores can be performed directly from

the observed features as defined in (1) without resorting to any additional parameter estimation procedure. Indeed,

most of the standard hypothesis testing procedures [10] lead to non-parametric (asymptotic) distributions for their

statistics. In this paper we consider only non-parametric DF. It is immediate that in case of a normal distributed

feature the z-scores are identical to the feature values.

We now formulate the testing problem in a Bayesian form. Suppose that the values of the feature statistic belong

to two classes corresponding to unchanged (we will denote it the null hypothesis, HF
0 ) and changed (alternative

HF
1 ), with prior probabilities p0 and 1− p0. We define the considered feature densities f0(z) and f1(z) depending

on the class:

f0(z) density if unchanged (HF
0 ),with probability p0,

f1(z) density if changed (HF
1 ),with probability 1− p0.

The complete feature density is, then, a mixture f(z) = p0f0(z) + (1 − p0)f1(z). Thus, according to the Bayes

theorem we obtain the a posteriori probability

Prob{unchanged | z} = p0f0(z)/f(z). (2)

The local false discovery rate is defined as:

lFDR(z) ≡ f0(z)/f(z). (3)

By ignoring the factor p0 in (2), lFDR(z) can be considered as an upper bound for the probability of observing the un-

changed class for an observation with a given value of z-score. The standard FDR(z) is a Bayesian-based formulation

of a frequentist FDR quantity, and is expressed as an expectation of lFDR(z) conditioned on Z 6 z [11]. The local

FDR is the probability that a particular test gives rise to a false positive. The advantage of lFDR(z)-control is that the
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independence is not required of the z-scores, all that is needed is a reasonable estimate of their marginal distribution.

In accordance with the considered change detection problem (assumption of relatively small amount of changes), we

can assume that p0 is sufficiently close to 1 (e.g., p0 = 0.8 or p0 = 0.9), so that lFDR(z) is a slightly conservatively

biased estimator [11] of (2). The FDR-based decisions in the following are taken by performing the thresholding

and reporting z-scores with lFDR(z) 6 γ as changed. This means that we label as changed the pixel locations that

are the centres of local patches employed to produce the z-scores that are identified by the inequality above.

At this point it is important to underline the difference between a FDR-approach and more classical FWE-

procedures. Both are designed to control the rejection of a true HF
0 hypothesis probability, however, whereas the

FWE-methods control this quantity directly, the FDR-methods control the proportion of false positives among all

rejected null hypotheses (discoveries). The advantage of the FDR-control is that it leads to fewer type II errors (false

negatives) than controlling the FWE at the same level [12]. We stress furthermore that the proposed FDR-based

procedure is different from the conventional thresholding (possibly with different thresholds applied at two tails) of

the histogram of z-scores which constitutes the standard statistical test. Specifically, the thresholding of the FDR-

function defined in (3) allows to consider pixels corresponding to some local z-value peak as changed, and at the

same time leave less frequent z-values around in the unchanged class. From the statistical point of view that would

mean that the z-values in the peak have been observed too often to consider them as following the null distribution.

Thus, this particular z-value and its neighbourhood are considered characteristic of one of the change scenarios.

A. Null distribution estimation

We proceed to the empirical D̂F
0 null distribution estimation based on the observed z-scores. This strategy

allows accommodating the theoretical DF
0 distribution to the image patch samples, thus, addressing the dependence

problems.

The most sensitive part in the considered methodological approach falls on the choice of the empirical null

distribution f0(z) for the unchanged z-scores. If chosen perfectly, i.e., so that all the unchanged scores have

f0(z) > 0 and f1(z) = 0 and the changed z-scores satisfy f0(z) = 0 and f1(z) > 0, then p̂0 is an unbiased

estimate of the true percentage of the unchanged observations [11]. Unfortunately such a choice is impossible in

practice and, therefore, an empirical procedure needs to be established to estimate the null distribution f0(z).

As has been observed in typical applicative problems [11], under the null hypothesis, the z-scores demonstrate a

pronounced normal behavior even in cases, when substantial dependences are present in the data. Nevertheless,

the classical standard N (0, 1) does not reflect accurately the statistical behaviour of z-scores at null even in

conventionally dependence-free large scale inference problems [11]. Therefore, in this paper we propose to consider

the normal distribution family for null distribution, but allow the distribution parameters (mean and variance) to

deviate from the standard N (0, 1) configuration in order to better reflect the dependence structure present in the data.

To arrive at the estimate of the null distribution that is affected by the changed pixels as little as possible we

perform its estimation on the z-scores that lie around its distribution center and assume that the changed pixels report

z-scores which lie far from the observed distribution center. In other words, the zero assumption is that the non-null

density f1(z) is zero on a continuous interval containing the origin z∗ = 0, which renders the mixture model
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identifiable from the central histogram counts. This assumption holds if the chosen statistical feature is appropriate

for the considered change detection problem, i.e., if it corresponds well to the significant changes. We employ the

central matching approach [11] by assuming that near the central score z∗ the representation f(z) = p0f0(z) holds,

and that f0(z) follows the normal distribution N (δ0, σ
2
0). Under independence assumption z∗ should be set to zero,

in practice we set it equal to the median of z-values. By taking the logarithm of f(z), we obtain

log f(z) = − 1

2σ2
0

z2 +
δ0
σ2

0

z +
[
log p0 −

δ2
0

2σ2
0

− 1

2
log(2πσ2

0)
]
.

The central matching strategy consists in estimating f0(z) by assuming that log f(z) is quadratic near z∗, and,

therefore, can be presented as:

log f(z) = β2z
2 + β1z + β0. (4)

We can thus obtain the estimates

(δ̂0, σ̂
2
0) =

(
− β1

2β2
,− 1

2β2

)
. (5)

Using (5) we arrive at an estimate of the empirical null f0(z) as N (δ̂0, σ̂
2
0). A critical issue is the choice of the

z-scores near z∗, that are used to estimate (β1, β2), and correspond only to unchanged observations. In this paper,

we employ a conservative strategy by taking ∆ = 50% of the data for the fitting of (4). To define the interval of

the feature histogram counts that are employed for f0(z) estimation, we adopt the following approach. We start by

uniformly partitioning the range of z-values into K bins (intervals):

Z =

K⋃
k=1

Zk. (6)

The bins are of equal widths, the number of z-scores in every bin is yk = #{zi ∈ Zk}, and xk are the centerpoints

of Zk.

In order to construct the set of bins Znull used for the null estimation we first initialize it with the bin that contains

the median z∗. We then proceed by iteratively adding the adjacent bin (to the left or right from Znull) that has the

higher yk to the current set. This is iterated until the portion of scores inside the selected bins reaches 50% of the total:∑
Zk∈Znull

yk > 0.5

K∑
k=1

yk.

Then, the set of points (xk, yk) characterizing the bins in Znull is fitted by the right hand side of (4) using a least

square error approach [11]. Finally, we get the estimates (δ̂0, σ̂
2
0) as defined in (5). A typical example of such an

empirical fit with f(z), f0(z) and N (0, 1) is presented in Fig. 1.

Note that the f0(z) estimates based on more than ∆ = 50% of observations might be more accurate, at the expense

of potentially getting biased from the inclusion of changed z-scores, and, therefore, should not be considered as a

default option. According to this strategy we define the above mentioned fraction of the changed pixels as limited by

25% of all pixels. This typically ensures that the central part of the appropriate feature histogram is well separated

from the changed z-scores in the tail parts, and, thus, the change detection can be performed in an unsupervised

manner. Furthermore, this assumption ensures the consistency of the obtained FDR-estimates under some technical

assumptions. In particular, the Gaussianity of the central z-scores provides consistency of the least square estimate
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Fig. 1. The normalized histogram and its estimates for the Wilcoxon feature on the XSAR image pair. The z-scores in boxes correspond to

the detection areas with FDR 6 0.1.

and the continuity of the exp-transform preserves this property. The consequent demonstration of the consistency

for the FDR-estimates follows the proof of Theorem 1 in [20].

Alternative estimates can be obtained by maximizing the pseudo-likelihood (PL) of f(z), see in [11], [20]. This

procedure allows to obtain robust estimates and exploits the whole set of z-scores. Computationally, the Expectation-

Maximization-like procedure necessary for the PL evaluation is more demanding. Experimentally, we have observed

similar performance of central matching and PL, with the exception of datasets featuring more changes (up to 25%),

where PL reported slightly more biased estimates of p0. For these two reasons we present the central matching

procedure in this paper.

B. Empirical density estimation

To evaluate the FDR as defined in (3) we require a smooth estimate of the density f(z) for the observed values fi.

One way to address this problem is by resorting to classical interpolation tools such as natural splines [11]. However,

such tools do not take into account the normalization and non-negativity restrictions imposed on probability density

functions. In this work, instead, we employ the approximation by a J-parametric exponential density function:

f(z) = exp

{ J∑
j=0

αjz
j

}
, (7)

where the constant α0 is required to ensure the normalization. The choice J = 2 makes (7) into the normal family.

If J is large the estimate becomes almost non-parametric and tries to fit every z-value. A choice of J∗ = 7 in (7)

allows to achieve smooth estimates and does not impose too many restrictions on the density function shape.

To estimate the model parameters it is recommended to use the Lindsey’s method that allows to obtain maximum

likelihood estimates using a textbook Poisson regression. This involves the binning of the data as in (6), and builds

on the multinomial representation of the binned exponential statistics in (7). As such, the problem is conveniently

reduced to a standard Poisson generalized linear model as described in [11].
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Algorithm 1: FDR-based change detector

1 calculate feature f(i, j) for all pixels (i, j);

2 transform f(i, j) into scores z(i, j) as in (1);

3 estimate the null density f0(z), see Sec. III-A;

4 approximate the empirical density f(z), see Sec. III-B;

5 calculate FDR(z) as in (3);

6 report as changed the pixels with FDR(z) < γ.

IV. IMAGE CHANGE DETECTION

In this section we formulate a novel feature-based change detector that operates on two or more images. We

first assume that the significant changes are present in a fraction of the images’ pixels that is at most 25% of their

total size. We also recall that to employ the FDR-approach we can only use the statistical features with a known

distribution under a certain null no-change hypothesis. Typically, any statistic that is used to construct a statistical

hypothesis test can be employed as a feature in the designed change detector.

In order to accommodate the sample-based approach to construct the pixel-based detection map we employ the

local patches. Specifically, for a pixel at location (i, j), we consider the sample obtained from the values of the

surrounding pixels in a S × S local window centered at (i, j). It is immediate that any sample constructed by

taking pixel values in a local-window of a natural image cannot be considered independent in itself, because of the

contextual dependences associated with the image (spatial dependence or intra-sample dependence). Moreover, we

consider the change detection problem, in which we assume that the amount of significant changes cannot be large.

As such, the two patch samples centered at pixel (i, j) on two coregistered images X and Y cannot be considered

independent, i.e., for all i = 1, . . . , N observations at the same positions xi and yi are likely to be dependent

(temporal dependence or inter-sample dependence). Therefore, when considering the two-sample hypothesis tests

on local patch samples we have to deal with two kinds of dependences in samples.

For the problem of image change detection we propose to use the patch-based formulation of the FDR-based tech-

nique presented in Section III. The resulting empirical-Bayesian change detector allows to address: (i) the inference

based on correlated individual tests (due to overlap of patch-based samples), and (ii) intra-sample dependence of

patches. As has been analysed in [11], the FDR-formulation is robust to a certain level of individual tests’ correlation

for multiple inference. Considering the intra-sample dependence, we will assume that its level is moderate, so that

the departures from statistic’s distribution under the null hypothesis do not bring to appreciable non-normal behavior

for the z-scores. Note that it is a common assumption for various applied problems, and that the normal statistical

behavior of z-scores is commonly observed [11]. Also note that the majority of existing change detection approaches

ignore these dependence issues by working under various independence assumptions, see [7], [8], [9], [24], [25], [31].

The outline of the FDR-based change detector is presented in Algorithm 1. The choice of γ for the FDR-based

procedure is similar to that of the significance level in classical inference. Finally, the local patch size S should
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be chosen manually with respect to the scale at which the significant changes manifest, which constitutes the same

strategy as in [7], [8], [9], [24]. The computational complexity of the proposed algorithm is O(S2A logS): linear

with respect to the number of the input pixels A and S2 logS2 - to the patch size S (due to the use of order

statistics that rely on sample ordering with merge / block sorting). In this respect the algorithm is similar to [9]

and [24], and faster than that in [31].

V. STATISTICAL FEATURES

The developed change detector constitutes a general approach that can be adopted for specific applications by

an appropriate choice of statistical features. These should be the multisample statistics with a known distribution

under the no-change hypothesis.

In this paper we focus on the use of non-parametric statistics F that are aimed at change detection from

multitemporal images and allow a sufficient level of generality without restrictive distribution assumptions. Such

generality is important when a single change detector is employed to reveal changes on imagery affected by several

distinct disturbance factors. In particular, encouraged by the positive results obtained in [8], [9], [24] we employ

the order (rank) based statistics in the role of features. The rank transform is widely used in statistics to convert

parametric tests into non-parametric by replacing the observations by their ranks [32], [10]. The strict specific

distribution assumptions in such cases are replaced by a very mild assumption of the similar distribution form.

Note, however, that the proposed technique allows the use of parametric statistics as well when there is a strong

evidence that the analysed data follow a particular statistical model.

We consider the use of several features to address disturbance factors given by coregistration artefacts, acquisition

noise and illumination variation. Namely, we use (i) the two-sample Wilcoxon paired statistic [10], that is decisive

with respect to the first order sample changes, (ii) the two-sample Cramér-von Mises statistic [10] for arbitrary

type of distribution changes, and (iii) the Levene statistic on the rank-transformed multisample data [10], [33] that

detects sample variance changes. These features are common in various applications thanks to their simplicity and

robustness [10].

A. Two-sample Wilcoxon statistic

Given two independent random variables X and Y , the paired Wilcoxon statistic [10] verifies the null hypothesis

{HW
0 : P (X < Y) = 1/2}, which characterizes the comparative central symmetry of two observed populations.

The information given by this statistical feature characterizes the first order moment changes [10].

The two-sample paired Wilcoxon statistic is based on the observed absolute differences Li = |Xi−Yi|, where Xi

and Yi are the observed samples of X and Y , respectively, i = 1, . . . , N . In the employed sliding window-approach

N = S2, where S is the local patch size. The values of Li are transformed into the order statistic L(1) < · · · < L(N).

Then the ranks of L(i) that correspond exclusively to the positive differences Xi− Yi are summed to get W+. The

standardized Wilcoxon statistic is defined as:

W =

(
W+ − N(N + 1)

4

)(
N(N + 1)(2N + 1)

24

)−0.5

(8)
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This statistic converges in distribution to the standard normal N (0, 1) [10] when N → ∞ under HW
0 with the

independence assumptions. Thus, for large samples, the critical values for the Wilcoxon test can be drawn from

the normal approximation, that is classically employed when N > 20 [10]. The rejection region of the test is two-

sided, i.e., HW
0 is rejected when |W | > q, where q is a relevant quantile of the standard normal distribution. Since

W ∼ N(0, 1), the statistic values f = W can be considered directly as z-scores, following the definition in (1).

The paired Wilcoxon feature formulation (considering of differences |Xi − Yi| instead of Xi and Yi values)

allows to compensate the inter-sample (temporal) dependence problem. The considered hypotheses HW
0 and HW

1

render the feature sensitive to the illumination changes (linear shifts), which, however, can be an important source

of significant changes, e.g., when the central disturbance factor is given by zero-mean additive noise.

B. Two-sample Cramér-von Mises statistic

The two-sample Cramér-von Mises (CvM) statistic [10] is designed to verify a general null hypothesis: {HCvM
0 :

DX ≡ DY}, where DX and DY are the CDFs of the random variables X and Y observed by samples X and Y

of size N , respectively. The CvM test can detect any kind of distribution deviations given sufficient sample sizes.

Thus, compared to the Wilcoxon feature, the CvM feature can detect more complex changes like fluctuations in

higher order moments. Note that similar results can be obtained with the other general two-sample goodness-of-fit

features, e.g. Kolmogorov-Smirnov and Anderson-Darling statistics [10].

To calculate the two-sample CvM statistic, the observed samples Xi and Yj are initially ordered into X(i) :

X(1) < · · · < X(N) and Y(j) : Y(1) < · · · < Y(N). The ordered samples are concatenated into the sample L of size

2N , which is then ordered as well to obtain L(1) < · · · < L(2N). Then,

T =

∑N
i=1

[
(r(i)− i)2 + (s(i)− i)2

]
2N2

− 4N2 − 1

12N
(9)

defines the standardized CvM statistic, where r(i), s(i), i = 1, . . . , N , are the observations’ ranks in the ordered

samples: L(r(i)) = X(i), and L(s(i)) = Y(i). T follows asymptotically the Cramér-von Mises distribution [10], [34].

However, the expression for the asymptotic CDF requires numerical approximations (since it involves the modified

Bessel function of the third kind [35]), and the convergence of the distribution (as N increases) is relatively slow, es-

pecially so in the tail areas [34]. For these reasons we will employ the exact CDFs for the sample size N as evaluated

in [34]. The rejection region of the CvM test is right sided. The z-scores can be estimated as defined in (1), and f = T .

Along with CvM, we propose the use of a modified CvM (mCvM) feature. It is constructed by preliminary

subtracting sample medians from both samples before constructing T , see eq. (9). This allows to tune the statistic

to fluctuations of higher order moments, ignoring the first moment changes, for example, constant illumination

shifts. The distribution and critical region are the same as for CvM. Various further statistical features can be

employed for detecting changes of higher order moments [10].

The non-paired CvM and mCvM construction allows to address the coregistration disturbance factor, since T

is insensitive to the displacements of observations within large patches. The mCvM feature can be employed to

address the illumination changes disturbance factor.
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C. Multisample Levene statistic

In the case of change detection from a sequence of K images, consider K random variables X1, . . . ,XK
modeling the intensities in the same patch in K images. These variables are observed by samples of size N each:

(Xk1, . . . , XkN ) ∼ Xk, k = 1, . . . ,K. In this scenario there are two conceptual ways to validate the hypothesis

that a certain characteristic of the samples is unchanged. The first consists in running an omnibus test that verifies

the equality of all K sample characteristics. The term omnibus relates to the test formulation admitting multiple

alternatives. Specifically, the null assumption of equality can be violated by any pair of samples which, when

formulated explicitely, is equivalent to multiple distinct alternative hypotheses. The omnibus testing procedure is

relatively fast, but in case when the null hypothesis is rejected the omnibus test does not specify in which pair(s)

the changes occur. The second way is more computationally intensive and requires running all the pairwise tests.

These two options will be explored in this section in case of the Levene statistic evaluating the hypothesis of

equal population variances. Note, that this statistic can be readily modified to test the equivalence of the sample

means [32], and allows further adjustments to target higher order statistical characteristics [36].

1) Omnibus Levene statistic: The null hypothesis is that the population variances σ2
k are not changing: {HLevene

0 :

σ2
1 = . . . = σ2

K}. The omnibus alternative stipulates that there exist two distinct populations Xu and Xv such that

σ2
u 6= σ2

v . Note, that this test can also be employed in the two-sample scenario. The Levene test [32], [37] is

formulated as a repeated measures analysis of variance (ANOVA) test on the absolute deviation of the scores Xkn

from their corresponding sample medians X̄k: Levene ≡ ANOVA
(
|Xkn − X̄k|

)
.

The classical formulation of the Levene test assumes the normality of the variables under scrutiny. One solution

to relax this tight condition and tune the test to the non-parametric scenario exlored in this paper is provided by

the concept of rank transformation [10]. This approach consists in performing the test on ranks rather than on the

initial observations themselves, i.e.:

ANOVA
(
|Rkn − X̄R

k |
)
, (10)

with Rkn denoting the rank of Xkn in the pooled sample constructed by merging obervations from X1, . . . ,XK
with KN observations. R̄k is the median rank in the k-th sample. Whenever ties occur, the average ranks are used.

Such a strategy constitutes a statistically valid and efficient testing procedure for multisample problems [37], [38].2

As an omnibus test, (10) has slightly less power than single-alternative tests and is more sensitive to outliers [32].

Therefore, to reduce the impact of noise and outliers on the detection results, we will take measures to render the

test more robust by clipping [ωN ] observations in each of the input rank samples. Here ω is a predefined clipping

percentage which is typically set to small values like 0.05, 0.1, see in [32], and [x] denotes the integer part of x.

The Levene statistic for the dependent samples is given by

F =
Qc/(K − 1)

Qe/
(

(N − [ωN ]− 1)(K − 1)
) , (11)

2In particular, compared to the textbook non-parametric Friedman test [10], which is the multisample counterpart of the sign test, Levene

test has the following advantages: (i) higher values of the asymptotic relative power [38], and (ii) more sensitive p-values due to the ranking

procedure performed on KN observations, and, thus, (KN)! possible combinations, which is substantially larger number than (N)!K

combinations available for the Friedman test.
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Algorithm 2: Pairwise post-hoc testing

1 perform C = K(K − 1)/2 pairwise Levene tests to obtain the corresponding p-values p1, . . . , pC ;

2 order the results so that p(1) > . . . > p(C);

3 set k = 0;

4 increment k by 1;

5 if k > C, stop;

6 if p(k) 6 γ(C − k + 1)/C, reject hypotheses reporting p(k), . . . , p(C) and stop, else goto step 4.

(a) XSAR image 1 (b) XSAR image 2

(c) Ln-GKIT [25] (d) thresholded KL [31], 9× 9

(e) FDR-based CvM, 9× 9 (f) FDR-based Wilcoxon, 13× 13

Fig. 2. (a),(b) 700 × 300 pixel XSAR image pair of Pavia, Italy, the largest changed areas are highlighted by red circles in (b). Various

detection results (white - no change, black - change) in (c)-(f).

where the estimation of quantities Qc and Qe from the ranks Rkn is presented in Appendix A.

The critical values for the statistic F are taken from the Fisher CDF Fv1,v2 with degrees of freedom v1 and

v2 whose evaluation is also reported in Appendix A. The rejection region is right sided. The CDF of the Fisher

distribution is expressed as an incomplete beta function, whose values can be easily obtained numerically [35] in

order to produce the z-scores.

2) Pairwise Levene testing: Once the Levene test rejects the hypothesis of constant variance, one could ask

a question which pairs of samples (images) in the sequence demonstrate meaningful changes and which not. To

answer this question a panel of pairwise comparisons is required: if the omnibus test considered K populations, then

K(K − 1)/2 pairwise tests need to be performed. This procedure is commonly referred to as post-hoc testing [32]

because it relies on the result of the first test. To adjust the FWE in such multiple testing procedure we suggest to

employ the Benjamini-Hochberg procedure [12], which has more power than the classical Bonferroni correction.

This brings to a frequentist FDR inference procedure presented in Algorithm 2. The aim here is to ensure than

the FDR is less or equal than γ. The rejected hypotheses correspond to pairs of images that present statistically

meaningful differences in the variance parameter. Note, that in order to obtain the FWE-correction, an alternative
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TABLE I

XSAR PAIR DETECTION RESULTS: FALSE POSITIVE RATES (FPR), TRUE POSITIVE RATES (TPR), FALSE DISCOVERY PROPORTIONS (FDP),

TOTAL AMOUNTS OF DETECTION AND COMPUTATION TIMES (SECONDS)

Method FPR TPR FDP Detection Time

Ln-GKIT [25] 0.58% 90.36% 9.78% 3.24% 1.08

KL-based [31] 0.40% 86.67% 7.12% 3.10% 2.03

FDR CvM 0.08% 94.76% 1.33% 3.01% 1.54

FDR Wilcoxon 0.28% 98.80% 4.55% 3.69% 2.84

strategy could consist in pooling all the pairwise tests from all pixels rejected by the omnibus Levene FDR-analysis,

and performing a second round of FDR-detection targeting image pairs according to Algorithm 2.

VI. EXPERIMENTS WITH IMAGE PAIRS

In this section we validate the proposed FDR-based approach on remotely sensed SAR, dermatological and still

camera image pairs. The threshold for the FDR, which is the only conceptual parameter of the model and needs to

be selected a priori, is set to γ = 0.1, see discussion in [11]. However, examples of receiver operator characteristic

(ROC) curves of the proposed method as a function of the threshold γ are also reported. The central matching

is performed on ∆ = 50% of the data z-scores, and the partitioning with K = 75 provides good smoothness of

the estimation. For the benchmark methods [9] and [24] the variance levels have been set in supervised manner in

remote sensing and dermatological applications, estimated from 100 frames for the still camera application, and the

thresholds (for Fig. 6) were set manually by choosing the best test performance. The experiments were performed

on a C++ implementation with CPU-parallelization on an Intel Core-i7 2GHz, 8Gb RAM, Win7 system.

A. Remotely sensed images

We first present the experiments with speckled remotely sensed SAR imagery. Speckle is a noise-like phenomenon

that appears as a result of mutual interference of wavefronts. It is characteristic of coherent imaging, in particular,

in radar, sonar, lidar imagery [39]. Here we consider a flood monitoring sequence of two radar images in an

agricultural area near Pavia, Italy, see Fig. 2, acquired by the shuttle-born XSAR sensor on (a) April 16 and (b)

April 18, 1994 (approx. 15 m res., four-looks). The performance was evaluated using a manually prepared ground

truth map, the main changed areas are highlighted in Fig. 2(b). It is immediate, that the results obtained by the

proposed method, with (e) CvM and (f) Wilcoxon features, are accurate and that they are less noisy than that of

(d) the cumulant-based Kullback-Leibler (KL) thresholding [31] and (c) SAR-specific lognormal distribution-based

generalized Kittler-Illingworth thresholding (Ln-GKIT) [25] methods. The numerical accuracies and computation

times are reported in Table I, and the ROC curves presented in Fig. 3(a). The FDR is the expectation of the

false discovery proportion (FDP) quantity presented in Table I. A ROC curve consists of only one point for Ln-

GKIT method, since there is no input parameter; and for the proposed FDR-based methods, the γ parameter has
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(a) ROCs, XSAR in Fig. 2 (b) ROCs, still camera in Fig. 6(a)

(c) ROCs. still camera in Fig. 6(c) (d) ROCs, still camera in Fig. 6(d)

Fig. 3. ROCs for the employed detectors on XSAR and still camera datasets.

been considered as a variable in order to construct its ROC curve. We observe that the employed features report

more accurate results and are stable to the speckle disturbance factor with a slight oversmoothing on borders as a

consequence of the employed sliding window approach.

Another remotely sensed SAR image pair, obtained by the space-born COSMO-SkyMed (CSK) sensor, depicts the

port area of Port-au-Prince, Haiti, (a) before (April 2009) and (b) after (January 2010) the earthquake of January 2010

(StripMap acquisition mode, 2.5 m resolution, single-look), see Fig. 4. The purpose of this experiment is to compare

visually the quality of the detection in a complex urban context. We report the benchmark results by (c) KL-based de-

tection with thresholding at 2%, (d) Ln-GKIT [25], and (e) Lanza et al. method [9]. In (f) we demonstrate the results

of the classical inference procedure (α = 0.01 for individual tests) based on p-values of the Wilcoxon test, ignoring

the intra-sample dependence. We then present the results obtained by the proposed FDR-based detector with: (g) the

Wilcoxon feature, and (h) the mCvM feature. In the absence of ground-truth data we qualitatively observe that the

results obtained with these different features are substantially different. The mCvM result is a more conservative ver-

sion (with less detection) of the SAR-specific approach result reported in (d), both highlighting the changes in urban

areas. Meanwhile the Wilcoxon result in (g) is more similar to general change detector result reported in (c). The vi-

sual examination suggests less noisy detection by the proposed FDR-based method as compared to methods in (c)-(e).

B. Dermatological images

We next validate the designed change detector in the application to hyper-pigmentation clinical treatment progress

detection, see Fig. 5. Initial acquisitions were provided by one of the world leading companies in dermatology. The

images were obtained by an optical sensor and evaluated by medical experts to identify the degree of significant

change (one number per image pair). The images were coregistered and the zones of interest were defined (inside the

inner contours): Solely the pixels inside these zones are tested. To compensate for the strong illumination changes the
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(a) CSK SAR im-

age 1

(b) CSK SAR im-

age 2

(c) thresholded

KL [31], 7× 7

(d) Ln-GKIT [25]

(e) Lanza et

al. [9], 7× 7

(f) standard

Wilcoxon, 7× 7

(g) FDR-based

Wilcoxon, 7× 7

(h) FDR-based

mCvM, 7× 7

Fig. 4. 650 × 200 pixel COSMO-SkyMed 2.5m resolution StripMap image pair ( c©ASI) of Port-au-Prince, Haiti [(a),(b)], and various

detection results (white - no change, black - change) in (c)-(h).

reference zones (between contours) were selected to normalize the observation values in test zones. We perform the

FDR-based CvM feature experiments with different patch sizes to analyse the contribution of this parameter: 5× 5

(top row) and 9×9 (bottom row). We have observed that the total percentage of detection varies only slightly (within

2%) with patch sizes in range 5÷11. The local mean ratio, that constitutes a simple visual indicator of the changes,

comparisons with methods [24] and [9], as well as KL-based thresholded detection are presented in third, fourth and

fifth columns, respectively. No dermatology-specific methods were available for comparisons. The results obtained

with the proposed FDR-based detection method using the CvM feature give 5.35% (top) and 21.02% (bottom) of

detection. This is considered a relevant result, since the expert’s estimates assign the same level of severity of hyper-

pigmentation (no significant change) in the top row image pair, and an appreciable improvement (significant change)

in bottom image pair. The proposed method has been validated on a total of 8 hyper-pigmentation image sequences,

reporting automatic results in agreement with the experts’ evaluations. Note that the FDR-based method gives a
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Image 1 Image 2 mean ratio comparisons thresholded KL FDR-based CvM

Fig. 5. Skin hyper-pigmentation evolution detection on two dermatological image pairs ( c©INRIA) 400× 400 (top) and 400× 240 (bottom)

pixels. Processing performed with 5× 5 (top) and 9× 9 (bottom) local patches. The comparisons are obtained with Lanza et al. [9] (top), and

Xie et al. [24] (bottom) methods.

statistically meaningful thresholding procedure whereas the benchmark methods [24], [9] only produce profiles. Fur-

thermore, for this specific quantitative application the control of false detection given by FDR is a strong advantage.

C. Still camera images

Here we present the application of the developed method to a classical still camera surveillance application [16],

[9], [24] on the images from the changedetection.net database [16], see Fig. 6. The detection results are compared

with that of the benchmark order-based methods proposed by Xie et al. [24] and Lanza et al. [9]. The mCvM

feature (a)-(c), with γ = 0.05, gives a contouring detection, similar to the benchmark methods. In case of the

mCvM feature, this effect is due to its construction that is sensitive to all changes (since Cramér-von-Mises test is

derived to validate the general goodness-of-fit hypothesis), except for that of the first moment, which is subtracted

from the individual samples. Consequently, when one homogeneous area is changed into another characterized by

a distinct mean value but similar shape of the distribution (variance, and other higher order characteristics), the

change is detected only along the border, which is the effect of patch-based formulation. Furthermore, the greater

the considered patch size, the wider border is detected along the areas with an abrupt mean-change.

The image pair (c) is obtained by manually varying the brightness of the images in order to demonstrate the

robustness of the mCvM feature to the constant intensity shifts. The above mentioned bordering effect is observed

both on significant changes (moving people), and along the illumination shift border. This effect is, however,

mitigated by the (partial) detection of the inner parts of the moving shapes, and, as such, the bordering is less

pronounced than what is obtained with both [24] and [9]. Interestingly, the method in [24] did not produce false

positives along the intensity shift, instead failed to detect any significant changes inside this area. This might be

due to the single level of variance set for the whole frame that resulted in the reduced sensitivity in the lower

intensity area. The Wilcoxon (d) and CvM (e) features detect the inner-parts of the changed objects as well, yet
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Image 1 Image 2 Xie et al. [24] Lanza et al. [9] FDR-based

(a) 5x5

(b) 7x7

(c) 7x7

(d) 5x5

(e) 5x5

Fig. 6. (a),(b),(e) 360 × 240 and (c),(d) 720 × 580 pixels still camera image pairs from the database [16], and the change detection results

by methods [9], [24] and the FDR-based approach with (a)-(c) mCvM, (d) Wilcoxon and (e) CvM features.

demonstrate sensitivity to shadows in (d). The two colours in the detection results (a)-(d) are in order to distinguish

when the changed areas become darker (brown) and brighter (blue); in (e) the inverted colours represent detection

performed separately in R, G and B channels of the RGB input (this means that the black colour corresponds to the

changes identified in all three bands). The reference maps were used to produce the ROC curves for image pairs

(a), (c) and (d), see Fig. 3. The comparisons demonstrate that the considered features allow to obtain comparatively

accurate results. These results demonstrate how the flexible choice of statistics allows to obtain substantially different

detection. The calculation of the FDR-based map on the most computationally-intensive pair from (c) took 0.5 sec.

VII. EXPERIMENTS WITH MULTIPLE IMAGES

We present semi-synthetic experiments to validate the performance of the change detector in a three-image

scenario. To this end we have manually constructed semi-synthetic 1000-by-1000 pixels SAR images from 6 zones,

see Fig. 7: unchanged areas A and B that represent the vast majority of the pixels to ensure the fulfilment of the
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(a) Ground truth (b) Image 1 (c) Image 2 (d) Image 3

(e) Levene FDR on images 2 and

3

(f) combined pairwise Levene

FDR

(g) p-values of omnibus FDR (h) omnibus Levene FDR

Fig. 7. Semi-synthetic SAR image sequence: (a) ground truth and (b)-(d) images, results of (e),(f) pairwise and (g),(h) omnibus Levene

FDR-detection.

model’s assumptions, and the central 300-by-300 square reporting four types of changes in zones I through IV. To

produce these collages patches of the 1m resolution single-look COSMO-SkyMed SpotLight images of Haiti, Port-

au-Prince (acquired on April 11, May 1 and August 17, all in 2011) were employed. We have produced synthetic SAR

images using constant signal C and multiplicative Gamma-distributed speckle noise Γ with various shape k and scale

θ parameters. This, in fact, constitutes one of the textbook models for SAR data affected by speckle [39]. Specifically,

these synthetic areas report independent random amplitudes generated from B(C, k, θ) = C · Γ(k, θ) by inverse

transform sampling. The unchanged areas are: zone A that reports SAR images with no significant changes, and zone

B with observations simulated as B(100, 1, 0.5) for all three images. The changed areas are: SAR zone I where the

first image is significantly different from the second and the third that are substantially equivalent, SAR zone II with

all images significantly different, simulated zone III with the first image B(100, 1, 0.2), second B(100, 2, 0.2), third

B(100, 5, 0.2), and simulated zone IV with images generated as B(50, 4, 0.2), B(100, 1, 0.2) and B(150, 0.44, 0.2).

The experiments were performed with the Levene statistic both in the omnibus and the pairwise versions. The

variance of the generated zones can be calculated as VarB = C2kθ2 , and, as such, variances in zone IV are equal,

and in zone III are 4, 8 and 20 for images 1, 2 and 3, respectively. Therefore, the Levene statistic-based analysis of

these three images should reveal partial changes in zones I and II, entire zone III, and nothing in zones A, B and IV.

We present detection results in Fig. 7(e)-(h). Throughout this experiment we have employed sample clipping with

ω = 0.05, and a 9-by-9 local window. First, in (e) we report an FDR map of pairwise detection of changes between

images 2 and 3, and in (f) a combined three-band FDR map of all pairwise comparisons in inverse colour (yellow
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corresponds to image pair 1-2, sky blue - 2-3, magenta - 1-3, black - to changes in all three pairs). Note that here, as

well as in (h), we perform soft FDR thresholding (i.e., do not replace the values below the FDR threshold) in order

to demonstrate the contrast provided by the Levene statistic. In (g) we report the pre-FDR thresholding p-values

collected from the null estimated using (5), and in (h) the FDR-based detection using the omnibus Levene statistic.

The results in (e), (f) and (h) are post-processed by applying morphological reconstruction by opening [40]. It is

employed with the smallest possible 3-by-3 filter window and serves to remove the isolated salt-and-pepper-like

detected change pixels.

The analysis of the results demonstrates that the pairwise tests are more sensitive to changes, and produce

results non-trivially different from those reported by the omnibus statistic. Indeed, the dark pixels in zone A in (e)

correspond to small changes that are not distinguished by the omnibus statistic, see in (g). This omnibus decision

is supported by the relative weakness of the change in the corresponding area identified by the other two pairwise

tests. The same effect can be seen even better in zone IV in (f). Indeed, we observe a well visible change pattern in

image pair 1-3, that is due to a strong change of distribution parameters used to generate the corresponding patches.

This detection is erroneous, since the distribution variance is in fact the same. The reason for that is the sample

size which needs to be larger in order to adequately adjust to strong variation in the distributions. The omnibus

test did not suffer from the same mistake due to a generally higher level of tolerance to pairwise fluctuations.

The performance in zones B and I-III is correct and rather comparable. Note, that here we have not relied on the

post-hoc testing procedure presented in Algorithm 2, instead we have performed three pairwise and one omnibus

Levene FDR detection procedures independently in order to evaluate their comparative performance.

Finally, we have empirically validated the stipulated above assumption of normality of z-scores with the depen-

dencies present in the employed samples. We have observed Gaussian-like shape of the distribution even in the

semi-synthetic experiment, which is less obvious since the images are comprised of areas of different nature– real

and simulated SAR. Specifically, for the omnibus statistic the empirical null is estimated as N(1.61, 2.14) with

Sk = 0.55 and Ku = 3.44, where Sk is the skewness and Ku - the kurtosis of the data [32]. The latter two

are typical characteristics of the normal distributions, that are exactly equal to 0 and 3, respectively, for perfectly

Gaussian populations. In the pairwise analysis, the pair 2-3 demonstrated N(1.24, 2.55), Sk = 0.41, Ku = 2.85,

and essentially similar values for the other two pairs. The values of skewness and kurtosis are not too far from

the Gaussian values, and typically improve with larger sample sizes (local window). Specifically, for the omnibus

statistic (Sk,Ku)13-by-13 = (0.48, 2.95) and (Sk,Ku)17-by-17 = (0.25, 2.98). These values are typically worse for

the omnibus version of the statistic since the dependence structure in the multi-image data is more complex.

VIII. DISCUSSION AND CONCLUSIONS

In this paper we have proposed a novel statistical approach to patch-based change detection on two or more

coregistered images. This approach gives a unified statistical thresholding procedure to perform change detection

based on statistical features that have a known distribution under the no-change hypothesis. The proposed FDR-

formulation is based on the control of the proportion of false alarms among all detections. This efficient technique for

large scale hypotheses testing allows to use the wide range of statistical tests developed in the state-of-the-art [32] by
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adjusting to the dependence structure present in the images and the patch-based samples. The approach involves only

a few parameters and is highly parallelizable. We have presented several rank-based statistical features that report

accurate experimental results and the corresponding detectors positively compare with benchmark techniques in three

different applications. Further features can be easily constructed to elaborate application-specific change detectors.

The developed change detection approach constitutes a flexible and statistically sound inference procedure that,

nevertheless, has several limitations. First, we assume that the amount of changes present on images is limited (at

most 25% of the total image size). This restriction is a price to pay for performing the change detection in an

unsupervised manner with no learning data available (such as earlier frames). For the same reason the developed

method underperforms in case of more complicated background motion or alteration scenario, e.g., waves or foliage

motion for still camera imagery, where the temporal approaches [16], [3] are expected to perform well. This is

due to the fact that in an unsupervised scenario analysing two or several images it is very challenging to tune the

algorithm to disregard such false positives. The same limitation applies also to methods like [8], [9], [24]. Second,

the considered statistical features should have a known distribution under the no-change hypothesis. The presented

experiments demonstrate that these limitations are not critical for various applications.

We have investigated the use of FDR-based change detection in case of multiple input images. To this end we

have employed an omnibus Levene statistic to test the equality of variances. This statistic can also be employed in

the two-sample scenario, and can be easily modified to test the differences in the means by suppressing step 2 in

Algorithm 3. The omnibus test can be followed by post-hoc pairwise Levene tests to identify the specific image pairs

that report meaningful changes. It is important to mention that post-hoc testing corresponds to a two-step procedure

that may not ensure a strict control over the type I error. Furthermore, it is possible to have a change reported

by omnibus statistic and no significant change witnessed by any pairwise test. The opposite could also occur.

The reason for that is the difference in the forms of the rejection regions specified by these two test procedures.

Nevertheless, a strong advantage of the omnibus statistic is the severely reduced computational complexity, and for

some applications the specification of the time of the change is not relevant.

In all of the performed experiments we have observed only minor deviations of z-scores from the normal

distribution as a result of intra-sample dependence, see Fig. 1 as an example, which experimentally validates

the assumptions of Section IV. The good results obtained with different types of images in diverse applications are

interpreted as due to the generality of the proposed approach. Note that the developed method (as well as similar

spatial approaches [8], [9], [24]) underperforms in case of complicated background motion, when the temporal

approaches [3], [16] perform better in discriminating back- and foreground of the images.

The main directions for the future research include: i) the integration of the developed change detector into a

multi-resolution approach to automatically select the patch sizes, and (ii) incorporation of the patches’ dependence

structure into the model, for instance, via hidden Markov models.
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Algorithm 3: Multisample Levene statistic

1 replace Xkn by ranks Rkn in the pooled sample;

2 transform the sample to Okn = |Rkn − R̄k|;

3 calculate the clipped sample Ykn ;

4 calculate Qc and Qe, and the statistic value f = F ;

5 calculate ε, and degrees of freedom v1 and v2;

6 estimate the p-value as p = 1−Fv1,v2(f).

APPENDIX A

LEVENE STATISTIC CALCULATION

The first step in the statistic’s construction enables to compensate the non-normality of the samples. It consists in

replacing the observations by their ranks. The Levene statistic is defined in (10), and we denote as Okn = |Rkn−R̄k|

the transformed sample, where Rkn are the pooled ranks.

We next apply the clipping that allows to improve robustness of the statistic to ouliers. Specifically, let

Ykn =

 Okn, Okn < ORk(N−[ωN ])

Ok(N−[ωN ]), otherwise
,

where ORkn is the ordered version of Okn such that values of ORkn in each group k are in ascending order, [ωN ]

is the integer part of ωN , and ω is the amount of clipping. The modulus transform employed in Okn projects the

“extreme” observations on the right side, and hence the clipping is also one-sided.

The Levene statistic for the dependent samples (11) requires

Qc = ((N − [ωN ])
K∑
k=1

(
ŌTk − Ō

)2
,

Qe =
K∑
k=1

N∑
n=1

(
Ykn − Ȳ·k − Ȳn· + Ȳ

)2
.

Here ŌTk denotes the mean of the ω-trimmed sample k (i.e. calculated by ignoring the clipped observations),

Ō =
∑
ŌTk /K, and averages Ȳ·k =

∑N
n=1 Ykn/N , Ȳn· =

∑K
k=1 Ykn/K and Ȳ =

∑
n

∑
k Ykn/(NK).

The critical values for the statistic F are taken from the Fisher CDF Fv1,v2 with degrees of freedom v1 = ε(K−1)

and v2 = ε(N − [ωN ]− 1)(K − 1). Compared to the textbook ANOVA [10], the ε-correction allows to relax the

technical assumptions of sphericity of the variance and correlation structure of the K samples, see [32]. The quantity

ε is estimated as

ε =
N(K − 1)A/B − 2

(K − 1)(N − 1− (K − 1)A/B)
,

with

A = K2(ν̄d−ν̄)2

K−1 ,

B =
K∑
j=1

K∑
k=1

ν2
jk − 2K

K∑
j=1

ν̄2
j· +K2ν̄2.
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The quantities νjk =
∑N
i=1(Yij − Ȳ·j)(Yik − Ȳ·k)/(N − 1) for j = 1, . . . ,K and k = 1, . . . ,K are the clipped

sample covariances. The following averages are employed above: overall ν̄ = 1/K2
∑
j

∑
k νjk, diagonal ν̄d =

1/K
∑
j νjj , and row-wise ν̄j· = 1/K

∑
k νjk.

The Levene statistic’s z-values are calculated as z = Φ−1(p), with the corresponding p-values computed through

the Fisher distribution as p = 1−Fv1,v2(f). The complete process is presented in Algorithm 3.
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