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Abstract. As experimenting with energy-aware techniques on large-
scale production infrastructure is prohibitive, several proposed traffic-
engineering strategies have been evaluated using discrete-event simula-
tion. The present work discusses (i) challenges towards building testbeds
that allow researchers and practitioners to validate and evaluate the
performance of energy-aware traffic-engineering strategies and (ii) re-
quirements when porting simulations to testbeds. We discuss a proof-of-
concept platform and an application that both use and provide Software-
Defined Network (SDN) services created on the Open Network Operating
System (ONOS) to validate previously proposed energy-aware traffic en-
gineering strategies. We detail the platform and illustrate how it has
been used for performance evaluation.

1 Introduction

Advances in network and computing technologies have enabled a multitude of
services — e.g. those used for big-data analysis, stream processing, video stream-
ing, and Internet of Things (IoT) [1] — that are hosted at one or multiple data
centres often interconnected by high-speed optical networks. Many of these ser-
vices follow business models such as cloud computing [2], which allows a customer
to rent resources from a cloud and pay only for what is in fact consumed. Al-
though these models are flexible and benefit from economies of scale, the increas-
ing amount of data transferred over the network requires continuous expansion
of installed capacity in order to handle peak demands. Existing work, however,
argues that the amount of electricity consumed by network infrastructure can
become a bottleneck and further limit the Internet growth [3].

Given that high performance wired networks are seldom fully utilised, many
organisations attempt to curb their energy consumption by reducing the number
of resources that are made available during off-peak periods. Several technolo-
gies have been employed generally resulting in overall lower energy use; e.g.
putting resources into low power consumption modes [4], adapting links’ data
transmission rates [5, 6], grouping and transfering packets in bursts [7]. Traffic
engineering [8], initially conceived to enable quality of service and service differ-
entiation, has been investigated as a network-wide approach to improve energy
efficiency by, for instance, redirecting traffic and freeing network links that are
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henceforth put into low power consumption modes [9, 10]. The already difficult
traffic-engineering problem of optimising the use of network resources becomes
even more challenging when considering energy efficiency.

To simplify configuration and management operations, traffic-engineering
schemes are increasingly relying on SDN as it separates control and data planes
thus providing a centralised view of (i) the network topology, (ii) running ap-
plications and, (iii) traffic demands; which are important requirements to pro-
gram a network and change its topology according to traffic conditions. In pre-
vious work [10, 11], we investigated SDN enabled traffic engineering to redirect
data flows and reduce energy consumption. The proposed techniques have been
evaluated using a discrete-event simulation tool [12] since experimenting with
production networks is rarely possible. Although very promising results have
been obtained, there is always a need for designing proofs of concept that help
evaluating the performance of energy-aware traffic-engineering techniques that
support findings of simulations and eliminate undesired fabrications that may
have resulted from simplifications made during simulation.

This work describes challenges and requirements towards building platforms
for evaluating energy-aware traffic engineering strategies and porting simulations
to such testbeds as SDN services. We discuss the design and implementation of
an SDN application that uses segment-routing and energy-aware algorithms to
redirect flows in backbone networks and free certain links [10]. We describe how
a custom platform termed as GrEen Traffic engineering testBed (GETB) is used
for evaluating the proposed strategies.

The rest of this paper is organised as follows. Section 2 discusses energy-
aware traffic engineering, requirements for platforms used for evaluation and
SDNs. The testbed used for building proofs of concept is presented in Section 3.
The SDN application developed for validating and evaluating the performance
of the traffic-engineering strategies, its life cycle and results are described in
Section 4. Section 5 discusses related work and Section 6 concludes the paper.

2 Energy-Aware Traffic Engineering and SDNs

Internet traffic engineering deals with issues of performance evaluation, optimi-
sation, and deployment of technology for measuring, characterising, modelling
and controlling network traffic. One of its goals is to control and optimise the
routing function, to steer traffic through the network in an effective way [8], gen-
erally to provide Quality of Service (QoS) and efficient use of network resources.
Over the years, interest has grown on applying traffic engineering as a network-
wide technique to improve the energy efficiency of network resources [9, 13, 14];
such efforts are hereafter termed simply as Green Traffic Engineering (GreenTE).
Although obtained results are promising, much of the work remains based on
numerical analyses and simulation. By attempting to validate our findings using
a real testbed, we identified certain GreenTE requirements that experimental
platforms should provide, some of which are summarised in Table 1.
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Table 1. GreenTE requirements and commonly adopted approaches.

GreenTE
Requirements

How Requirements are Tackled by Solutions

Simulation Testbeds

Hardware resources

Simplified and approximate
software abstractions of hardware,
energy consumption, access time

to resources

Often real equipments running in
a controlled environment

Traffic information

Commonly assumed that
information about flows can be

gathered without perturbing the
network; centrally available

Monitoring protocols coexist with
other network functions, excessive

monitoring can impact normal
traffic when sharing network

resources

Energy-optimisation
mechanisms (e.g. Link/port
switch on/off, Adaptive
Link Rate (ALR), Low
Power Idle (LPI))

Simplified models, assumptions
made when implementing support
on simulators, parameter details

not always available

Actual ALR and LPI, simulated
or actual link/port switch off/on

Network protocols (e.g.
MPLS-TE, RSVP, SPRING,
OpenFlow)

Partial implementation of
evaluated schemes, often relying

on lower-level protocols that
present already approximate

behaviour

Normally complete protocol stack,
presence of side-effects that may
be neglected by simulation tools

Management and control
Commonly assumed that the
overhead of configuration and

control is negligible

Either dedicated infrastructure
allocated to management or it

shares resources used by normal
traffic; overhead can be measured

Monitoring of power
consumption and
performance evaluation

Monitoring is performed by
gathering stats derived from

consumption models

Use of managed PDUs,
wattmeters for measuring the
consumption of power lines,
infrastructure for gathering
energy consumption stats

The requirements are grouped in hardware resources, information about traf-
fic, energy-optimisation mechanisms, protocols for enabling traffic engineering,
management and control, and measurement of power consumption and perfor-
mance evaluation. Ideally, modelling and simulation should reflect the behaviour
of a real system, but Table 1 provides some assumptions and simplifications
found in literature and how they could be circumvented by using an actual
testbed. Whilst some elements may look obvious, it is important to notice that
testbeds and actual measurements of performance and energy-consumption can
eliminate undesirable fabrications introduced during modelling and can reveal
side-effects of solutions not captured during simulations.

Moreover, one of the important requirements of traffic-engineering comprises
the ability to gather information about the state of the network, the needs of
applications, and configure the behaviour of network resources to steer flows
accordingly. Such functions, embedded into data and control planes, were tra-
ditionally performed in a decentralised manner, but more recently many traffic-
engineering schemes have considered the centralisation of control functions en-
abled by technologies such as SDNs. SDN separates control and data planes,
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which in practical terms means that network devices can perform tasks that
ensure data forwarding (i.e. the data plane) whereas management activities (i.e.
the control plane) are factored out and placed at a central entity termed as SDN
controller. SDN has evolved from several technologies, such as OpenFlow, which
aim to provide a remote controller with the power to modify the behaviour of
network devices via well-defined forwarding instructions. Effort has been made
towards standardising the interface between controller and the data plane, gen-
erally termed as southbound API, and the manner the controller exposes network
programmability features to applications, commonly called northbound API.

Application Intent Framework

Distributed Core

Southbound

Openflow NetConf Southbound
Interface

Intents are
translated into 
instructions for 

network devices

App 1 App 2 App 3
SDN

Applications

Fig. 1. ONOS Intent Framework.

SDNs simplify many of the traffic-engineering requirements on gathering traf-
fic information, performing management and control. As described in the next
section, we use ONOS, an initiative to build an SDN controller that relies on
open-source software components, provides northbound abstractions, and has
southbound interfaces to handle OpenFlow capable and legacy devices [15]. In
addition to a distributed core that enables control functions to be executed by
a cluster of servers, ONOS provides two interesting northbound abstractions,
namely the Intent Framework and the Global Network View. The intent frame-
work, depicted in Figure 1, allows an application to request a network service
without knowledge of how the service is performed. An intent manifested by an
application is converted into a series of rules and actions that are applied to
network equipments. An example of intent is setting up an optical path between
switches A and B with amount C of bandwidth. The global network view, as the
name implies, provides an application with a view of the network and APIs to
program it. The application can treat the view as a graph and perform several
tasks such as finding shortest paths that are crucial to traffic engineering. ONOS
provides an application that partially implements SPRING, a framework to en-
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able segment routing currently being standardised by IETF1. SPRING provides
features for traffic engineering as it enables an application to specify paths for
data flows while avoiding certain network links.

3 The GrEen Traffic engineering testBed (GETB)

This section describes GETB and how it is used to evaluate energy-aware traffic
engineering strategies. Figure 2 illustrates the platform and its main compo-
nents, depicting the deployment of a set of switches, an SDN controller and
applications. At smaller scale, the platform comprises components that are com-
mon to other infrastructure set up for networking research [16–18]. Moreover,
we attempt to employ software used at the Grid5000 testbed [19]2 to which we
intend to integrate an extended version of the platform.

To use the platform, a user requests: a slice or set of cluster nodes to be used
by an application, as switches, or serving as traffic sources and sinks; the OS
image to be deployed; and the network topology to be used (step 1). We crafted
several images so that nodes can be configured as SDN controllers and OpenFlow
software switches, as discussed later. A bare-metal deployment system is used to
copy the OS images to the respective nodes and configure them accordingly [20],
whereas a Python application configures VLANs and ports of the optical switches
interconnecting the nodes in order to create the user-specified network topology.

ONOS

Energy-Aware
Anycast Routing

Segment
Routing

Open vSwitch

Network Cards

Hardware Assisted
Open vSwitch

NetFPGA Cards

OpenFlow Protocol

Energy Aware
Traffic Engineering

Module

Managed ePDU

Bare-metal
Deployment System

User

1

2

Power Consumption
Measurement

Resources connected to
managed ePDUs

Deployment of
OS images and

topology

Power consumption
information

3

Deploy SDN
Application

Specify Network
Infrastructure

Collect energy
consumption data

......

Fig. 2. Overview of the GETB platform.

Once the nodes and network topology are configured, a user deploys her
application (step 2 in Figure 2). All cluster nodes are connected to enclosure

1 Source Packet Routing in Networking – Working Group
https://tools.ietf.org/wg/spring/

2 https://www.grid5000.fr
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Power Distribution Units (ePDUs)3 that monitor the power consumption of
individual sockets [21]. This information on power consumption can be used to
evaluate the efficiency of an SDN technique (step 3). The data plane comprises
two types of OpenFlow switches, namely software-based and hardware-assisted.
The former consists of vanilla Open vSwitch (OVS) [22], whereas the latter
OVS offloads certain OpenFlow functionalities to NetFPGA cards [23]4. We use
a custom OpenFlow implementation for NetFPGAs initially provided by the
Universität Paderborn (UPB) [24] that performs certain OpenFlow functions in
the card; e.g. flow tables, packet matching against tables, and forwarding.

A NetFPGA card, programmed by default to assist the custom OVS, can
allow for other implementations. The current platform comprises ten servers, of
which five are equipped with NetFPGA cards and the rest have 10Gbps Ethernet
cards with 2 SPF+ ports each and multiple 1Gbps Ethernet ports. The servers
are interconnected by both a Dell N4032F optical switch and a Dell N2024
Ethernet switch, which enable testing multiple network topologies.

The infrastructure and the use of ONOS satisfy some requirements of energy-
aware traffic engineering namely providing actual hardware, allowing for traffic
information to be gathered, using actual network protocols, enabling the over-
head of control and management to be measured, and monitoring the power
consumption of equipments. Some energy-optimisation mechanisms, however,
are still emulated, such as switching off/on individual switch ports. Although the
IP cores of the Ethernet hardware used in the NetFPGA cards enable changing
the state of certain components such as switching off transceivers, that would
require a complete redesign of the employed OpenFlow implementation. It has
therefore been left for future work.

4 Segment-Routing Service

Our strategies for routing data flows so that underutilised links can be freed
and powered off [10] stem from the observation that networks are seldom
highly utilised, and that most traffic often follows diurnal and weekly patterns.
The SPRING framework is used because unlike MultiProtocol Label Switch-
ing (MPLS)-TE, link and switch IDs called Segment Identifiers (SIDs), are global
within an autonomous domain, hence allowing for source-routing. At an ingress
router a flow can be classified and steered through a given path. This section
describes the service life cycle and discusses issues that the testbed enables us
to identify and investigate.

4.1 Service Life Cycle

The service, which is a custom version of ONOS segment-routing application,
uses a series of ONOS components, including its topology information, flow-rule

3 http://www.eaton.com/Eaton/index.htm
4 http://netfpga.org/site/#/systems/3netfpga-10g/details/
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Manager

Config Listener
Energy-Aware

Module Flow-Rule
Population

Create

Register flow-rule
listener

Populate default
flow rules

loop [while service is running]

check link
utilisation

find candidates for
switch off/on

Update flow rules

Fig. 3. Start phase of the segment-routing application.

services, and traffic flow objectives. As shown in Figure 3, when first launched
a service Manager triggers the creation of remaining components. The energy-
aware module, which comprises the proposed traffic-engineering algorithms, reg-
isters a flow-rule listener in order to measure flow and link utilisations. The
configuration component loads a file that specifies how switches are connected
to local networks, information which is then augmented by a topology discovery
process. Once the topology is updated, default shortest-path rules are created
to guarantee that hosts from a network connected to a switch can reach hosts
linked to another switch. A rule consists of a forwarding objective comprising a
traffic selector and a treatment. Selectors and treatments result in sets of Open-
Flow instructions that are passed to the switches. MPLS push/pop forwarding
objectives are created for switches that do not have ports in the source and des-
tination segments — i.e. are neither ingress nor egress switches — and normal
IP forwarding objectives are built otherwise. While the service is running, the
energy-aware module is notified about changes in topology as well as link util-
isation, and periodically evaluates whether there are links to switch off/on. If
changes in the link availability are required, the energy-aware module requests
a flow-rule update to the Flow-Rule Population module.

4.2 GreenTE Issues

Although switching off underused links can be effective from an energy efficiency
perspective, sudden bursts in traffic can lead to congestion, hence requiring off
links to be made available. In our previous work [11], we proposed algorithms
that can react rapidly to traffic bursts by switching links back on when traffic
increases. Performance evaluation using discrete-event simulation and UDP-like
traffic has shown that the approach can react to traffic bursts without incurring
considerable packet loss. It is assumed, however, that the SDN controller can
gather the information on link utilisation from switches every second and that
a decision on switching a link on can be made and enforced quickly.
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Fig. 4. ONOS GUI showing a data flow avoiding the shortest path.

We perform a simple test and measure the time taken for a controller to decide
on switching on a link. A small network topology was considered as depicted
in Figure 4, which also shows the ONOS graphical interface and a data flow
(green lines). The network starts with only a spanning tree turned on and a
TCP flow is injected nearly exceeding the utilisation threshold, above which the
controller decides to turn on more links to handle congestion. A second flow
is injected, thus exceeding the threshold and forcing the controller to switch
links on; we measure the time from flow injection to a switch-on decision. In the
simulation, the decision takes on average 1.075 seconds, with most of the time
spent gathering information on link utilisation. In the testbed, the time is on
average 20% higher than on simulation.

Other issues that we are investigating concern the stability of the algorithms
and the impact of traffic re-routing on TCP flows. Unlike traditional networks
where changes in link availability are sporadic, under GreenTE frequent changes
can be the rule. Re-routing TCP flows, however, can lead to serious performance
degradation due to segments arriving out of order, which can in turn result in
multiple duplicate ACKs and trigger the TCP congestion algorithms at source.
We are evaluating how often such conditions can emerge and investigating mech-
anisms to deal with them.

5 Related Work

Several solutions have been proposed to make networks more energy efficient,
comprising improvements in used materials, encoding and decoding techniques,
power efficient transceivers and other network equipments. Whilst our algorithms
can benefit from improvements in hardware and transmission, we focus on tech-
niques that operate at the routing level. In this area, solutions range from putting
network interfaces into sleep mode [4] to increasing idle periods of certain links
by changing flow paths [9]. A detailed review of the state of the art on this topic
is presented in previous work [10].



Energy-Aware Traffic Engineering 9

In the present work, we focused on describing the importance of a platform to
evaluate energy-aware traffic-engineering algorithms. Infrastructure for research
and development of distributed systems have been established over the years [19,
25,26], including platforms for SDN solutions [27] and SDN testbeds [16–18,28].
Our approach and previously described platforms have many similarities, but
we focus on providing an infrastructure that can be used for both evaluating
SDN-based solutions and assessing their energy efficiency.

6 Conclusions

This paper discussed an SDN platform for validating and evaluating energy-
aware traffic-engineering algorithms. We presented an SDN application that uses
segment routing to reroute traffic, and free certain network links that can be
switched off. We illustrated the use of the testbed and discussed challenges on
improving the stability of routing algorithms and TCP flows on networks em-
ploying GreenTE mechanisms.
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