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Abstract. Recently, code-reuse attack (CRA) is becoming the most prevalent 
attack vector which reuses fragments of existing code to make up malicious 
code. Recent studies show that CRAs especially jump-oriented programming 
(JOP) attacks are hard and costly to detect and protect from, especially on CISC 
processors. One reason for this is that the instructions of CISC architecture are 
of variable-length, and lots of unintended but legal instructions can be exploited 
by starting from in the middle of a legal instruction. This feature of CISC archi-
tectures makes the finding of so called gadgets for CRAs is much easier than 
that of RISC architectures. Most of previous studies for mitigating CRA on 
CISC processors rely on software-only means to tackle the unintended instruc-
tion problem, which makes their approaches either very costly or can only be 
applied under restricted conditions. In this paper, we propose two hardware 
supported techniques. The first, which is the main contribution of this paper, is 
to eliminate the execution of an unintended instruction. This technique only re-
quires a few modifications to the processor and operating system. Furthermore, 
the proposed mechanism has little performance impact on the examined SPEC 
CPU 2006 benchmarks (-0.093% ~2.993%). Second, we propose using hard-
ware control-flow locking as a complementary technique to our protection 
mechanism. By using the two techniques together, an attacker will have little 
chance to carry out CRAs on a CISC processor. 

Keywords: CISC processor, Unintended instruction, Code-reuse attack, In-
struction execution verification 

1 Introduction 

As the popularity of the Internet increases, so does the number of computer security 
threats from increasingly sophisticated attackers [1]. One common way to compro-
mise a normal application is exploiting memory corruption vulnerabilities and trans-
ferring the normal program execution to a location under the control of the attacker. 
In these attacks, the first step is trying to overwrite a pointer in memory. Buffer over-
flow [2] and format string vulnerability exploitation [3] are two well-known tech-
niques to achieve this goal. Once the attacker is able to hijack the control flow of the 



application, the next step is to take control of the program execution to carry out some 
malicious activities. One of the typical and early attack techniques is code injection 
attack, in which a small payload that contains the machine code to perform the desired 
task is injected into the process memory. A wide range of solutions have been pro-
posed to defend against memory corruption attacks, and to increase the complexity of 
performing buffer overflow and format string vulnerability exploitation [4-8]. To 
mitigate the code injection attack, a protection technique called W⊕X [9] was pro-
posed. Under this protection regime, a memory page is either marked as writable or 
executable, but may not be both. Thus, an attacker may not inject data into a process's 
memory and then execute it simply by transfer control flow to that memory. Although 
the W⊕X technique is not foolproof [10, 11], it was thought to be a sufficiently 
strong protection regime that both the processor venders like Intel and AMD and 
prevalent operating systems like Windows [12], Linux [13], Mac OS X, and 
OpenBSD [14] now support it. 

However, recently, attackers circumvented the W⊕X protection by employing 
code-reuse attacks (CRAs), which reuse the functionality provided by the exploited 
application. Using this technique, which was originally called return-to-libc [15], an 
attacker can compromise the stack and transfer the control to the beginning of an 
existing libc function. Often the system call system( ) is used to launch a process or 
mprotect( ) is used to create a writable, executable memory region to bypass W⊕X. 
In 2007, Shacham showed that W⊕X protection regime could be entirely evaded by 
so called return-oriented programming (ROP) [16] technique. In ROP, so called 
gadgets (small snippets of code ending in ret) are weaved together to achieve Turing 
complete computation without code injection. Since the advent of ROP, several effec-
tive defense techniques have been proposed [17-19]. However, a new class of code-
reuse attacks called jump-oriented programming (JOP) that does not rely on rets has 
been proposed [20-22]. In these JOP attacks, the attacker chains the gadgets by using 
a sequence of indirect jump instructions, rather than rets, thus bypassing the defense 
mechanisms designed for ROP. Until now, there is no efficient technique can prevent 
both ROP and JOP attacks. 

The x86 microprocessors are the most widely used general purpose processor se-
ries today. As a typical CISC architecture, instructions on the x86 platforms are of 
variable-length, and decoding an instruction from any byte offset is allowed. As a 
consequence, every x86 executable binary contains a vast number of unintended code 
sequences that can be accessed by jumping to an offset not on an original instruction 
boundary. Both the ROP and JOP take advantage of this feature to discover useful 
gadgets, which makes CRAs more easily to be carried out on CISC processors than 
that of RISC processors. Some of the previous studies that target for CRA defense 
tackle this problem in software-only approaches, which makes the applications of 
their techniques limited to constrained circumstances. 

In this paper, we propose effectively mitigating CRAs on CISC architectures in a 
hardware supported approach. The main contributions of the work in this paper are: 



 The unintended instruction problem of CISC processors is thoroughly resolved 
with only a few hardware and software modifications, and no application binary 
modification. 

 The techniques are evaluated by cycle-accurate simulations of SPEC CPU 2006 
benchmarks. The experimental results show that our proposed techniques have 
very little performance impact on these benchmarks. 

 We further propose using hardware control-flow locking as a complementary tech-
nique to our protection mechanism. 

The remainder of this paper is organized as follows. Section 2 describes the related 
work. The methodology and implementation details are presented in Section 3. The 
experimental evaluation is presented in Section 4. Section 5 offers some concluding 
remarks. 

2 Related Work 

The first step of a code reuse attack is to gain control of the program counter to divert 
program control flow to the first gadget. An attacker then may overwrite either the 
return address for the calling function or a function pointer with the address of the 
first gadget to divert the program control flow. Both software and hardware approach-
es were developed to prevent attackers from exploiting software vulnerabilities [4-
8][23-26]. However, either these mechanisms are not adopted by hardware products 
or they are frequently not turned on as default when programs are compiled. As a 
result, attackers can always exploit software flaws to gain control of the program 
counter. 

One tricky problem for CRA defense techniques on CISC platforms like x86 is the 
allowing of unintended instruction execution, which makes these defense techniques 
face more gadgets on CISC architectures. Before the advent of CRAs, some research-
ers of prior work [39, 40] realized that the unintended instructions could be a potential 
security problem, and solved it by imposing alignment in the environment of a sand-
box. Since the advent of CRAs, previous CRA defenses rely on dynamic binary in-
strumentation tools monitoring unintended instructions without the help of hardware 
[34, 35], which limits their practical use. 

Another problem is unintended control flow transfers. To solve this problem, a 
number of defense techniques have been proposed, and most of them are against ROP 
attacks. Several approaches use a shadow stack to prevent control flow manipulation 
that relies on overwritten stack values [27, 28]. Some try to detect gadget execution 
by monitoring return properties [17, 18], and others proposed monitoring pairs of call 
and return instructions [29, 30]. Several prevention approaches attempt to eliminate 
possible gadgets in library code [31, 32], and alternative strategies include creating 
binaries or kernels that lack necessary characteristics for ROP attacks [19, 33]. Most 
of these techniques rely on known characteristics of ROP attacks, and some were 
proved to have flaws that the defense mechanisms can be bypassed. Several ap-
proaches require recompilation of the program, library or kernel binaries, which may 
pose a problem when the source code is not available. 



Since JOP is a recently proposed technique, there are only a few proposals that tar-
get for JOP defenses. Among these defense techniques, [34], [35] and [36] are pure 
software approaches. To distinguish normal program execution from CRA attacks, 
they rely on the software dynamic binary instrumentation. As a result, to apply their 
techniques, the programs must be executed through a dynamic binary instrumentation 
tool like Pin [37] or a virtual machine, which limits the practical use of their ap-
proaches. [30] and [38] are hardware supported approaches proposed by Kayaalp et 
al. By using binary rewriting, the branch regulation approach in [30] inserts markers 
to make jumps stay in a legal function. Branch regulation requires binary rewriting 
and cannot easily protect legacy binaries. It is also possible that a function may exist 
that can provide sufficient gadgets to mount an attack, and in this case security is not 
completely guaranteed. The work in [38] proposes a hardware supported signature-
based protection mechanism. While this approach supports legacy software, it needs 
user to configure thresholds for CRA detection. Again, it is also one type of tech-
niques that rely on known characteristics of CRAs.  

3 Methodology 

3.1 Elimination of Unintended Instructions 

Figure 1 illustrates an example of unintended instruction sequence, which is similar to 
the one showed in [30]. The x86 assembly language used in this paper is written in 
Intel syntax. The disassembled code snippet is from the _IO_vfprintf function of libc-
2.12-32. This code snippet consists of three instructions if decoded normally. Howev-
er, if the decoding starts from the third byte of the call instruction, a different instruc-
tion sequence can be decoded as shown at the bottom of Figure 1, which contains 
three entirely different instruction. This unintended instruction sequence could possi-
bly be used as a gadget, as the last jump instruction can be used to direct control flow 
to other gadgets (the memory location that register ebx points to). It should be noted 
that finding indirect jump instructions from unintended code sequence is extremely 
easy on x86 platforms, as byte FF represents the opcode of an indirect jump instruc-
tion on x86 [41], and FF is a common byte used in immediate values (bit-masks and 
sign bits of negative values).  

 

Fig. 1. Example unintended instruction sequence from libc. 



Problem Analysis.  
As well known, the processor pipeline can be roughly divided into five stages (i.e. 

IF, ID, EX, MEM and WB). Of the five stages, the instruction fetch stage fetches 
instructions from I-Cache according to the address pointed by program counter (PC), 
as illustrated in Figure 2. Therefore, it may be the most suitable stage to check wheth-
er an instruction is an intended instruction or not. 

 

Fig. 2. Process of instruction fetch and instruction address validation. 

For a variable-length instruction architecture, to know whether the current PC points 
to an unintended instruction, the processor needs a list of valid instruction addresses 
to be compared with, as illustrated in Figure 2. One way of acquiring the list of valid 
instruction addresses is disassembling the executable binary before its execution. 
When an executable binary has been loaded into memory, OS knows the location of 
each binary code section in the virtual memory space, and the valid address of each 
intended instruction can be obtained by sequentially disassembling the instructions 
from the start of each code section. Now with the list of valid instruction addresses, 
how to validate the legality of an instruction address? An inefficient preliminary solu-
tion is illustrated in Figure 3. 

The solution depicted in Figure 3 first uses a recently validated address buffer 
(RVAB) to validate the current PC. The RVAB can be implemented in processor and 
functions similar to other LRU buffers in the processor. If the PC is not found in 
RVAB, then a further lookup will be needed. A program is often composed of several 
code sections, including the code sections from shared libraries. Instruction addresses 
within a code section are contiguous, but different code sections may not be contigu-
ous in virtual memory space. Therefore, if a PC is not hit the RVAB, then the solution 
in Figure 3 first needs to find which code section this PC belongs to from a code sec-
tion range list which can be derived from section information after the program has 
been loaded into memory. To save memory consumption, this preliminary solution 
organizes several contiguous addresses into an address chunk. The size of the chunk 
can be multiple of a byte. The first four bytes (for a 32-bit system) stores the first 



address, and each following byte stores an offset from the first address. To find a 
specific address, the processor must search through the address chunks of a code sec-
tion. If a binary search algorithm is used, the average time consumption can be O(log 
n) (n is the number of chunks in a code section), which means a processor may need 
accessing off-chip memory log n times to validate an address, and at the meantime, 
the processor pipeline must be stalled in order to wait for the result of the validation. 
Apparently, the overhead of this solution is too high for a modern processor. 

 

Fig. 3. A preliminary solution for instruction address validation. 

Proposed Mechanism.  
This subsection provides a more practical and efficient solution to the intended in-

struction validation problem in detail. 

Recently Validated Address Buffer.  
A proposed hardware implementation of RVAB is depicted in Figure 4. The buffer 

storage is divided into M sets and N lines. A branch target address to be validated is 
evaluated with a hash function to determine which set it belongs to. Each set contains 
N validated addresses or invalid empty entries. The address to be validated is com-
pared with these addresses in parallel to quickly check whether the branch target hits 
the RVAB or not. For a practical implementation, a pseudo-LRU algorithm is used as 
the replacement strategy for the addresses within a set. Apparently, the hardware cost 
of RVAB mainly depends on its storage size. We will evaluate the choices of M and 
N in the experimental evaluation section. 

Validation of Branch Target Address.  
Theoretically, to ensure only intended instructions are executed, the addresses of 

all instructions that are going to be executed should be compared with valid instruc-
tion addresses. However, if we assume that the program starts from a valid instruction 
address, then we only need to validate the branch targets of control transfer instruc-



tions, as a CISC processor always decodes out instructions one by one sequentially. 
As a further optimization measure, if the W⊕X protection mechanism is present, we 
can restrict the validations to indirect control transfer instructions. This is based on 
the fact that the branch target of a direct control transfer instruction is written into the 
code section which cannot be modified when W⊕X protection mechanism is applied. 

 

Fig. 4. The structure of recently validated address buffer. 

Representation of Valid Instruction Addresses.  
The solution in Figure 3 requires logn search times for validating an address that 

does not hit RVAB, which makes the searching very inefficient. Another way of rep-
resenting instruction addresses is using one bit to indicate whether an address is the 
start of a valid instruction, Figure 5 depicts this idea. 

. . .

. . .

 

Fig. 5. Using one bit to indicate the validity of instruction address. 

In Figure 5, suppose the instruction address validation data are stored beginning from 
0x8a730 in memory, and the first bit represents the instruction address 0x16b00. If we 
want to know whether address 0x16b16 is a valid instruction address or not, then we 
can check the 7th bit of the byte at address 0x8a732 ((0x16b16 - 0x16b00)/8 + 
0x8a730). Compared with the solution in Figure 3, this way of representing instruc-



tion addresses may consume more memory space (1/8 of the total code binary size), 
but greatly reduces instruction address validation time. 

Code Section Range Lookup Table.  
If the address representation in Figure 5 is used, then the code section range list 

acts more like a lookup table. The function of this code section range lookup table 
(CSRLT) is described in Figure 6. A CSRLT entry contains three items: the start and 
the end address of a code section and a memory pointer which points to the memory 
offset of the instruction address validation data of this code section. A full CSRLT is 
stored on off-chip memory and managed by OS. Like memory page TLB, some of the 
recently used entries in CSRLT are cached in an on-chip buffer (denoted by 
CSRLTB) 

 

Fig. 6. The function of code section range lookup table. 

Integration with Processor Pipeline. 
Now we explain how to integrate our proposed mechanism with an out-of-order 

processor pipeline, which is illustrated in Figure 7. As there is no need to validate 
every fetched instruction's address except for branch target, the validation process is 
better moved from instruction fetch stage to commit stage. There are two reasons 
behind this: firstly, the real branch target of a control transfer instruction can only be 
determined after the EX stage; secondly, some of the control instructions in EX stage 
may be aborted due to failed speculation and commit stage is where precise excep-
tions are usually carried out in out-of-order processors. However, validating the 
branch target address when the instruction is just about to commit will stall the pro-
cessor pipeline for each validation even if the address hits RVAB. Thus, a better solu-
tion is carrying out the validation when the control instructions are at the front of the 
ROB committing queue but have not reached the head yet, and using one bit to indi-
cate the branch target is valid or not. 



 

Fig. 7. The integration with an out-of-order pipeline. 

3.2 Further Protection Measures 

Statistical results in [30] shows that limiting the dispatcher gadgets to intended 
instructions greatly reduces the number of potential dispatcher candidates. However, 
the remaining dispatcher candidates can still be expored for carrying out JOP attacks. 
As a result, we propose using control flow locking (CFL) as the complementary tech-
nique to our mechanism. CFL was proposed by Bletsch et al. in [36]. 

The idea of CFL is illustrated in Figure 8. This code snippet is from libssl.a. The 
actual destination of indirect jump in address 0x451 is address 0x4f0. In [36], to im-
plement CFL, a small snippet of lock code is inserted before each indirect control 
flow transfer. This code asserts the lock by simply changing a certain lock value in 
memory, and each valid destination for that control transfer contains the correspond-
ing unlock code, which will de-assert the lock if and only if the current lock value is 
deemed “valid”. In Figure 8, variable k is the control flow key, and value 1 means 
locked while 0 means unlocked. 

 

Fig. 8. An illustrative example of CFL. 

As this paper focuses on hardware supported techniques to mitigate JOP attacks, we 
propose using hardware to efficiently implement a weaker version of CFL. First, for 
each committed indirect jump, the processor needs to record that the processor is in a 
jump locking state. Second, we can devise a new instruction or just add a prefix to 



current instructions to denote an indirect jump destination. The role of the new in-
struction or prefix is to unlock the jump locking state, and this unlocking instruction 
must be committed just after an indirect jump instruction. Apparently, this mechanism 
is not hard to implement in hardware. For the hardware CFL, the compiler is respon-
sible for correctly inserting indirect jump destination instruction or prefix when trans-
lating high level language source code into machine binary code. A difference to 
software CFL is that we omit the lock value. We argue that implementing lock value 
will introduce much more hardware and software cost. With the elimination of unin-
tended instructions and the support of hardware CFL, it is already extremely hard to 
find out enough gadgets to carry a JOP attack. 

4 Performance Evaluation 

For evaluating the performance of our techniques, we used the gem5 [43] simulator to 
simulate a 4-core x86 CMP. All our experiments were carried out on a high-end desk-
top computer which has a 3.4 GHz Core i7-4770 CPU with 16GB memory, and the 
operating system is CentOS 6.4 x86-64. We selected 21 benchmarks from the SPEC 
CPU2006 [44] benchmark suit and used test input data set for our experiments. These 
benchmarks were compiled using CentOS's native GCC compiler (version 4.4.7) with 
-O3 optimizations. For each benchmark, we ran the simulation for 10 billion instruc-
tions or until its completion. 

 

Fig. 9. RVAB hit probability for validations of all control instructions. 

 

Fig. 10. RVAB hit probability for validations of indirect control instructions. 

First, we will evaluate the configurations of RVAB. In the work of this paper, we 
used 4 entries for each set, and pseudo-LRU for replacement strategy. For the hash 
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function, we simply used lower part of the address as set index. Now we only need to 
investigate how many sets will be enough for a high RVAB hit probability.  

Figure 9 illustrates the RVAB hit probability when all control instructions were 
considered, and Figure 10 illustrates the result when only indirect control instructions 
were validated. It can be observed that for the same number of set and the same 
benchmark, the hit probability of Figure 10 is higher than that of Figure 9. An im-
portant observation is that when the number of set reaches 128, the hit probability 
does not change very much, especially for 256 sets and 512 sets. For the benchmarks 
in Figure 9, the average hit probabilities of 128 sets, 256 sets and 512 sets are 
94.68%, 97.35% and 98.84%; and for the benchmarks in Figure 10, the average hit 
probabilities of 128 sets, 256 sets and 512 sets are 99.11%, 99.61% and 99.70%. 
Based on this observation, we selected 128 as the set number for the following exper-
iments, and the total number of RVAB entries is 128x4 = 512. As we can see, the 
hardware cost of RVAB is very small. 

We evaluated three configurations for performance impact evaluation. The first 
configuration is validating all control instructions and using branch predictor as 
lookup backup (denoted as BP & AC); the second  is only validating indirect control 
instructions and using BP as lookup backup (denoted as BP & IC); the third configu-
ration is only validating indirect control instructions but without using BP as backup. 
Figure 11a shows the IPC results of the baseline and the three configurations. Here we 
count x86 micro-ops as instruction counts. To get a clearer view, Figure 11b-11d 
shows relative performance slowdown of these three configurations. 

 

Fig. 11. a. Throughput comparison (IPC) of baseline and three different configurations. 

 

Fig. 11. b. Relative performance slowdown of BP&AC configuration. 

0.00
0.50
1.00
1.50
2.00
2.50
3.00
3.50
4.00
4.50

T
h

ro
u

gh
p

u
t(

IP
C

)

BASE

BP&AC

BP&IC

IC

‐0.039 

5.126 

0.006 0.007 
0.012 

0.030 0.167 1.213 0.909 
1.888 

4.993 4.687 

‐0.002 

2.928 

1.266 0.030 0.829 

‐0.016 

12.623 

1.161 

11.252 

2.492 

-0.20

0.80

1.80

2.80

3.80

4.80

P
er

fo
rm

an
ce

 S
lo

w
d

ow
n

(%
)



 

Fig. 11. c. Relative performance slowdown of BP&IC configuration. 

 

Fig. 11. d. Relative performance slowdown of IC configuration. 

From Figure 11a, we can see that the performance impacts of our proposed methodol-
ogy are very small for all three configurations. For the BP&AC configuration, the 
average performance slowdown is 2.492%, the highest performance slowdown is 
12.623% (omnetpp), the smallest is -0.039%(bzip2, which means IPC gets a little 
increase), and there are 11 benchmarks whose performance slowdowns are below 1%. 
As we expect, the BP&IC configuration gets the best performance result. Its perfor-
mance slowdown is between -0.093% and 2.993%, and is 0.284% on average. Only 
two benchmarks' slowdowns exceed 1%. Without BP as backup, the performance 
result of the IC configuration is a little worse than the BP&IC configuration, but bet-
ter than the BP&AC configuration. Its slowdown is between -0.043% and 5.247%, 
and is 0.616% on average. 

Since the W⊕X mechanism is widely used in modern systems, only validating in-
direct control instructions is safe enough. The experimental data in Figure 11 indicate 
that this approach has very little impact on program performance. Even without the 
help of BP, the highest performance slowdown of IC configuration is only 5.247%, 
and only three benchmarks have slowdowns above 1%.  

5 Concluding Remarks 

In this paper, we proposed hardware supported techniques to mitigate CRAs on CISC 
architectures. We addressed the CRA problem by two protection mechanisms: (1) 
preventing executions of unintended instructions; (2) preventing unintended control 
flow transfers. The work in this paper mainly focuses on the first problem, as no pre-
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vious work addressed it by an effective hardware approach. We addressed the second 
problem by using a hardware version of CFL. We also demonstrated that our ap-
proach has a very modest cost on both hardware and software. For the BP&IC config-
uration, the performance loss is -0.093% ~2.993%. 
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