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detailed pen-and-paper proof of the Lax—Milgram theorem.

Key-words: Lax—Milgram theorem, finite element method, detailed mathematical proof, formal
proof in real analysis

This research was partly supported by GT ELFIC from Labex DigiCosme - Paris-Saclay.

* Equipe Serena. Francois.Clement@inria.fr.
 LMAC, UTC, BP 20529, FR-60205 Compiégne, France. Vincent.Martin@utc.fr

RESEARCH CENTRE
PARIS - ROCQUENCOURT

Domaine de Voluceau, - Rocquencourt
B.P. 105 - 78153 Le Chesnay Cedex



Le théoréme de Lax—Milgram.
Une preuve détaillée en vue d’une formalisation en Coq

Résumé : Pour obtenir la plus grande confiance en la correction de programmes de simulation
numérique implémentant la méthode des éléments finis, il faut formaliser les notions et résultats
mathématiques qui permettent d’établir la justesse de la méthode. Le théoréme de Lax—Milgram
peut étre vu comme 'un de ces fondements théoriques : sous des hypothéses de complétude et de
coercivité, il énonce ’existence et I'unicité de la solution de certains problémes aux limites posés
sous forme faible. L’objectif de ce document est de fournir a la communauté preuve formelle une
preuve papier trés détaillée du théoréme de Lax—Milgram.

Mots-clés :  théoréme de Lax—Milgram, méthode des éléments finis, preuve mathématique
détaillée, preuve formelle en analyse réelle
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4 F. Clément, & V. Martin

1 Introduction

As stated and demonstrated in [4], formal proof tools are now mature to address the verification of
scientific computing programs. One of the most thrilling aspects of the approach is that the round-
off error due to the use of IEEE-754 floating-point arithmetic can be fully taken into account. One
of the most important issue in terms of manpower is that all the mathematical notions and results
that allow to establish the soundness of the implemented algorithm must be formalized.

The long term purpose of this study is to formally prove programs using the Finite Element
Method. The Finite Element Method is now widely used to solve partial differential equations,
and its success is partly due to its well established mathematical foundation, e.g. see |7}, 14} 8] [17].
It seems important now to verify the scientific computing programs based on the Finite Element
Method, in order to certify their results. The present report is a first contribution toward this
ultimate goal.

The Lax-Milgram theorem is one of the key ingredients used to build the Finite Element
Method. It is a way to establish existence and uniqueness of the solution to the weak formulation
and its discrete approximation; it is valid for coercive linear operators set on Hilbert spaces (i.e.
complete inner product spaces over the field of real or complex numbers). A corollary known as
the Céa’s lemma provides a quantification of the error between the computed approximation and
the unknown solution. In particular, the Lax—Milgram theorem is sufficient to prove existence and
uniqueness of the solution to the (weak formulation of the) standard Poisson problem defined as
follows. Knowing a function f defined over a regular and bounded domain Q of R? with d = 1, 2,
or 3, with its boundary denoted by 0f2,

find w such that:{ _AZ _ (J: :)IL%’Q, (1)
where A = g—; + 8‘9—; + 88722 is the Laplace operator. Equation is the strong formulation of
Laplace problem, its weak formulation and the link with the Lax—Milgram theorem is given in
Conclusion, perspectives, see Section We do not intend to limit ourselves to this particular
problem, but we stress that our work covers this standard problem that is the basis for the study
of many other physical problems.

Other mathematical tools can be used to establish existence and uniqueness of the solution
to weak problems. For instance, the Banach—Necas—Babuska theorem for Banach spaces (i.e.
complete normed real or complex vector spaces), from which one can deduce the Lax—Milgram
theorem, e.g. see [§], or the theory for mixed and saddle-point problems, that is used for instance
for some fluid problems, e.g. see [0, []. However, our choice is mainly guided by our limited
manpower and by the intuitionistic logic of the interactive theorem prover we intend to use: we
try to select an elementary and constructive path of proof. This advocates to work in a first
step with Hilbert spaces rather than Banach spaces, and to try to avoid the use of Hahn—Banach
theorem whose proof is based on Zorn’s lemma (an equivalent of the axiom of choice in Zermelo—
Fraenkel set theory).

Some other steps will be necessary for the formalization of the Finite Element Method: the
measure theory is required to formalize Sobolev spaces such as L*(Q), H'(Q) and H}(Q) on
some reasonable domain €2, and establish that they are Hilbert spaces on which the Lax—Milgram
theorem applies; as well as the notion of distribution to set up the correct framework to deal with
weak formulations; and finally chapters of the interpolation and approximation theories to define
the discrete finite element approximation spaces.

The purpose of this document is to provide the “formal proof” community with a very detailed
pen-and-paper proof of the Lax—Milgram theorem. The most basic notions and results such as
ordered field properties of R and properties of elementary functions over R are supposed known and
are not detailed further. One of the key issues is to select in the literature the proof involving the
simplest notions, and in particular not to justify the result by applying a more general statement.
Once a detailed proof of the Lax—Milgram theorem is written, the next step is to formalize all
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notions and results in a formal proof tool such as Codﬂ At this point, which is not the subject of
the present paper, it will be necessary to take care of the specificities of the classical logic commonly
used in mathematics: in particular, determine where there is need for the law of excluded middle,
and discuss decidability issues.

The paper is organized as follows. Different ways to prove variants of the Lax—Milgram theorem
collected from the literature are first reviewed in Section[2] The chosen proof path is then sketched
in Section [3] and fully detailed in Section [l Finally, lists of statements and direct dependencies
are gathered in the appendix.

2 State of the art

We review some works of a few authors, mainly from the French school, that provide some details
about statements similar to the Lax—Milgram theorem.

As usual, proofs provided in the literature are not comprehensive, and we have to cover a series
of books to collect all the details necessary for a formalization in a formal proof tool such as Coq.
Usually, Lecture Notes in undergraduate mathematics are very helpful and we selected [10, [T [12]
among many other possible choices.

2.1 Brézis

In [5], the Lax—Milgram theorem is stated as Corollary V.8 (p. 84). Its proof is obtained from The-
orem V.6 (Stampacchia, p. 83) and by means similar to the ones used in the proof of Corollary V.4
(p. 80) for the characterization of the projection onto a closed subspace.

The proof of the Stampacchia theorem for a bilinear form on a closed convex set has four main
arguments: the Riesz—Fréchet representation theorem (Theorem V.5 p. 81), the characterization
of the projection onto a closed convex set (Theorem V.2 p. 79), the fixed point theorem on a
complete metric space (Theorem V.7 p. 83), and the continuity of the projection onto a closed
convex set (Proposition V.3 p. 80).

The proof of the fixed point theorem uses the notions of distance, completeness, and sequential
continuity (e.g. see |11, Theorem 4.102 p. 115]).

The proof of the Riesz—Fréchet representation theorem and the existence of the projection onto
a closed convex set share the possibility to use the notion of reflexive space through Proposition V.1
(p. 78) and Theorem I11.29 (Milman—Pettis, p. 51). The latter states that uniformly convex Banach
spaces are reflexive (i.e. isomorphic to their topological double dual), and its proof uses the notions
of weak and weak-* topologies. In this case, the existence of the projection onto a closed convex set
also needs the notions of compactness and lower semi-continuity through Corollary II1.20 (p. 46),
and the call to Hahn—Banach theorem which depends on Zorn’s lemma or the axiom of choice
through Theorem II1.7 and Corollary II1.8 (p. 38).

More elementary proofs are also presented in [5]. The Riesz—Fréchet theorem only needs
the closed kernel lemma (for continuous linear maps) and the already cited Corollary V.4. The
existence of the projection onto a closed convex set can be obtained through elementary and
geometrical arguments. Then, the uniqueness and the characterization of the projection onto a
closed convex set derives from the parallelogram identity and Cauchy—Schwarz inequality.

Complements about the projection onto a closed convex set subset can be found in [I2, Lem-
mas 14.30 and 14.32 pp. 225-228]. See also [16], p. 90] and [8, Theorem A.28 p. 467] for proofs of
the Riesz—Fréchet representation theorem.

2.2 Ciarlet

In [7], the Lax-Milgram theorem is stated as Theorem 1.1.3 (pp. 8-10). The structure of the
proof is similar to the one proposed in [5] for Stampacchia theorem, but simplified to the case of a

Thttp://coq.inria.fr/
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6 F. Clément, & V. Martin

subspace instead of a closed convex subset (e.g. see [I2, Theorems 14.27 and 14.29 pp. 224-225]).

2.3 Ern—Guermond

In [§], the Lax—Milgram theorem is stated as Lemma 2.2 (p. 83). The first proof is obtained
as a consequence of the more general Banach—Necas—Babugka theorem set on a Banach space
(Theorem 2.6 p. 85). The proof is spread out in Section A.2 through Theorem A.43 (p. 472) for
the characterization of bijective Banach operators, Lemma A.39 (p. 470) which is a consequence
of the closed range theorem (Theorem A.34 p. 468, see also [16], pp. 205-208| and [5l p. 28]) and
of the open mapping theorem (Theorem A.35 p. 469).

A simpler alternative proof without the use of the Banach—Nec¢as—Babuska theorem is proposed
in Exercise 2.11 (p. 107) through the closed range theorem and a density argument. For the latter,
Corollary A.18 (p. 466) is a consequence of the Hahn—-Banach theorem (Theorem A.16 p. 465, see
also [I5, Theorem 5.19] and [5] p. 7]).

2.4 Quarteroni—Valli

In [I4], the Lax—Milgram theorem is stated as Theorem 5.1.1 (p. 133). A variant, also known as
Babugka—Lax—Milgram theorem, is stated for a bilinear form defined over two different Hilbert
spaces (Theorem 5.1.2 p. 135). Their proofs are similar: they both use the Riesz—Fréchet repre-
sentation theorem and the closed range theorem. Note that when the bilinear form is symmetric,
the Riesz—Fréchet representation theorem and a minimization argument are sufficient to build the
proof (Remark 5.1.1 p. 134).

3 Statement and sketch of the proof

Let H be a real Hilbert space. Let (-,-), be its inner product, and |[|-||, the associated norm.
Let H' be its topological dual (i.e. the space of continuous linear forms on H). Let a be a
bilinear form on H, and let f € H’ be a continuous linear form on H. Let Hy be a closed vector
subspace of H (in practice, Hy, is finite dimensional). The Lax—Milgram theorem states existence
and uniqueness of the solution to the following general problems:

find u € H such that: Yoe H, a(u,v)= f(v); (2)
find uy, € Hj, such that: Yoy € Hp,  alup,vp) = f(vp)- (3)

The main statement is the following:

Lax—Milgram theorem. Assume that a is bounded and coercive with constant o > 0. Then,
there eists a unique u € H solution to Problem (2). Moreover, |lully < L ||l

The ingredients for the proof were mainly collected from [5] and [7]. The key arguments of the
chosen proof path are (the hierarchy is sketched in Figure [1f):

e the representation lemma for bounded bilinear forms;
e the Riesz—Fréchet representation theorem;
e the orthogonal projection theorem for a complete subspace;
e the fixed point theorem for a contraction on a complete metric space.
Note that the same type of arguments can be used to prove the more general Stampacchia theorem.

We give now more hints about the structure of the main steps of the proof.

Inria
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Orthogonal projection Riesz—Fréchet
onto complete subspace » representation of dual
(inner product space) (Hilbert space)

Y

Representation of
o Lax-Milgram Fixed point theorem
bounded bilinear form > & - P
(Hilbert space) (complete space)
(normed vector space)

Y
Lax—Milgram—Céa

on finite dim subspace
(Hilbert space)

Figure 1: Hierarchy of results for a proof of the Lax—Milgram theorem.

3.1 Sketch of the proof of the Lax—Milgram—Céa theorem

Lax—Milgram—Céa theorem. Assume that a is bounded with continuity constant C' > 0 and

coercive with constant o > 0. Then, there exist a unique u € H solution to Problem , and

a unique up, € Hy, solution to Problem (). Moreover, |lully < L |f|ly, and for all vy € Hy,
@

lu—unllg < & llu—"onllg

The proof of the Lax—Milgram—Céa theorem goes as follows (this proof uses the notion of finite
dimensional subspace):

e 4 finite dimensional subspace is closed;

e a closed subspace of a Hilbert space is a Hilbert space;

e thus, the Lax—Milgram theorem applies to Hp;

e finally, Céa’s error estimation is obtained from the Galerkin orthogonality property, and

boundedness and coercivity of the bilinear form a.

3.2 Sketch of the proof of the Lax—Milgram theorem

Lax—Milgram theorem. Assume that a is bounded and coercive with constant o > 0. Then,
there exists a unique u € H solution to Problem (2)). Moreover, ||lull;; < L | flly-

The proof of the Lax—Milgram theorem goes as follows (this proof uses the notions of Lipschitz
continuity, normed vector space, bounded and coercive bilinear form, inner product, orthogonal
complement, and Hilbert space):

e Problem is first shown to be equivalent to a fixed point problem for some contraction g
on the complete metric space H:

— the representation lemma for bounded bilinear forms exhibits a continuous linear form
A(u) such that a(u,v) = (A(u))(v),

— then, the Riesz—Fréchet representation theorem exhibits representatives 7(A(u)) and
7(f) for both continuous linear forms, and Problem is shown to be equivalent to
the linear problem 7(A(w)) = 7(f),

— the affine function g is defined over H by g(v) = v — p7(A(v)) + p7(f) for some small
enough number p, then, Problem is shown to be equivalent to find a fixed point
of g,

— finally, ¢ is shown to be a contraction;

RR n° 8934



8 F. Clément, & V. Martin

e thus existence and uniqueness of the solution u are obtained from the fixed point theorem
applied to g;

e finally, the estimation of the nonzero solution u is obtained from the coercivity of the bilinear
form a and the continuity of the linear form f.

3.3 Sketch of the proof of the representation lemma for bounded bilin-
ear forms

Representation lemma for bounded bilinear forms. Let (E,|-||z) be a normed vector
space. Let ¢ be a bilinear form on E. Assume that ¢ is bounded. Then, there exists a unique
continuous linear map A from E to E' such that for allu,v € E, ¢(u,v) = (A(u))(v). Moreover,
for all C >0 continuity constant of ¢, we have ||Al|g p < C.

The proof of the representation lemma for bounded bilinear forms goes as follows (this proof
uses the notions of normed vector space, continuous linear map, topological dual, dual norm, and
bounded bilinear form):

e existence of the representative A is obtained by construction:

— for each u, the function A, = (v — ¢(u,v)) is shown to be a continuous linear form
with [ Ayl < C [lull g,

— then, the function A = (u+— A,,) is shown to be a continuous linear map from F to E’
with [|Afl g p < C

e uniqueness of the representative A follows from the fact that continuous linear maps between
two normed vector spaces form a normed vector space.

3.4 Sketch of the proof of the Riesz—Fréchet theorem

Riesz—Fréchet theorem. Let ¢ € H' be a continuous linear form on H. Then, there exists a
unique vector u € H such that for allv € H, p(v) = (u,v) ;. Moreover, the mapping T = (¢ — u)
is a continuous isometric isomorphism from H' onto H.

The proof of the Riesz—Fréchet representation theorem goes as follows (this proof uses the
notions of kernel of a linear map, normed vector space, operator norm, continuous linear map,
topological dual, dual norm, inner product space, orthogonal projection onto a complete subspace,
orthogonal complement, and Hilbert space):

e uniqueness of the representative u, follows from the definiteness of the inner product;
e cxistence of the representative u, is obtained by construction for a nonzero ¢:

— consider the orthogonal projection onto F' = ker(y), which is closed, hence a complete
subspace,

— a unit vector & in F* such that ¢(£y) # 0 is built from some ug picked in the com-
plement of F', and using the theorem on the direct sum of a complete subspace and its
orthogonal complement,

— the candidate u = p(&)& € F* is then shown to satisfy (u,v) = ¢(v);

e the mapping 7 = (¢ — wu,) goes from the topological dual H’ to the Hilbert space H, its
linearity follows the bilinearity of the inner product and of the application of linear maps;

e injectivity of 7 is straightforward, and surjectivity comes from Cauchy—Schwarz inequality;

e the isometric property of 7 follows from the definition of the dual norm, and again from
Cauchy—Schwarz inequality;

e continuity of 7 follows from the isometric property.

Inria
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3.5 Sketch of the proof of the orthogonal projection theorem for a com-
plete subspace

Orthogonal projection theorem for a complete subspace. Let (G, (-,-),) be a real inner
product space. Let F' be a complete subspace of G. Then, for all u € G, there exists a unique
v € F such that ||u — v||g = minger ||u — w||4-

The proof of the orthogonal projection theorem for a complete subspace goes as follows (this
proof uses the notions of infimum, completeness, inner product space, and convexity):

e the result is first shown for a nonempty complete convex subset K:

— existence of the projection of u € G onto K is built as the limit of a sequence:

* existence of a sequence (wp)neny in K and a nonnegative number § such that
|lu—wnle < 6 + 15 is first obtained from the fact that the function (w +»
|lu — w||) is bounded from below (by 0),

* this sequence is shown to be a Cauchy sequence using the parallelogram identity
and the definition of convexity,

* hence, it is convergent in the complete subset K,

* continuity of the norm ensures that the limit of the sequence realizes the minimum
of the distance;

— uniqueness of the projection follows again the parallelogram identity and the definition
of convexity;

e a complete subspace is also a nonempty complete convex subset.

3.6 Sketch of the proof of the fixed point theorem

Fixed point theorem. Let (X,d) be a complete metric space. Let f : X — X be a contraction.
Then, there exists a unique fized point a € X such that f(a) = a. Moreover, all iterated function
sequences associated with f are convergent with limit a.

The proof of the fixed point theorem goes as follows (this proof uses the notions of distance,
completeness and Lipschitz continuity).

e uniqueness of the fixed point is obtained from the properties of the distance;
e existence of the fixed point is built from the sequence of iterates of the contraction:

— when nonstationary, the sequence is first proved to be a Cauchy sequence using the
iterated triangle inequality and the formula for the sum of the first terms of a geometric
series,

— the sequence is then convergent in a complete metric space,

— the limit of the sequence is finally proved to be a fixed point of the contraction from
properties of the contraction and of the distance.

4 Detailed proof

The Lax—Milgram theorem is stated on a Hilbert space. The notion of Hilbert space is built from
a series of notions of spaces, see Figure [2] for a sketch of the hierarchy. Thus, a large part of the
present section collects standard definitions and results from linear and bilinear algebra. One of
the main steps is the construction of the complete normed space of continuous linear maps, used
in particular to obtain the notion of topological dual. Then, another step is the construction of
bilinear forms, and their representation as linear maps with values in the topological dual. The

RR n° 8934



10 F. Clément, & V. Martin

Vector space Metric space

Y Y

Normed vector space Complete space

Y

Inner product space Hilbert space

Y

Figure 2: Hierarchy of notions used to build a Hilbert space. Thick arrows indicate inheritance:
the target notion is built upon the source one, whereas the lower left thin arrow indicates that
inner product spaces are only shown to be normed vector spaces.

results on finite dimensional vector spaces are avoided as much as possible, as well as the results
on Banach spaces.

A set of basic results from topology in metric spaces are necessary to formulate the fixed point
theorem, and to link completeness and closedness, which is useful in particular to characterize
finite dimensional spaces as complete.

The last statement of this document is dedicated to the finite dimensional case. To prove
Theorem [203| (Lax—Milgram—Céa), we use the closedness of finite dimensional subspaces, which is
a direct consequence of the closedness of the sum of a closed subspace and a linear span. Such
a result is of course valid in any normed vector space, but the general proof is based on the
equivalence of norms in a finite dimensional space, and the latter needs more advanced results on
continuity involving compactness. To avoid that, we propose a much simpler proof that is only
valid in inner product spaces; which is fine here since we apply it on a Hilbert space.

Statements are displayed inside colored boxes. Their nature can be identified at a glance by
using the following color code:

‘ light gray is for remarks |, ’ light green for definitions

)

‘ light blue for lemmas|  and ‘ light red for theorems ‘

Moreover, inside the bodies of proof for lemmas and theorems, the most basic results are supposed
to be known and are not detailed further; they are displayed in bold red. This includes:

e properties from propositional calculus;

e basic notions and results from set theory such as the complement of a subset, the composition
of functions, injective and surjective functions;

e basic results from group theory;
e ordered field properties of R, ordered set properties of R;
e basic properties of the complete valued fields R and C;

e definition and properties of basic functions over R such the square, square root, and expo-
nential functions, and the discriminant of a quadratic polynomial;

e basic properties of geometric series (sum of the first terms).

Inria
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This section is organized as follows. Some facts about infima and suprema are first collected in
Section they are useful to define the operator norm for continuous linear maps, and orthogonal
projections in inner product spaces. Then, Sectionis devoted to complements on metric spaces,
it concludes with the fixed point theorem. Section [£.3]is for the general notion of vector spaces.
Normed vector spaces are introduced in Section [£:4] with the continuous linear map equivalency
theorem. Then, we add an inner product in Section [£.5] to define inner product spaces and state a
series of orthogonal projection theorems. Finally, Section [4.6]is dedicated to Hilbert spaces with
the Riesz—Fréchet representation theorem, and variants of the Lax—Milgram theorem.

4.1 Supremum, infimum

Remark 1. From the completeness of the set of real numbers, every nonempty subset of R that
is bounded from above has a least upper bound in R. On the affinely extended real number
system R, every nonempty subset has a least upper bound that may be 4+oo (and a greatest
lower bound that may be —co). Thus, we have the following extended notions of supremum and
infimum for a numerical function over a set.

Definition 2 (supremum). Let X be a set. Let f : X — R be a function. The extended
number L is the supremum of f over X, and is denoted L = sup(f(X)), iff it is the least upper
bound of f(X) = {f(z)|z € X} CR:

veeX, f(z) <L (4)
VM eR, (VzeX, fx)<M) = L<M. (5)

Lemma 3 (finite supremum). Let X be a set. Let f : X — R be a function. Assume that
there exists a finite upper bound for f(X), i.e. there exists M € R such that, for all x € X,
f(x) < M. Then, the supremum is finite and L = sup(f(X)) iff and

Ve >0,3z. € X, L—e< f(z). (6)

Proof. From hypothesis, and completeness of R, sup(f(X)) is finite. Let L be a number. Assume
that L is an upper bound of f(X), i.e. .

implies (6). Assume that holds. Let ¢ > 0. Suppose that for all x € X, f(z) < L —e¢.
Then, L — ¢ is an upper bound for f(X). Thus, from hypothesis, we have L < L — ¢, and from
ordered field properties of R, ¢ < 0, which is impossible. Hence, there exists € X, such that

L —¢e < f(x).

@ implies ([5)). Conversely, assume now that @ holds. Let M be an upper bound, i.e. for
all z € X, f(x) < M. Suppose that M < L. Let ¢ = L;M > 0. Then, from hypotheses, and
ordered field properties of R, there exists . € X such that f(z.) > L—e = # > M, which
is impossible. Hence, we have L < M.

Therefore, implies the equivalence between and @ O

Lemma 4 (discrete lower accumulation). Let X be a set. Let f : X — R be a function.
Let L be a number. Then, @ iff

1
VneN, 3z, e X, L——— ). 7
n €N, Jx, € n+1<f(ac) (7)

Proof. @ implies . Assume that @ holds. Let n € N. Let ¢ = n%_l > 0. Then, from
hypothesis, there exists z,, = z. € X such that

1
n+1

L —

= L—c < f(2.) = flan):
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@ implies @ Conversely, assume now that holds. Let € > 0. From the Archimedean
property of R, there exists n € N such that n > 2 —1 (e.g. n = HJ ). Then, from ordered field

13

properties of R, and hypothesis, we have ¢ > ——=, and there exists z. = z;,, € X such that

L—s<L—%H<f(xn)=f(wa>-

O

Lemma 5 (supremum is positive scalar multiplicative). Let X be a set. let f: X — R be
a function. Let A > 0 be a nonnegative number. Then, sup((Af)(X)) = Asup(f(X)) (with the
convention that 0 times +oo is 0).

Proof. Let L = sup(f(X)) and M = sup((Af)(X)) be extended numbers of R. Let x € X.
From Definition [2| (supremumi, L is an upper bound for f(X)), and ordered set properties
of R, we have

(Af)(x) = Af(x) < AL.

Thus, AL is an upper bound of (Af)(X). Hence, from Definition [2| (supremuml] M is the least
upper bound of (Af)(X)), we have M < AL.

Case A = 0. Then, Af is the zero function (for all z € X, (Af)(z) = Af(x) = 0). Thus,
(Af)(X) = {0}, and from Definition [2| (supremuml 0 is the least upper bound of {0}), M = 0.
Hence, from ordered set properties of R, we have

AL=0L=0<0=M.

Case A # 0. Then, from hypothesis, A > 0. From Deﬁnition 1|supremuﬁ|, M is an upper bound
for (Af)(X)), field properties of R, and ordered set properties of R, we have

f) = FM@) = 30N < 5

Thus, % is an upper bound for f(X). Hence, fromﬁDeﬁnition L is the least upper
bound of f(X)), and ordered set properties of R, we have L < %, or equivalently AL < M.
Therefore, M = A\L. U

|Remark 6. As a consequence, sup((Af)(X)) is finite iff Asup(f(X)) is finite. |

Definition 7 (mazimum). Let X be a set. Let f: X — R be a function. The supremum of f
over X is called mazimum of f over X, and it is denoted max(f(X)), iff there exists y € X such

that f(y) = sup(f(X)).

Lemma 8 (finite mazimum). Let X be a set. Let f: X — R be a function. Lety € X. Then,

fly) =max(f(X)) <= VeeX, f)<[f(y). ®)

Proof. “Left” implies “right”. Assume that y realizes the maximum of f over X. Let x € X.
Then, from hypothesis, Definition Ifl , and Definition [2| (supremum] f(y) is an upper
bound of f(X)), we have f(z) < f(y).

“Right” implies “left”. Conversely, assume now that f(y) is an upper bound of f(X). Let
€ > 0. Let z. = y € X. Then, from ordered field properties of R, we have f(y) — ¢ <
f(y) = f(z.). Hence, from Lemma [3] (finite supremuni), and Definition [7] (mazimumi), we have
f(y) = max(f(X)). 0

Inria
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Definition 9 (infimum). Let X be a set. Let f : X — R be a function. The extended number !
is the infimum of f over X, and is denoted ! = inf(f(X)), iff it is the greatest lower bound of
f(X) CR:

Vo € X, 1< f(a); (9)
vm € R, VreX, m<f(z)) = m<l (10)

Lemma 10 (duality infimum-supremum). Let X be a set. Let f : X — R be a function.
Then, inf(f (X)) = —sup((—/f)(X)).

Proof. Let L = sup((—f)(X)) be an extended number in R. Let [ = —L.

Let € X. From Definition [2| (supremumi L is an upper bound of (—f)(X)), and ordered
set properties of R, we have | = —L < f(z). Hence, [ is a lower bound of f(X).

Let m € R be a lower bound of f(X). Let + € X. Then, from ordered set properties
of R, we have —f(x) < —m. Thus, from Deﬁnition |5up7“emuﬂ L is the least upper bound of
(=f)(X)), and ordered set properties of R, we have m < —L = [. Hence, [ is the greatest
lower bound of f(X).

Therefore, from Definition [9] (infimum), I = inf(f(X)). O

Lemma 11 (finite infimum). Let X be a set. Let f : X — R be a function. Assume that there
exists a finite lower bound for f(X), i.e. there exists m € R such that, for all x € X, m < f(z).
Then, the infimum is finite and | = inf(f(X)) iff (@) and

Ve>0,3dz. € X, f(ze)<l+e. (11)

Proof. Let € X. Then, from hypothesis, and ordered field properties of R, we have —f(z) <
—m. Thus, from Lemma [3| (finite supremuml), sup((—f)(X)) is finite. Hence, from Lemma
(duality infimum-supremuml), inf(f (X)) = —sup((—f)(X)) is finite too.

From Lemma (duality infimum-supremuml), Lemma , and ordered field

properties of R, we have

I=inf(f(X)) & —1=sup((—f)(X))
{ Vee X, —f(x)<-I
Ve >0,Jz. € X, —l—e<—f(x.)

o [VeeX 1<)
Ve>0,3z. € X, f(x:)<l+e.

O

Lemma 12 (discrete upper accumulation). Let X be a set. Let f: X — R be a function.
Let | be a number. Then,

1
Ve>0,3z.€X, f(z.)<l+e < VneN I, eX, flz,)<l+ L (12)
Proof. Direct consequence of Lemma EI (discrete lower accumulation) for —f and L = —I), and
ordered field properties of R. O

Lemma 13 (finite infimum discrete). Let X be a set. Let f: X — R be a function. Assume
that there exists a finite lower bound for f(X), i.e. there exists m € R such that, for all x € X,
m < f(x). Then, the infimum is finite and | = inf(f(X)) iff (9) and

1
3 X . 1
VneN, dz, € X, f(acn)<l—|—n_|_1 (13)
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Proof. Direct consequence of Lemma[I1] (finite infimuni), and Lemma [12] (discrete upper accumu]
lation)). O

Definition 14 (minimum). Let X be a set. Let f : X — R be a function. The infimum of f
over X is called minimum of f over X and it is denoted min(f(X)), iff there exists y € X such

that f(y) = inf(f(X)).

Lemma 15 (finite minimum). Let X be a set. Let f : X — R be a function. Let y € X.
Then,

fly) =min(f(X)) <= VeeX, [y </[f(@) (14)

Proof. From Definition [14] (minimum)), Lemma [L0| (duality infimum-supremuni), Lemma
, and ordered field properties of R, we have

fly) =min(f(X)) < —f(y) = max((—f)(X))
)

4.2 Metric space

Definition 16 (distance). Let X be a nonempty set. An application d : X x X — R is a
distance over X iff it is nonnegative, symmetric, it separates points, and it satisfies the triangle
inequality:

Ve, y € X, d(x,y) > 0; (15)
Vr,y € X, d(y,z) = d(z,y); (16)
Va,y € X, dlz,y) =0 <= zx=uy; (17)
Vr,y,z € X, d(z,z) < d(z,y) + d(y, 2). (18)

Definition 17 (metric space). (X,d) is a metric space iff X is a nonempty set and d is a
distance over X.

Lemma 18 (iterated triangle inequality). Let (X,d) be a metric space. Let (,)nen be a
sequence of points of X. Then,

I
—

p
Vn,p €N, d(@n,Tnip) < ) d(Tnti, Tntit1)- (19)

i

i
o

Proof. Let n € N be a natural number. For p € N, let P(p) be the property
p—1
d(l'na zn—&-p) < Z d(zn—&-ia zn+i+1)-
i=0

Induction: P(0). From Deﬁnition [distancd, d separates points), and ordered field prop-
erties of R, P(0) is obviously satisfied.

Induction: P(p) implies P(p 4+ 1). Let p € N. Assume that P(p) holds. Then, from
Definition [16] (distancd, d satisfies triangle inequality), we have d(zp, Tnipr1) < d(Tn, Tnip) +
d(Zn4p, Tnypt1). Hence, from hypothesis, and ordered field properties of R, we have P(p+1).

Therefore, by induction on p € N, we have, for all p € N, P(p). O

Inria
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4.2.1 Topology of balls

Definition 19 (closed ball). Let (X, d) be a metric space. Let € X be a point. Let » > 0 be
a nonnegative number. The closed ball centered in = of radius r, denoted BS(x,r), is the subset
of X defined by

Bi(z,m) ={y € X|d(z,y) <r}. (20)

Definition 20 (sphere). Let (X, d) be a metric space. Let 2z € X be a point. Let r» > 0 be a
nonnegative number. The sphere centered in x of radius r, denoted Sy(z, ), is the subset of X
defined by

Sa(z,r) ={y € X|d(z,y) =r}. (21)

Definition 21 (open subset). Let (X,d) be a metric space. A subset Y of X is open (for
distance d) iff
VeeY,3Ir>0, Bjz,r)CY. (22)

Definition 22 (closed subset). Let (X,d) be a metric space. A subset Y of X is closed (for
distance d) iff X\Y is open for distance d.

Lemma 23 (equivalent definition of closed subset). Let (X, d) be a metric space. A subsetY
of X is closed (for distance d) iff

Vee X\Y, 3Ir >0, Bjz,r)nYy =0. (23)

Proof. Direct consequence of Definition [22] (closed subsed), Definition [21] (open subsed), and the

definition of the complement from set theory.

Lemma 24 (singleton is closed). Let (X,d) be a metric space. Let x € X be a point. Then
{z} is closed.

Proof. Let ' € X be a point. Assume that =’ # x. Then, from Deﬁnltlon 6| (distancd, d separates
points, contrapositive), and ordered field properties of R, ¢ = 1 d(2/,z) is positive. Hence,

d(z’,z) > e and B§(z',e) N {z} =
Therefore, from Lemma (]equivalent definition of closed subsed), {z} is closed. O

Definition 25 (closure). Let (X, d) be a metric space. Let Y be a subset of X. The closure of
Y, denoted Y, is the subset

Y ={zeX|Ve>0, Bj(z,e)NY # 0}. (24)

Definition 26 (convergent sequence). Let (X,d) be a metric space. Let | € X. A sequence
(zn)nen of X is convergent with limit [ iff

Ve>0,INeN,VneN, n>N = d(x,,l)<e. (25)

Lemma 27 (variant of point separation). Let (X,d) be a metric space. Let z,x’ € X such
that for all € > 0, we have d(z,2') <e. Then, x = x’.

d(z,z)

Proof. Assume that d(x,2’) > 0. Let € = d(zT’m,). Then, 0 < d(x,2") < e = =5~ . Hence, from
ordered field properties of R (with d(z,z’) > 0), we have 0 < 1 < 1, which is wrong. Thus,
from Definition u 16| (distancd, d is nonnegative), we have d(z, ') = 0.

Therefore, from Definition [16| (distancd, d separates points), we have z = 2. O

Lemma 28 (limit is unique). Let (X,d) be a metric space. Let (x,)nen be a convergent
sequence of X. Then, the limit of the sequence is unique. The limit is denoted lim,_, oo Tp,.
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Proof. Let I,I’ € X be two limits of the sequence. Let € > 0. Then, from ordered field
properties of R, and Definition [26] (convergent sequencd, with £ > 0), let N, N’ € N such that,
for all n,n’ € N, n > N and n’ > N" implies d(z,,[) < 5 and d(z,,1') < §. Let M = max(N, N’).
Let p € N. Assume that p > M. Then, from the definition of the maximum, we have
d(zp,l) < § and d(xp,l") < 5. Hence, from Definition (distance, d is nonnegative, satisfies
triangle inequality, and is symmetric), and ordered field properties of R, we have

0<d(ll') <d(l,zp) +d(zp,l') = d(xp, 1) + d(z,,l') < = 4+ = =e.

N ™

Therefore, from Lemma (variant of point separation)), we have | =1'. O

Lemma 29 (closure is limit of sequences). Let (X,d) be a metric space. LetY be a nonempty
subset of X. Let a € X be a point. Then,

a€Y <<= Fapn)nen €YY, a= lim a,. (26)

n— o0

Proof. “Left” implies “right”. Assume that a € Y. Let ag be a point of Y. Let n € N. Assume
that n > 1. Then, % > 0, and from Definition [25 1|closurai, let a,, be in the nonempty intersection
B5(a, 1) NY. From Definition 1|closed ball), and Definition distanc% d is symmetric), we
have a, € Y and d(an,a) < % Let e > 0. Let N = [ﬂ Let n € N. Assume that n > N. Then,
from ordered field properties of R, and the definition of ceiling function, we have

1
<=-<e¢

d s S

S|

Hence, from Deﬁnition (convergent sequence), the sequence (ay, )nen is convergent with limit a.

“Right” implies “left”. Assume now that there exists a convergent sequence (ay,)nen in Y with
limit a. Let € > 0. Then, from Definition [26] (convergent sequence), let N € N such that for
aln e N,n > N 1mphes d(an,a) < e. Thus, ay belongs to the ball BS(a,ec). Hence, from
Definition [25 . , a belongs to the closure Y. O

Lemma 30 (closed equals closure). Let (X,d) be a metric space. Let Y be a nonempty subset
of X. Then, -
Y is closed <— Y =Y. (27)

Proof. “Left” implies “right”. Assume that Y is closed. Then, from Definition |2
subset), X\Y is open. Let a € Y. Then, from Definition [25| (closuré), for all ¢ > 0 we have

Bi(a,e) NY # (0. Assume that a ¢ Y. Then, from the definition of the complement from
set theory, and Lemma [23| (equivalent definition of closed subsed), there exists € > 0 such that
Bi(a,e) NY = @ Which is impossible. Thus, a belongs to Y. Hence, Y C Y. Moreover, from
Definition [25 . 7 Y is obviously a subset of Y. Therefore, Y =Y.

“Right” implies “left”. Assume now that Y = Y. Let x € X\Y. From the deﬁnition of
the complement from set theory, and hypothesis,  does not belong to Y = Y. Thus, from
Definition [25] (closurd), there exists ¢ > 0 such that BS(z,e) N'Y = ). Hence, from Lemma [23 .
(equivalent definition of closed subset]), Y is closed.

Lemma 31 (closed is limit of sequences). Let (X, d) be a metric space. LetY be a nonempty
subset of X. Then,

Y is closed <= (V(ap)nen €YY, Va€ X, a= lim a, = acy). (28)

n—oo

Proof. Direct consequence of Lemma (closed equals closure), Definition , and
Lemma [29] (closure is limit of sequences). O
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Definition 32 (stationary sequence). Let (X, d) be a metric space. A sequence (zy,)nen of X
is stationary iff
dNeN,VneN, n>N = z,=uzn. (29)

N is a rank from which the sequence is stationary and zy is the stationary value.

Lemma 33 (stationary sequence is convergent). Let (X, d) be a metric space. Let (n)nen
be a stationary sequence of X. Then, (z,)nen s convergent with the stationary value as limit.

Proof. From Definition (stationary sequence)), let N € N such that for alln € N, n > N
implies z,, = . Let ¢ > 0. Let n € N. Assume that n > N. Then, from Definition
distancd, d separates points), we have d(z,,zy) = d(zn,zn) = 0 < e. Hence, from Definition [26]
convergent sequence)), (Tn)nen is convergent with limit z . O

4.2.2 Completeness

Definition 34 (Cauchy sequence). Let (X, d) be a metric space. Let (z,)nen be a sequence
of X. (zp)nen is a Cauchy sequence iff

Ve>0,INeN,Vp,geN, p>N A ¢>N = d(zp,zq) <e¢ (30)

Lemma 35 (equivalent definition of Cauchy sequence). Let (X,d) be a metric space. Let
(zn)nen be a sequence of X. (n)nen s a Cauchy sequence iff

Ve>0,INeN, Vp,keN, p>N = d(zp,zptr)<e. (31)

Proof. (30) implies . Assume that (x,)nen is a Cauchy sequence. Let ¢ > 0. From
Deﬁniti (Cauchy sequencd), let N € N such that for all p,g € N, p > N and ¢ > N implies
d(zp,x4) < e. Let p,k € N. Assume that p > N. Then, we also have ¢ = p+ k > N. Thus,
d(@p; Tp+k) = d(Tp, 2g) < €.

implies ([30). Conversely, assume now that (z,),en satisfies (31). Let ¢ > 0. Then, let
N € N such that for all p,k € N, p > N implies d(zp, zp+r) < €. Let p’,¢' € N. Assume that
p’ > N and ¢’ > N. Then, we also have p = min(p’, ¢') > N. Let k = max(p’,¢’) — p > 0. Then,
we have d(zp,2p4r) < €. Assume that p’ < ¢’. Then, p = p’ and p+ k = ¢’. Hence, we have
d(zp,xq) = d(zp, xp1r) < €. Conversely, assume that p’ > ¢’. Then, p = ¢’ and p+k = p’. Hence,
from Definition [T6] (distancd, d is symmetric), we have d(z,,7,) = d(Tpik, Tp) = d(@p, Tprr) <
E. U

Lemma 36 (convergent sequence is Cauchy). Let (X,d) be a metric space. Let (xy)nen be
a sequence of X. Assume that (x,)nen @ a convergent sequence. Then, (Tn)nen s a Cauchy
sequence.

Proof. Let ¢ > 0. From Lemma [28| (limit is uniqud), let I = lim,,,,~ € X. From Definition

(convergent sequence)), let N € N such that for all n € N, n > N implies d(z,,l) < §. Let
p,q > N. Then, from Definition 1distancé|, d satisfies triangle inequality and is symmetric),
and field properties of R we have

Ay 2q) < d(wp, 1) + d(l,7,) = d(wy, 1) +dlwg, ) S S + = = <.
Therefore, from Definition [34] (Cauchy sequencd), (z,)nen is a Cauchy sequence. O

Definition 37 (complete subset). Let (X, d) be a metric space. A subset Y of X is complete
(for distance d) iff all Cauchy sequences of Y converge in Y.
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Definition 38 (complete metric space). Let X be a set. Let d be a distance over X. (X, d)
is a complete metric space iff (X,d) is a metric space and X is complete for distance d.

Lemma 39 (closed subset of complete is complete). Let (X,d) be a complete metric space.
Let'Y be a closed subset of X. Then, Y is complete.

Proof. Let (yn)nen be a sequence in Y. Assume that (y,)nen is a Cauchy sequence. Since Y is a

subset of X, (yn)nen is also a Cauchy sequence in X. Then, from Definition
[spacd, X is complete), and Definition [37] (complete subsed), the sequence (yy)nen is convergent
with limit y € X.

Moreover, from Lemma 29| (closure is limit of sequences), the limit a belongs to the closure Y.
Hence, from Lemma [30| (closed equals closure, Y is closed), the limit y belongs to Y.

Therefore, from Definition complete subsef)), Y is complete. O

4.2.3 Continuity

Remark 40. The distance allows the definition of balls centered at each point of a metric space
forming neighborhoods for these points. Hence, a metric space can be seen as a topological space.

Remark 41. The distance also allows the definition of entourages making metric spaces specific
cases of uniform spaces. Let (X, d) be a metric space. Then, the sets

Ur ={(z,2) € X x X |d(z,2") <1}

for all nonnegative numbers r form a fundamental system of entourages for the standard uniform
structure of X. See Theorem E7 below.

Definition 42 (continuity in a point). Let (X,dx) and (Y,dy) be metric spaces. Let x € X.
Let f: X — Y be a mapping. f is continuous in x iff

Ve>0,30 >0,V2' € X, dx(z,2')<d = dy(f(z),f(2"))<e. (32)

Definition 43 (pointwise continuity). Let (X, dx) and (Y, dy) be metric spaces. Let f: X —
Y be a mapping. f is (pointwise) continuous iff f is continuous in all points of X.

Lemma 44 (compatibility of limit with continuous functions). Let (X,dx) and (Y,dy)
be metric spaces. Let f : X — Y be a mapping. Assume that f is pointwise continuous. Then,
for all sequence (x,)nen of X, for all x € X, we have

(Zn)nen is convergent with limit v = (f(xn))nen @8 convergent with limit f(xz).  (33)

Proof. Let (z,)nen be a sequence in X. Let z € X. Assume that (x,)nen is convergent with
limit . Let € > 0. Then, from Deﬁnition (continuity in a pointl at point z), there exists o > 0
such that,

VneN, dx(@p,z)<a = dy(f(zn), f(z)) <e.
And from Definition 26| (convergent sequence, with o > 0), there exists NV € N such that,

VneN, n>N = dx(a,,z)<a.

Thus,
VneN, n>N = dy(f(z), f(z) <e.

Hence, from Definition (convergent sequenced), the sequence (f(xn))nen is convergent with
limit f(z). O
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Definition 45 (uniform continuity). Let (X,dx) and (Y, dy) be metric spaces. Let f: X —
Y be a mapping. f is uniformly continuous iff

Ve>0,30>0,Vz,2' € X, dx(z,2')<d = dy(f(),f(@)) <e. (34)

Definition 46 (Lipschitz continuity). Let (X,dx) and (Y, dy ) be metric spaces. Let f: X —
Y be a mapping. Let k£ > 0 be a nonnegative number. f is k-Lipschitz continuous iff

Vo, ' € X, dy(f(z), f(2) < kdx(x,2"). (35)

Then, k is called Lipschitz constant of f.

Theorem 47 (equivalent definition of Lipschitz continuity). Let (X,dx) and (Y,dy) be
metric spaces. Let f : X — Y be a mapping. Let k > 0 be a nonnegative number. f is k-Lipschitz
continuous ff

Vo, € X, Vr >0, dx(z,2')<r = dy(f(x),f(2")) <kr (36)

Proof. “Left” implies “right”. Assume that f is k-Lipschitz continuous. Let z,2’ € X. Let
r > 0. Assume that dx (z,2’) < r. Then, from Definition 46| (Lipschitz continuity]), we have

dy (f(2), f(2)) < kdx (x,2") < kr.

“Right” implies “left”. Conversely, assume now that f satisfies . Let z,2/ € X. Let
r = dx(z,2'). From Definition distancd, dx is nonnegative), r is also nonnegative. From
ordered field properties of R, we have dx(z,z’) < r. Hence, from hypothesis, we have

dy (f(z), f(2')) < kr = kdx(z,2').

Therefore, from Definition [46| (Lipschitz continuity), f is k-Lipschitz continuous. O

Definition 48 (contraction). Let (X, d) be a metric space. Let f: X — Y be a mapping. Let
k > 0 be a nonnegative number. f is a k-contraction iff f is k-Lipschitz continuous with k& < 1.

Lemma 49 (uniform continuous is continuous). Let (X,dx) and (Y,dy) be metric spaces.
Let f: X =Y be an uniformly continuous mapping. Then, f is continuous.

Proof. Direct consequence of Definition 45 (uniform _continuity), Definition [A3] (pointwise_continu]
[ity)), and Definition [42] (continuity in_a poini). O

Lemma 50 (zero-Lipschitz continuous is constant). Let (X,dx) and (Y,dy) be metric
spaces. Let f : X =Y be a 0-Lipschitz continuous mapping. Then, f is constant.

Proof. Let x,2' € X. Then, from Definition 46| (Lipschitz continuity), and Definition
dy is nonnegative and separates points), we have dy (f(z), f(z')) =0 and f(x) = f(a'). O

Lemma 51 (Lipschitz continuous is uniform continuous). Let (X,dx) and (Y,dy) be
metric spaces. Let f: X —Y be a Lipschitz continuous mapping. Then, f is uniformly contin-
UOUS.

Proof. From Deﬁnition (Lipschitz continuity), let k > 0 be the Lipschitz constant of f. Let e > 0
be a positive number.

Case kK = 0. Then, from Lemma (zero-Lipschitz continuous is constant), f is a constant
function. Let § = 1 > 0. Let z,2/ € X. Assume that dx(z,2') < §. Then, we have
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dy (f(x), f(z')) = 0 < e. Hence, from Definition (uniform continuity)), f is uniformly con-
tinuous.

Case k # 0. Then, k > 0. From ordered field properties of R, let 6 = £ > 0. Let z,2" € X.
Assume that dx (z,2’) <. Then, from ordered field properties of R, we have

dy (f(z), f(2") < kdx(x,2") <k§ =e.

Hence, from Definition (45| (uniform continuity), f is uniformly continuous. O

4.2.4 Fixed point theorem

Definition 52 (iterated function sequence). Let (X, d) be a metric space. Let f: X — X
be a mapping. An iterated function sequence associated with f is a sequence of X defined by

z0€X AN VneN, z,11 = f(z,). (37)

Lemma 53 (stationary iterated function sequence). Let (X,d) be a metric space. Let
f:X — X be a mapping. Let (xp,)nen be an iterated function sequence associated with f such
that

dN € N, TN+1 :f<.’1?N):ZCN. (38)

Then, the sequence (zy,)neN 1S stationary.

Proof. For i € N, let P(i) be the property zyyi11 = Tn.
Induction: P(0). Property P(0) holds by hypothesis.

Induction: P(i) implies P(i+1). Let i € N. Assume that P(i) holds. Then, from Definition 52|
(iterated function sequence), and hypothesis, we have

TNyiv2 = f(@nyiv1) = flan) = 2N

Hence, P(i + 1) holds.
Therefore, by induction on ¢ € N, we have, for all i € N, P(i), and from Deﬁnition
O

sequence), the sequence (x,,)nen is stationary.

Lemma 54 (iterate Lipschitz continuous mapping). Let (X,d) be a metric space. Let
k>0. Let f : X — X be a k-Lipschitz continuous mapping. Let (x)nen be an iterated function
sequence associated with f. Then,

VneN, d(z,,xny1) < k" d(zg,x1). (39)

Proof. For n € N, let P(n) be the property d(z,, xnt1) < k™ d(zo,x1).

Induction: P(0). Property P(0) is a direct consequence of convention 0° = 1 and ordered
field properties of R.

Induction: P(n) implies P(n+1). Let n € N be a natural number. Assume that P(n) holds.
Then, from Definition [52| (iterated function sequence)), Definition 46| (Lipschitz continuity)), field
properties of R, and hypotheses, we have

d(xn+17 xn+2) = d(f(xn)v f(‘rn+1))

< kd(xn,Tnt+1)
S k ]Cn d(l‘o, 1‘1)
= k‘n+1 d(xo,.’lﬁl).
Hence, P(n + 1) holds.
Therefore, by induction on n € N, we have, for all n € N, P(n). O
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Lemma 55 (convergent iterated function sequence). Let (X,d) be a metric space. Let
f: X = X be a Lipschitz continuous mapping. Let (zp)nen be a convergent iterated function
sequence associated with f. Then, the limit of the sequence is a fixed point of f.

Proof. From Definition @ (Lipschitz continuity), let k > 0 be the Lipschitz constant of f. From
Definition [26| (convergent sequence), let a = lim,, o, 2, € X be the limit of the sequence.

Case k = 0. Then, from Lemma (zero-Lipschitz continuous is constand)), f is constant of
value f(a). Thus, from Definition (stationary sequence), the sequence (z,)ncn is stationary
from rank 1. Hence, from Lemma (stationary sequence is convergend), (x,)nen is convergent
with limit f(a).

Case k # 0. Then, from Definition @l (Lipschitz continuity), we have k > 0. Let ¢ > 0.
From Definition (convergent sequence)), let N € N such that, for all n € N, n > N implies
d(xn,a) < £. Let N = N +1. Let n € N. Assume that n > N’. Then, n — 1 > N. Thus, from
Deﬁnition (iterated function sequencd), Definition 6] (Lipschitz continuity), and ordered field
properties of R, we have

d(zp, fa)) = d(f(zn-1), f(a)) < kd(zn-1,a) <e.

Hence, from Deﬁnition (convergent sequence), the sequence (z,,)nen is convergent with limit f(a).

Therefore, in both cases, from Lemma limit is uniqud), f(a) = a. O

Theorem 56 (fized point). Let (X,d) be a complete metric space. Let f : X — X be a
contraction. Then, there exists a unique fized point a € X such that f(a) = a. Moreover, all
iterated function sequences associated with f are convergent with limit a.

Proof. Uniqueness. Let a,a’ € X be two fixed points of f. Then, from Definition
[tractior]), and Definition [i6] (Lipschitz continuity), we have d(a,a’) = d(f(a), f(a’)) < kd(a,d’).
Thus, from ordered field properties of R, Deﬁnition (contraction] k < 1), and Deﬁnition
(distancd, d is nonnegative), we have 0 < (1 — k)d(a,a’) < 0. Therefore, from the zero-product
property of R, Deﬁnition (contraction] k # 1), and Deﬁnition (distancd, d separates points),

we have a = a’.

Convergence of iterated function sequences and existence. Let g € X. Let (z,)nen be
an iterated function sequence associated with f. Let p,m € N. Then, from Lemma
[triangle inequality)), Lemma (iterate Lipschitz continuous mapping), field properties of R, the
formula for the sum of the first terms of a geometric series, and Deﬁnition
0 <k < 1), we have

m—1
d(@p, Tprm) < d(Tp+is Tptit1)
i=0
m—1
< (Z kp“) d(xo, 1)
i=0
1—-km
= kP 1—& d(l‘o,xl)
kP
< 7o Uo, ).
Case k = 0. Then, from Lemma (zero-Lipschitz continuous is constant), f is constant.

Let a = f(xo). Then, for all x € X, f(x) = a. In particular, f(a) = a, and for all n € N,
Zpy1 = f(z,) = a. Thus, from Definition (stationary sequence), the sequence (Z,)nen is
stationary from rank 1 with stationary value a.

Case 7 = xg. Then, from Lemma (stationary iterated function sequence), the sequence
(Zn)nen is stationary from rank 0 with stationary value zp = 1 = f(x0) = a.
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Hence, in both cases, from Lemma (stationary sequence is convergenl), the sequence (2, )nen
is convergent with limit a.

Case k # 0 and x; # xg. Then, from Deﬁnition (contraction], 0 < k < 1), and Deﬁnition
(distancd, d separates points, contrapositive), we have 0 < k < 1 and d(xg,21) # 0. Let ¢ > 0.
Let

n ¢

1
>0, = 0,— | >0, N= eN.
oo (029 20, e
Let p,m € N. Assume that p > N. Then, from the definition of ceiling and max functions,
we have p > £ > % Thus, from ordered field properties of R (In k is negative), and
increase of the exponential function, we have pln k& < 1In (, hence kP < (, and finally

kP
1-k

Hence, from Lemma [35| (equivalent definition of Cauchy sequencd), Deﬁnition (complete metrid

, and Definition [37] (complete subset)), (xy,)nen is a Cauchy sequence that is convergent with
limit a € X.

Therefore, in all cases, from Lemma (convergent iterated function sequencd), a is a fixed
point of f. O

(1—-k)e
d(l’o,il]l)

=

d(xo,l‘l) S e.

4.3 Vector space

Remark 57. Statements and proofs are presented in the case of vector spaces over the field of real
numbers R, but most can be generalized with minor or no alteration to the case of vector spaces
over the field of complex numbers C. When the same statement holds for both cases, the field is
denoted K. Note that in both cases, R C K.

4.3.1 Basic notions and notations

Definition 58 (vector space). Let E be a set equipped with two vector operations: an addition
(+: Ex E — E) and a scalar multiplication (- : Kx E — E). (E,+,-) is a vector space over
field K, or simply F is a space, iff (F, +) is an abelian group with identity element O (zero vector),
and scalar multiplication is distributive wrt vector addition and field addition, compatible with
field multiplication, and admits 1k as identity element (simply denoted 1):

VA eK, Yu,v € E, A(u+v)=A-u+ A v
VA ueK, VueE, A+p) u=Au+p-u
VA peK, VueE, A (p-u) = (M) - ug

Yu € E, 1 -u=u.

N
=)

W
S

,\A/.\,.\
w —
S o=

Remark 59. The - infix sign in the scalar multiplication may be omitted. |

Remark 60. Vector spaces over R are called real spaces, and vector spaces over C are called
complex spaces.

Definition 61 (set of mappings to space). Let X be a set. Let E be a space. The set of
mappings from X to E is denoted F (X, E).

Definition 62 (linear map). Let (E,+g,-g) and (F,+F, r) be spaces. A mapping f: E — F
is a linear map from E to F iff it preserves vector operations, i.e. iff it is additive and homogeneous
of degree 1:

Yu,v € E, flu+gv) = f(u) +r f(v); (44)
VACKYucE,  fOh-mu)=A-p f(u). (45)
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Definition 63 (set of linear maps). Let E, F be spaces. The set of linear maps from E to F
is denoted L (E, F).

Definition 64 (linear form). Let E be a vector space over field K. A linear form on E is a
linear map from F to K.

Definition 65 (bilinear map). Let (E,+E, g), (F,+F, r) and (G, +¢g, ') be spaces. A map-
ping ¢ : E x F — G is a bilinear map from E x F to G iff it is left additive, right additive, and
left and right homogeneous of degree 1:

Vu,v € E,Vw e F,  o(utpv,w) = o(u,w) +¢ ¢, w); (46)
Vue E,Yo,weF,  p(u,v+rw) =)+ p(u,w); (47)
VAeK,Vue E, Vv e F, oA gu,v) =X g ou,v) =@, pov). (48)

Definition 66 (bilinear form). Let E be a space. A bilinear form on E is a bilinear map
from £ x F to K.

Definition 67 (set of bilinear forms). Let E be a space. The set of bilinear forms on E is
denoted Lo (E) = L (E x E,K).

4.3.2 Linear algebra

Lemma 68 (zero times yields zero). Let (E,+,-) be a space. Then,

Vue E, 0-u=0g. (49)

Proof. Let u € E be a vector. From Definition (lvector spaca, (E,+) is an abelian group,
scalar multiplication admits 1 as identity element and is distributive wrt field addition), and field
properties of K, we have

Ocu=0-ut+u+(—u)=0-u+1l-ut+(—u)=0+1) - u+(—u)=1-u+(—u) =u+ (—u) =0g
O

Lemma 69 (minus times yields opposite vector). Let (E,+,-) be a space. Then,

VAeK, Yue E, (=N -u=—(\ u). (50)

Proof. Let A € K be a scalar. Let u € E be a vector. From Definition vector spaca, scalar
multiplication is distributive wrt field addition), field properties of K, and Lemma (zer2|
[times yields zero|), we have

AMu+ (=N -u=A=A)-u=0-u=0g.

Therefore, from Definition [58| (vector spacd, (E,+) is an abelian group), (—\) - u is the opposite
of \-w. O

Definition 70 (vector subtraction). Let (E,+,-) be a space. Vector subtraction, denoted by
the infix operator —, is defined by

Vu,v € E, u—v=u+(-v). (51)

Definition 71 (scalar division). Let (E,+,-) be a space. Scalar division, denoted by the infix
operator /, is defined by

VAeK*, Yue B, <=

3 - . (52)

> =
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Lemma 72 (times zero yields zero). Let (E,+,-) be a space. Then,

VaeK, X -0g=0g. (53)

Proof. Let A € K be a scalar. From Definition |vector spaca, (E,+) is an abelian group and
scalar multiplication is distributive wrt vector addition), and Definition (vector subtraction)),
we have

A0 =X (0g—0g)=A-0g—A-0p=0g.

Lemma 73 (zero-product property). Let (E,+,-) be a space. Then,

VieK,YueE, AMu=0g <<= A=0 V u=0g. (54)

Proof. Let A € K be a scalar. Let u € F be a vector.

“Left” implies “right”. Assume that A = 0 or u = Og Then, from Lemma (zero times yields|
[zerd), and Lemma [72] (times zero yields zerd), we have X - u = Op.

“Right” implies “left”. Assume that A\-u = 0 and A # 0 Then, from Definition 58| (vector spacé]
scalar multiplication admits 1 as identity element and is compatible with field multiplication), field

properties of K, and Lemma (temes zero yields zero)), we have

1 1 1
u:1~u:(/\)\>ou:>\~()\-u):/\'0E:0E.

Hence, since (PA—-Q = R) < (P = QV R), A\-u=0g implies A =0 or u = 0. O

Definition 74 (subspace). Let (E,+,-) be a space. Let F' C E be a subset of E. Let +p be
the restrictions of + to F' x F. Let -|r be the restrictions of - to K x F. F'is a vector subspace
of E, or simply a subspace of E, iff (F,+r,-|r) is a space.

|Remark 75. In particular, a subspace is closed under restricted vector operations. |

|Remark 76. Usually, restrictions + | and - are still denoted + and -. |

|Lemma 77 (trivial subspaces). Let E be a space. Then, E and {Og} are subspaces of E. |

Proof. E and {Og} are trivially subsets of E. FE is a space. {Og} is trivially a space. Therefore,

from Definition [74] (subspacd), E and {0} are subspaces of E. O

Lemma 78 (closed under vector operations is subspace). Let E be a space. Let F be a
subset of E. F is a subspace of E iff 0Og € F and F is closed under vector addition and scalar
multiplication:

Yu,v € F, u+v € F; (55)
VA e K,Vu € F, Au € F. (56)

Proof. “If”. Assume that F' contains Og and is closed under vector addition and scalar multipli-
cation. Then, F' is closed under the restriction to F' of vector operations. Let u,v € F be vectors.
Then, from Lemma (minus times yields opposite vector], with A = 1), —v = (—1)v belongs to F,
and u — v = u 4 (—v) also belongs to F. Thus, from group theory, (F,+r) is a subgroup of
(E,+). Hence, from Deﬁnition (vector spacd, (E,+) is an abelian group), and group theory,
(F,+r) is also an abelian group and Op = Og. Since F is a subset of E, and E is a space,

properties to are trivially satisfied over F'. Therefore, from Definition [74] (subspace), F is

a subspace of E.
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“Only if”. Conversely, assume now that F is a subspace of E. Then, from Definition [74] (subspace]
F is a space), and Definition (vector space, (F,+|r) is an abelian group), F' contains 0p = O

and F is closed under the restriction to F' of vector operations. Therefore, I is closed under vector
addition and scalar multiplication. O

Lemma 79 (closed under linear combination is subspace). Let E be a space. Let F be a
subset of E. F is a subspace of E iff 0Op € F' and F is closed under linear combination:

VA u €K Yu,veF, Mu+puv € F. (57)

Proof. “If”. Assume that F' contains Og and is closed under linear combination. Let u,v € F be
vectors. Let A € K be a scalar. Then, from Definition (]W scalar multiplication in F
admits 1 as identity element), u + v = lu + lv belongs to F', and from Lemma [73| (zero-produci]
property), and Definition [58| (vector spacq (E,+) is an abelian group), Au = Au + 0 - 0g belongs
to F. Thus, F contains Op and is closed under vector operations. Therefore, from Lemma [78|
(closed under vector operations is subspacd), F' is a subspace of E.

“Only if”. Conversely, assume now that F' is a subspace of E. Let A\, € K be scalars. Let
u,v € F be vectors. Then, from Lemma (closed under vector operations is subspacd), F
contains Og, F is closed under scalar multiplication, hence v’ = Au and v' = pv belong to F,
and F is closed by vector addition, hence v’ + v’ = Au + pv belongs to F. Therefore, F is closed
under linear combination. O

Definition 80 (linear span). Let E be a space. Let u € E be a vector. The linear span of u,
denoted span({u}), is defined by

span({u}) = {\u| X € K}. (58)

Definition 81 (sum of subspaces). Let E be a space. Let F, F’ be subspaces of E. The sum
of F' and F' is the subset of E defined by

F+F ={u+v|ueF,ueF'} (59)

Definition 82 (finite dimensional subspace). Let E be a space. Let F be a subspace of E.
F is a finite dimensional subspace iff there exists n € N, and uy,...,u, € F such that

F span({uy,...,u,}) =span({us}) + ...+ span({u, }) (60)

= {A1u1+...+)\nun|)\1,...,)\nEK}.

Definition 83 (direct sum of subspaces). Let E be a space. Let F,F’ be subspaces of E.
The sum F + F” is called direct sum, and it is denoted F @ F’, iff all vectors of the sum admit a
unique decomposition:

Yu,v € VU, v €F, u4+uv =v+7v = u=v A u =7. (61)

Lemma 84 (equivalent definitions of direct sum). Let E be a space. Let F, F' be subspaces
of E. The sum F + F' is direct iff one of the following equivalent properties is satisfied:

FNnF' ={0g}; (62)

YVue F,Vu' € F', u+u =0 = u=u =0g. (63)

Proof. (61) implies (62)). Assume that the sum F + F’ is direct. Let v € F N F’ be a vector in

the intersection. Then, from Deﬁnition (vector space, (E,+) is an abelian group), v admits two
decompositions, v = v+ 0g = 0g +v. Thus, from Definition 83| (direct sum of subspaces), v = 0.
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implies (63]). Assume now that FNF’ = {0g}. Let u € F and v’ € F’ be vectors. Assume
that v + «' = 0g. Then, from Lemma (minus times yields opposite vector], with A = 1), and
Lemma (closed under vector operations is subspace, scalar multiplication), v = —u' = (=1)u’
belongs to F' and ' = —u = (—1)u belongs to F. Hence, u,v' € FNF', and u =u' = 0p.

implies . Assume finally that Og admits a unique decomposition. Let u,v € F' and
u',v" € F' be vectors. Assume that v +u’' = v+v’. Then, from Deﬁnition (vector spacd, (E,+)
is an abelian group), and Definition [70] (vector subtraction]), we have (u — v) + (u' —v') = 0.
Thus, from hypothesis, we have u —v = v/ — v’ = 0, and from Deﬁnition [vector spacd, (E,+)
is an abelian group), we have u = v and v’ = v'.

Therefore, all three properties are equivalent. ]

Lemma 85 (direct sum with linear span). Let E be a space. Let F be a subspace of E. Let
u € E be a vector. Assume that u ¢ F. Then, the sum F + span({u}) is direct.

Proof. From Lemrna (closed under vector operations is subspace, F' and span({u}) are subspace),
we have O € F and Og € span({u}). Let v € F Nspan({u}). Assume that v # 0g. Then, from
Definition (linear spar), let A € K such that v = Au. Thus, from hypothesis, and Lemma
(zero-product property, contrapositive), we have A # Og. Hence, from field properties of K, and
Lemma |78 (closed under vector operations is subspace)), we have v =u € F. Which is impossible
by hypothesis.

Therefore, from Lemma |84 (equivalent definitions of direct sum)), the sum F + span({u}) is
direct. O

Definition 86 (product vector operations). Let (E,+pg, g) and (F,+p, F) be spaces. The
product vector operations induced on E x F are the mappings +pxp : (EX F) X (EX F) —
Ex Fand -gxp:Kx (Ex F) — E x F defined by

V(u,v), (u,v') € EXF, (u,v) +pxr (U,v") = (u+gu',v+pv); (64)
VA eK, V(u,v) € EXF, X gxr (u,v) = (A gpu,A-po). (65)

Lemma 87 (product is space). Let (E,+g, g) and (F,+F, -F) be spaces. Let +pxr and -gxr
be the product vector operations induced on E X F. Then, (E X F,4+gxF, ExF) IS a space.

Proof. From group theory, (E X F,+gxr) is an abelian group with identity element Ogxp =
(0g,0p). Distributivity of the product scalar multiplication wrt product vector addition and field
addition, compatibility of the product scalar multiplication with field multiplication, and 1 is the
identity element for the product scalar multiplication are direct consequences of Definition

(lvector space), and Definition [86| (product vector operations).
Therefore, from Definition [vector space), (E x F,+pxr, ExF) is a space. O

Definition 88 (inherited vector operations). Let X be a set. Let (E,+g,-g) be a space.
The vector operations inherited on F (X, E) are the mappings +rx g) : F (X, E) x F (X, E) —
F(X,E) and -r(x.p) : K x F (X, E) - F (X, E) defined by

Vf,g€e F(X,E), Ve e X, (f+rx,p) 9)(x)=f(z)+Eg(z); (66)
VAeK,Vfe F(X,E),VzeX, (\-rxmf)@)=\zf() (67)

Remark 89. Usually, inherited vector operations are denoted the same way as the vector opera-
tions of the target space.

Lemma 90 (space of mappings to a space). Let X be a set. Let (E,+pg, r) be a space.
Let +7(x,p) and -r(x,g) be the vector operations inherited on F (X, E). Then,
(F (X, E), +rx,B),"F(x,E)) i5 a space.
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Proof. From Deﬁnition (set of mappings to space), and group theory, (F (X, E), +rx g)) is
an abelian group with identity element

Distributivity of the inherited scalar multiplication wrt inherited vector addition and field addition,
compatibility of the inherited scalar multiplication with field multiplication, and 1 is the identity
element for the inherited scalar multiplication are direct consequences of Definition
, and Deﬁnition (inherited vector operations).

Therefore, from Definition |vector spacﬂ , (F(X,E), +7x,B), F(x,B)) is a space. O

Lemma 91 (linear map preserves zero). Let E and F be spaces. Let f be a linear map
from E to F. Then, f(Og) =0p.

Proof. From Leinrna (zero times yields zero), and Definition (|linear maﬂ, f is homogeneous
of degree 1), we have

f(0g) = f(0k ‘£ 0g) =0k -r f(0g) = 0F.
O

Lemma 92 (linear map preserves linear combinations). Let (E,+g, g) and (F,+p, r)
be spaces. Let f : E — F be a mapping from E to F'. Then, f is a linear map from E to F iff it
preserves linear combinations:

VAipueK Vuv€eE, fA-gutpp-pv)=Arflu)+rprf(v). (68)

Proof. “If”’. Assume that holds. Let u,v € E be vectors. Then, from Definition
|spaca7 scalar multiplications in F and F' admit 1 as identity element), we have

flutpv)=f(l-gut+pl-pv)=1F f(u)+r1-F f(v) = f(u) +F f(v).
Hence, f is additive. Let A € K be a scalar. Let u be a vector. Then, from Lemma
[times yields zerd in E and F), and Definition [58] (vector spacd, (E,+g) and (F,+5) are abelian
groups), we have

fApu)=fAput+p0-g0g)=Xr f(u) +r0-F f(0r) = A-F f(u).

Hence, f is homogeneous of degree 1. Therefore, from Definition [62] (linear map), f is a linear
map from F to F.

“Only if”. Conversely, assume now that f is a linear map from E to F'. Let A\, u € K be scalars.
Let u,v € E be vectors. Then, from Deﬁnition (linear map} f is additive), f(\ ‘pu+g p g
v) = f(A g u) +F f(p-g o), and (f is homogeneous of degree 1) f(A-gu) = XA -p f(u) and
f(p-gv)=p-r f(v). Hence, we have

fNButpp-pv)=Ap f(u)+rp-r fv).

O

Lemma 93 (space of linear maps). Let E and (F,+F,-r) be spaces. Let +r(g ry and - r(g,r)
be the vector operations inherited on F (E,F). Then, L (E,F) is a subspace of
(F(E,F), +7&,F) F(B,F))-

Proof. From Definition (set of linear mapd), and Lemma (space of mappings to a space),
L(E,F) is a subset of F(E,F). From Lemma |72 (times zero yields zero), and Definition
(]W (F,+r) is an abelian group), 0z(g,r) trivially preserves vector operations. Hence,
from Deﬁnition|6_2| linear map)), 0r(p, F) is a linear map from E to F'. From Deﬁnition
[vector operations), Definition 62| (linear map), and Deﬁnition (vector spacd, (E,+g) and (F, +F)
are abelian groups and scalar multiplications in E and F are compatible with field multiplication),
L (E, F) is trivially closed under linear combination.

Therefore, from Lernma (closed under linear combination is subspace), L (E, F) is a subspace
of F(E,F). O
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Definition 94 (identity map). Let E be a space. The identity map on E is the mapping
Idg : E — F defined by
Yue E, Idg(u) =u. (69)

Lemma 95 (identity map is linear map). Let E be a space. Then, the identity map Idg is
a linear map.

Proof. Direct consequence of Definition [94] (identity map]), and Definition [62] (linear map)). O

Lemma 96 (composition of linear maps is bilinear). Let E, F,G be spaces. Then, the
composition of functions is a bilinear map from L(E,F) x L (F,G) to L (E,G).

Proof. From Lemma (space of linear maps, L(E,F), L(F,G) and L (FE,G) are spaces), and
Lemma [87] (product is spacd), L (E,F) x L (F,G) is a space.

Let f € L(E,F) and g € L (F,G) be linear maps. Let A\, u € K be scalars. Let u,v € E be
vectors. Then, from the definition of composition of functions, and Lemma
[preserves linear combinations, for f and g), we have

(go flAu+ ) = g(f(Au+ )
= g(\f(u) +pf(v)
= Ag(f(u)) + pg(f(v))
= AMgo f)(u)+plgo f)(v).

Hence, go f belongs to L (E, G), and composition is a mapping from space L (E, F) x L (F,G) to
space L (E, Q).

From the definition of composition of functions, and Deﬁnition (inherited vector oper-
, composition of linear maps is trivially left additive and left homogeneous of degree 1. From
the definition of composition of functions, Deﬁnition (inherited vector operationsd), and
Deﬁnition (]M left argument “g” is additive and homogeneous of degree 1), composition
of linear maps is trivially right additive and right homogeneous of degree 1.

Therefore, from Deﬁnition (bilinear map)), composition of linear maps is a bilinear map from
L(E,F)x L(F,G) to L(E,G). O

Definition 97 (isomorphism). Let E and F be spaces. An isomorphism from E onto F is a
linear map from F to F' that is bijective.

Definition 98 (kernel). Let E and F be spaces. Let f € L (E, F) be a linear map from F to F.
The kernel of f (or null space of f), denoted ker(f), is the subset of E defined by

ker(f) = {u € E| f(u) = Or}. (70)

Lemma 99 (kernel is subspace). Let E and F be spaces. Let f € L(E,F) be a linear map
from E to F. Then, ker(f) is a subspace of E.

Proof. From Lemma (linear map preserves zerd), and Definition , 0g belongs to
ker(f). Let A, u € K be scalars. Let u,v € ker(f) be vectors in the kernel. Then, from Lemma 92

(linear map preserves linear combinations), Definition , Lemma (times zero yields
|zera), and Definition |58| (vector spacd, (I, +) is an abelian group), we have

FQwu+ pv) = Af(u) + pf(v) = N0p + p0p = Op.

Hence, from Definition [98| (kernel), Au + pv belongs to ker(f).
; (e

Therefore, from Lemma, losed under linear combination is subspaced), ker(f) is a subspace

of E. O
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Lemma 100 (injective linear map has zero kernel). Let E and F be spaces. Let [ €
L(E,F) be a linear map from E to F. Then, f is injective iff ker(f) = {O0g}.

Proof. “If”. Assume that ker(f) = {Og}. Let u,v € E be vectors. Assume that f(u) = f(v).

Then, from Definition [70] (vector subtraction]), Definition [62] (linear map), and Definition 58|
[spacd, (F,+) is an abelian group), we have f(u — v) = O, hence u — v belongs to ker(f). Thus

u—v = 0, and from Definition [70] (vector subtraction]), and Definition 58| (vector spacd, (E,+) is
an abelian group), we have u = v. Therefore, from the definition of injectivity, f is injective.

“Only if”. Conversely, assume now that f is injective. Let u € ker(f) be a vector in the kernel.
Then, from Definition [98| (kernel), we have f(u) = 0p. Thus, from Lemma[91] (linear map preserve
, we have f(u) = f(Og). Therefore, from the definition of injectivity, u = 0. O

Lemma 101 (K is space). The commutative field K equipped with its addition and multiplica-
tion 1s a space.

Proof. Direct consequence of the commutative field structure. O

4.4 Normed vector space

Definition 102 (norm). Let E be a space. An application ||-|| : E — R is a norm over E iff it
separates points (or it is definite), it is absolutely homogeneous of degree 1, and it satisfies the
triangle inequality:

Yu € E, lu| =0 = wu=0g; (71)

VAEK, VueE, | Aull = I[Al flull; (72)

Vuve B, lut ol < lull + vl - (73)

Remark 103. The absolute value over field K is a function |- | : K — R that is nonnegative,

definite, multiplicative, and satisfies the triangle inequality. It is the modulus for the field of
complex numbers.

Definition 104 (normed vector space). (E, ||-||) is a normed vector space, or simply a normed
vector space, iff F is a space and ||-|| is a norm over E.

Lemma 105 (K is normed vector space). The commutative field K equipped with its absolute
value is a normed space.

Proof. Direct consequence of Definition (normed vector space)), Definition (norm), and

properties of the absolute value over K (see Remark [103]). O
|Lemma 106 (norm preserves zero). Let (E, ||-||) be a normed vector space. Then, ||Og| = 0.|

Proof. From Deﬁnition (normed vector space, E is a space), and Definition [58 :vector spaca),
O0r belongs to . From Lemma (zero times yields zero)), Deﬁnition 1|nor |[]] is absolutely

homogeneous of degree 1), definition of the absolute value, and field properties of R, we
have

[0£] = [0k - Ol = |0k| 0z = Or [|0|| = O.
O

Lemma 107 (norm is nonnegative). Let (E,||-||) be a normed vector space. Then, ||| is
nonnegative.
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Proof. From Deﬁnition (normed vector space)), E is a space. Let u € E be a vector. Then, from
Definition (norml |-]| is absolutely homogeneous of degree 1 and satisfies triangle inequality),
Deﬁnition (vector space, (E,+) is an abelian group), and ordered field properties of R, we
have we ||—u|| = |lu|| and

1 1 1
lull = 5 (ull + ll=ull) 2 5 lu —u] = 5 10£] =0
O
Lemma 108 (normalization by nonzero). Let (E, ||-||) be a normed vector space. Then,
VAeK VueE, u#0 =— HAﬁH = Al (74)

Proof. Direct consequence of Definition |scalar dim’sioa), Definition |n07"m|7 -|| is definite

and absolutely homogeneous of degree 1), Lemma (norm is nonnegative), and field properties
of R. U

Definition 109 (distance associated with norm). Let (E, |-||) be a normed vector space.
The distance associated with norm ||-|| is the mapping d : E x E — R defined by

Yu,v € E, d(u,v) = |lu—v|. (75)

Remark 110. The mapping d will be proved below to be a distance; hence its name. |

Lemma 111 (norm gives distance). Let (E,||-||) be a normed vector space. Let d be the
distance associated with norm ||-||. Then, (E,d) is a metric space.

Proof. From Definition (distance associated with norml), Lemma (norm is nonnegativd),
Definition [70] (vector subtraction]), and Definition (norm] ||-|| is absolutely homogeneous of
degree 1 with A = —1, definite and satisfies triangle inequality), d is nonnegative and symmetric,
separates points, and satisfies the triangle inequality. Thus, from Definition , dis a

O

distance over E. Therefore, from Definition [17) (metric spacd), (E,d) is a metric space.

Lemma 112 (linear span is closed). Let (E,||-||) be a normed vector space. Let d be the dis-
tance associated with norm ||-||. Let u € E be a vector. Then, span({u}) is closed for distance d.

Proof. Let A\,X € K be scalars. From Definition (distance associated with norm)), Defini-
tion [58] (vector spacd, scalar multiplication is distributive wrt field addition), Definition (vector|
[subtraction]), and Definition [102] (norm, ||-|| is absolutely homogeneous of degree 1), we have

d(Au, Nu) = [|du = Nuf = [|(A = N)ull = [A = X[ Jul|. (76)

Case u = Og. Direct consequence of Definition [80| (linear span)), and Lemma [24] (singleton is
[closed, span({u}) = {0g}).

Case u # Op. Then, from Definition [102] |[-| is definite, contrapositive), and Lemma [107]

(norm is nonnegative), we have ||u]| > 0. Let (A,u)nen be a sequence in span({u}). Assume that
this sequence is convergent. Let ¢ > 0.

From Lemma convergent sequence is Cauchyf), ordered field properties of R (with
|[w]| > 0), Definition [34] (Cauchy sequence, (Ayu)nen is a Cauchy sequence with ¢ ||ul| > 0), and
Equation , there exists N € N such that for all p,q € N, p,q > N implies

|)\p _ >\q| — d()‘pu,Aqu) g €||U|| —¢
[l [l
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Hence, from Deﬁnition (Cauchy sequence), Deﬁnition (complete subsetd, (A\n)nen is a Cauchy
sequence in K complete), Lemma 28] (lzmat is uniqué, (K, |- |) is a metric space), let A € K be the
limit limy, 400 Ap.

Then, from ordered field properties of R (with |u|| > 0), Definition
, (An)nen is convergent with limit A\, with ﬁ > 0), and Equation (76]), there exists
N € N such that for all n € N, n > N implies

A, At) = [An = AllJull < oo H [ul| =&

Hence, from Definition |26| (convergent sequencd), (Anu)nen has limit Au € span({u}). Therefore,
from Lemma [31] (closed is limit of sequences), span({u}) is closed (for distance d). O

Definition 113 (closed unit ball). Let (E, ||-||) be a normed vector space. Let d be the distance
associated with norm ||-||. The closed unit ball of E is BS(0g, 1) in the metric space (E,d).

Lemma 114 (equivalent definition of closed unit ball). Let (E,||-||) be a normed vector
space. Let BS be the closed unit ball in E. Then, B = {u € F| ||u|| < 1}.

Proof. Direct consequence of Definition [113] (closed unit ball), Definition (distance associated
W, Lemma_ 111| (norm gives distance)), and Definition [19| (closed bal. . O

Definition 115 (unit sphere). Let (E,||-||) be a normed vector space. Let d be the distance
associated with norm ||-||. The unit sphere of E is S4(0g, 1) in the metric space (E, d).

Lemma 116 (equivalent definition of unit sphere). Let (E, |-||) be a normed vector space.
Let S1 be the unit sphere in E. Then, S; = {u € E| |ju|| = 1}.

Proof. Direct consequence of Definition (unit spherd), Definition (distance associated with)

[norm)), Lemma (norm _gives distancd), and Definition [20| (sphere). O
Lemma 117 (zero on unit sphere is zero). Let (E, ||-||) be a normed vector space. Let Sy be

the unit sphere in E. Let F be a space. Let f € L(E,F) be a linear map from E to F. Then,
[ =0¢(s,r) iff f is zero on S;.

Proof. “If”. Assume that f is zero on the unit sphere. Let u € E be a vector.

Case u = Og. Then, from Lemma [91] (linear map preserves zerd), f(u) = f(0g) = Op.

Case u # Og. Then, from Lemma |[108| (normalization by nonzerd, with A = 1), and Lemma [116
(quuz'valent definition of unit spherd), £ = ﬁ belongs to S&;. Thus, from Definition vecto

[spacd, scalar multiplication is compatible with field multiplication), and field properties of R,
we have u = ||ul| £&. Hence, from Deﬁnition (linear map, homogeneity of degree 1), hypothesis,
and Lemma [72] (times zero yields zerd), we have

fu) = f(llull &) = [lull f(&) = |lull 0r = 0p.
Therefore, in both cases, f = 0z(p,F)-

“Only if”. Conversely, assume now that f = Ogg ). Then, from Lemma -
[definition of unit spherd, Sy is a subset of E), f is also zero on the unit sphere.

Lemma 118 (reverse triangle inequality). Let (E, ||-||) be a normed vector space. Then,

Vu,v € B, llull —[loll] < Jlu— vl . (77)
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Proof. Let u,v € E be vectors. Then, from Deﬁnition (normed vector spacd, ||| is a norm),
and Definition [102] |I-|| satisfies triangle inequality), we have |lu|| < |[Ju — v|| + ||v||. Hence,
from ordered field properties of R, we have ||u|| — ||v|]| < ||lu — v|. Thus, from Deﬁnitionm
(norm] |||| is absolutely homogeneous of degree 1 with A = —1), we have

[0l = llull < v —ull = [lu—o].

Therefore, from properties of the absolute value in R, we have |||u|| — ||v]|| < [[u —v||. O

Lemma 119 (norm is one-Lipschitz continuous). Let (E,||||) be a normed vector space.

Let d be the distance associated with norm ||-||. Then, ||-|| is 1-Lipschitz continuous from (E,d)
to (R, |- ).

Proof. Direct consequence of Lemma [118| (reverse triangle inequality]), Definition [109 _
|associated with norm)), and Definition [46| (Lipschitz continuity, with k = 1).

Lemma 120 (norm is uniformly continuous). Let (E, ||-||) be a normed vector space. Let d
be the distance associated with norm ||-||. Then, ||-|| is uniformly continuous from (E,d) to (R, |-]).

Proof. Direct consequence of Lemma (norm is one-Lipschitz continuous), and Definition
(Lipschitz continuous is uniform continuous). O

Lemma 121 (norm is continuous). Let (E,||-||) be a normed vector space. Let d be the
distance associated with norm ||-||. Then, ||| is continuous from (E,d) to (R,|-|).

Proof. Direct consequence of Lemma [120] (rorm is uniformly continuous), and Lemma [49] (uniform|
[continuous is continuous)).

Definition 122 (linear isometry). Let (E, ||-|| ;) and (F, ||-|| ) be normed vector spaces. Let
f € L(E,F) be alinear map from F to F. f is a linear isometry from E to F iff it preserves the
norm:

Vue E, |f(w)llp=lulg- (78)

Lemma 123 (identity map is linear isometry). Let (E,|||) be a normed vector space. Then,
the identity map Idg is a linear isometry.

Proof. Direct consequence of Lemma. (identity map is linear map)), Deﬁmtlon 4| (identity map)),
and Definition 122 _ (linear isometrs).

Definition 124 (product norm). Let (E,|-||z) and (F,||-||») be normed vector spaces. The
product norm induced over E x F is the mapping ||(-,)|| g : £ X F = R defined by

V(u,v) € EXF, |[(u,0)llgp = llullg +llvllp- (79)

Remark 125. The mapping ||(-,-)|| gy Will be proved below to be a norm; hence its name and
notation.

Remark 126. The norm ||(-,-)|| g p is the L'-like norm over the product E x F. LP-like norms
for p > 1 and p = 400 are also possible; they are all equivalent norms.

Lemma 127 (product is normed vector space). Let (E, ||-|| ;) and (F,||-||z) be normed vector
spaces. Let ||(+,)|| g p be the product norm induced over E x F. Then, (E X F,||(-, )| gxp) i a
normed vector space.
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Proof. From Lemma (product is spacd), E x F, equipped with product vector operations of
Definition (product vector operations), is a space.

Let (u,v) € E x F be vectors. Assume that ||(u,v)| g, = 0. Then, from Definition
(product norml), we have |Jul| ; + [[v]|; = 0. And, from Lemma[107 (norm is nonnegativd for ||-T;
and ||| z), and ordered field properties of R, we have ||u||; = |[v]|z = 0. Thus, from Defini-

tion [102] (norm] ||-||; and |-||» are definite), and Lemma [87 (product is spacd, 0pxr = (0p,0r)),
we have (u,v) = 0gpxr. Hence, ||(-,-)|| g p is definite.

Let A € K be a scalar. Let (u,v) € E x F be vectors. Then, from Definition [86| (product roduc
[vector operationd, scalar multiplication), Definition (product norml), Definition [L02| (norm)

Il z and |||  are absolutely homogeneous of degree 1), and field properties of R, we have

IA(w, )| g = | (A A0) | g p = (1Al g + ([l 2
= (Al lullg + Al vl e = A lullg + (1ol 2) = AT 0) | g e -

Hence, ||(-,-)|| g« p is absolutely homogeneous of degree 1.
Let (u,v),(u,v") € E x F be vectors. Then, from Definition [86| (product vector operations,

vector addition), Definition (product norm)), Definition (norml |-z and ||| satisfy

triangle inequality), and field properties of R, we have

||(’LL,’U) + (ulvv/)”ExF = H(u + u/v'U + ’U/)HEXF = ”u + UIHE + ||U + UIHF
< (lullg +1Wllg) + (ol g + V1) = (Jullg + [0l ) + ([ 5 + 10| )
= H(u’ W)HEXF + H(ulvvl)HExF'

Hence, ||(-,-)|| g« p satisfies triangle inequality.

Therefore, from Definition [102] (norm)), ||(-,")|| py r is a norm over E x F, hence, from Defini-
tion (]normed vector spacel) ExF(, HExF) is a normed vector space. O

Lemma 128 (vector addition is continuous). Let (E,|-||z) be a normed vector space. From
Lemma (product is normed vector space|), let ||(-,-)| gy be the product norm induced
over E x E. Let dg and dpxg be the distances associated with norms ||-||p and ||(-, )| gy g -
Then, the vector addition is continuous from (E x E,dgxg) to (E,dg).

Proof. Let u,v,u',v’ € E. From Definition (distance associated with norml), Definition

(vector spacd, (E,+) is an abelian group), Definition[102] (norml, ||-|| ; satisfies triangle inequality),
Definition |124] (product normj), and Deﬁmtlon (product vector operationd), we have

dp(utv,u' +v') = |[(u+v) — (' +V)|p = llu—u'+v -
<llu—vllg+lv=2lg=u—u',v =g = l(w,v) = (@, 0) | pxp
= dE'XE((U,U)a (ulvvl))'

Let u,v € E and € > 0. Set § = ¢, then for all v/,v" € E, we have

dpxe((u,v), (W, v) <6 = dg(utv,u +v')<d=c¢.

Therefore, from Definition [{2] (continuity in_a poind), and Definition [43] (pointwise continuity)), the
vector addition is (pointwise) continuous from (E X E,dgxg) to (E,dg). O

Lemma 129 (scalar multiplication is continuous). Let (E, |-||) be a normed vector space.
Let d be the distance associated with norm ||-||. Let A € K be a scalar. Then, the scalar multipli-
cation by X is continuous from (E,d) to itself.

Proof. Case A = Og. Let u € E and € > 0. Set § = 1. Then, for all v’ € E, from Lemma [6§]
(zero times yields zero)), and Deﬁnition (distancd, d separates points), we have

dlu,u') <=1 = dAu, \')=d(0g,0r)=0<ec.
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Therefore, from Definition [{2] (continuity in a poind), and Definition [43] (pointwise continuity)), the
scalar multiplication by O is (pointwise) continuous from (E,d) to itself.

Case X\ # Ox. Let u,u’ € E. From Definition (distance associated with norml), Definition
vector spacd, scalar multiplication is distributive wrt vector addition), and Definition (norm)
I-]| is absolutely homogeneous of degree 1), we have

dAu, W) = [|[du— M| = || [[u — /|| = |A\|d(u,u).

Let u € E and € > 0. From properties of the absolute value over K, |A\| # 0 and we can
set § = % Then for all ' € E, we have

du,u’) <6 = dQu, ) < |A\§ =e.

Therefore, from Definition [{2] (continuity in_a poind), and Definition [43] (pointwise continuity)), the
scalar multiplication is (pointwise) continuous from (F,d) to itself. O

4.4.1 Topology

Remark 130. Since a distance can be defined from a norm, normed vector spaces can be seen as
metric spaces, hence as topological spaces too. Therefore, the important notions of continuous
linear map and of closed subspace.

Remark 131. There exists a purely algebraic notion of dual of a space E: the space of linear
forms over E, usually denoted E* = L (F,K). We focus here on the notion of topological dual
of a normed vector space E: the space of continuous linear forms over F, usually denoted E’ =
L. (E,K).

Remark 132. When W is a subset of the set X, and f a mapping from X to Y, the notation
f(W) denotes the subset of Y made of the images of elements of W. Applied to a norm on a
vector space, when X is a subset of a normed space (F, ||-||), the notation || X|| denotes the subset
of R of values taken by norm ||-|| on vectors of X:

X1 = {lJu]| |ue X}

4.4.1.1 Continuous linear map

Lemma 133 (norm of image of unit vector). Let (E, ||| 5) and (F, ||| ») be normed vector
spaces. Let Sy be the unit sphere in E. Let f € L(E,F) be a linear map from E to F. Letu € E
be a vector. Assume that u # Og. Then, Tl ” belongs to S1 and

Jr ()| = Al

(80)

F |l
Proof. From Definition[102] (norm, |||| ; is definite, contrapositive), we have |lul|; # 0. Thus, from
Lemma (]norm is nonnegative)), and field properties of R, m >0. Let £ = W Then,
E E

from Lemma |108| (normalization by nonzero, with A = 1), we have |||, = 1. Hence, { belongs
to 51

From Definition [62] (linear map, homogeneity of degree 1), Definition [102] (norm] |||, is

absolutely homogeneous of degree 1), and Lemma_ (norm is nonnegative), we have

)], = Hf<|| ||E> f@ - _ Iy

lullglly g

F ’
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Lemma 134 (norm of image of unit sphere). Let (E,||-||z) and (F, ||-||z) be normed vector
spaces. Let Sy be the unit sphere in E. Let f € L(E,F) be a linear map from E to F. Then,

I )l e

el

wwmu—{

ueE, u#OE} (81)

Proof. From Deﬁnition_ m ||l z is definite, contrapositive), and field properties of R,
let g : E — R be the mapping defined by g(0g) = 0, and for all u € E\{0g}, g(u) = lrelle

[ull g
Let £ € S; be a unit vector. From Lemma [116| (equivalent definition of unit spherd), ||f||E =
1. Then, from Lemma (norm preserves zero, contrapositive), { # Og. Thus, from field
properties of R, we have

_ Ol

Hence, [[f(S1)llr € 9(E\{OR}).
Letue FE be a vector. Assume that v # Og. Then, from Lemma (norm of image of unii

, &= |Iu\| belongs to S and

= 9(&) € g(E\{Og}).

gwy_%ﬂﬂF 1A € F(S1).
Hence, g(E\{0g}) C || f(S1)] p-
Therefore, || f(S1)|p = g(E\{0£g}). s

Definition 135 (operator norm). Let (E, |-||5) and (F, ||-|| z) be normed vector spaces. Let
f € L(E,F) be a linear map from E to F. The operator norm on L (E, F) induced by norms
on E and F is the mapping Ng g : L (E, F) — R defined by

If ()l

ulls

Npﬂﬂ=$m{

uEE,u;«éOE}. (82)

Remark 136. When restricted to continuous linear maps, the mapping Ng, r will be proved below
to be a norm; hence its name.

Lemma 137 (equivalent definition of operator norm). Let (E,|-||z) and (F,|||z) b
normed vector spaces. Let Sy be the unit sphere in E. Let f € L(E,F) be a linear map from E
to F'. Then,

Ni,r(f) = sup(|l/(51)] )- (83)

Proof. Direct consequence of Definition (loperator norm)), and Lemma (norm of image of
i spherd) W

Lemma 138 (operator norm is nonnegative). Let (E,|-||z) and (F,||-||z) be normed vector
spaces. Then, Ng p is nonnegative.

Proof. Let f € L(E, F) be alinear map from F to F. Then, from Lemma (equivalent definition|
lof operator norm)), we have Ng r(f) = sup(||f(S1)||p). Let & € S; be a unit vector. Then,
from Lemma [107| (norm is nonnegative), ||f(€)|| is nonnegative. Therefore, from Definition

(supremum|, Ng_r(f) is an upper bound for || f(S1)||z), Ne r(f) is nonnegative too. O

Definition 139 (bounded linear map). Let (E, ||-|| ;) and (F, ||| z) be normed vector spaces.
A linear map f from E to F is bounded iff

IC=0,VueE, |[fulp<Cllulg- (84)

Then, C' is called continuity constant of f.
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Definition 140 (linear map bounded on unit ball). Let (E, ||| ;) and (F, ||| ) be normed
vector spaces. Let Bf be the closed unit ball in E. A linear map f from E to F is bounded on
the closed unit ball iff there exists an upper bound for || f(Bf)|| z, i.e.

30 >0,V € B, [I£(&)lp < C. (85)

Definition 141 (linear map bounded on unit sphere). Let (E, ||| ;) and (F, ||-|| z) be normed
vector spaces. Let S; be the unit sphere in E. A linear map f from E to F' is bounded on the
unit sphere iff there exists an upper bound for || f(S1)| 7, i-e.

3C >0, V¢ € 51, Hf(g)HF <C. (86)

Theorem 142 (continuous linear map). Let (E, ||| ;) and (F,||-||z) be normed vector spaces.
Let f € L(E,F) be a linear map from E to F. Then, the following propositions are equivalent:

1. f is continuous in Op;

f is continuous;

f s uniformly continuous;
f is Lipschitz continuous;
f is bounded;

Ng.r(f) 1s finite;

f is bounded on the unit sphere.

S S S

f is bounded on the closed unit ball.

Proof. Let &1 be the unit sphere in E. Let Bf be the closed unit ball in E.

implies Assume that f is bounded. From Definition (bounded linear map)), let C > 0
such that, for all u € E, we have ||f(u)||p < C |lul|p. Let w,v € E be vectors. Then, from

Definition [70| (vector subtractior]), Definition [62] (linear map)), and hypothesis, we have
[f(w) = f)llp=flu=v)p <C |lu—v|g.

Hence, from Definition U6| (Lipschitz continuity)), f is C-Lipschitz continuous.

4] implies |3, Assume that f is Lipschitz continuous. Then, from Lemma (Lipschitz continuous|
1s uniform continuous), f is uniformly continuous.

3| implies ! Assume that f is uniformly continuous. Then, from Lemma (uniform continuous

1s continuous), f is (pointwise) continuous.

2| implies Assume that f is (pointwise) continuous. Then, from Definition (pointwise

continwity]), f is continuous in Op.

implies [8] Assume now that f is continuous in Og. Let € = 1 > 0. Then, from Definition
(continuity in a poind), and Lemma (linear map preserves zerd), let § > 0 such that, for all
u€E, |u—0g|p = |ullp < 0§ implies || f(u) — f(0r)||p = |f(u)||p <1. Let C =1 > 0> 0. Let
& € BY be a vector in the unit ball. From Lemma (equivalent definition of closed unit ball),
ll¢ z < 1. Then, from Definition |I|l z is absolutely homogeneous of degree 1), and
ordered field properties of R, we have [[6¢ ; < 6 [|€]| ; < 6. Thus, from Definition [102]
|||l = is absolutely homogeneous of degree 1), Definition [62] (linear map, homogeneity of degree 1),
ordered field properties of R, and hypothesis, we have [f({)][ = 5 [If(69)]r < 3 = C.
Hence, from Definition (linear map bounded on unit ball), f is bounded on the unit ball.
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8| implies [7} Assume now that f is bounded on the unit ball. From Definition (linear map]
bounded on unit ball), and Lemma (equivalent definition of closed unit ball), let C > 0 such
that for all £ € BS, || f(€)|| < C. Let £ € S be a unit vector. Then, from Lemma [I16] (equivalend
[definition of unit spherd), and Lemma [L14] (equivalent definition of closed unit ball), we also have
& € B5. Thus, from hypothesis, || f(£)]| < C. Hence, from Deﬁnition (linear map bounded ol
[unit spherd, with same constant C), f is bounded on the unit sphere.

implies @. Assume then that f is bounded on the unit sphere. Then, from Deﬁnition
map bounded on unit sphere), there exists a finite upper bound C > 0 for || f(S1)|| . Hence, from
Lemma |3 (finite supremuml), sup(|| f(S1)|| ) is finite, and from Lemma (equivalent definition]
[of operator norm)), Ng g(f) is finite.

[6] implies [5} Assume finally that Ng g (f) is finite. Let C = Ng p(f). Then, from Lemma m
(operator norm is nonnegative), C' is nonnegative. Let u € E be a vector.

Case u = Og. Then, from Lemma (lznear map preserves zerd), f(u) = f(0g) = Op. Hence,
from Lemma [106] (norm preserves zero, for |-l and |- ), and ordered field properties of R,
we have

[f(Wllp=0<0=C0=C |lulg.

Case u # Og. Then, from Definitio (normj, |||z is definite, contrapositive), ||ull; # O.
Thus, from field properties of R, Definition operator norm)), and Deﬁnition (supremum
Ng r(f) is an upper bound for \ % ! ue B, u# OEJ ), we have

_ I Wlle

— ullg

1 ()l lull g < Nep(f) ullg = C llullg-

Hence, from Deﬁnitionm bounded linear map), f is bounded.

Therefore, we have [f] ={4 =3 ={2 =[1] ={§ =7 ={6 =[5 hence all properties are

equivalent. O

Definition 143 (set of continuous linear maps). Let (E,|-||;) and (F,|-||z) be normed
vector spaces. The set of continuous linear maps from E to F is denoted L. (E, F).

Lemma 144 (finite operator norm is continuous). Let (E,|-||z) and (F,||-||z) be normed
vector spaces. Let f € L(E,F) be a linear map from E to F. Then, f belongs to L. (E,F) (i.e.
f is continuous) iff Ng p(f) is finite. Moreover, let B and Sy be the closed unit ball and the
unit sphere in E, and let C' > 0, then we have the following equivalences:

C is an upper bound for {—”f(u)”F

[[ull g
C is a continuity constant for f

Nop(f) < C weE, u# oE} (s7)

C'is an upper bound for || f(B)l|p

te e 0

C is an upper bound for || f(S1) -

Proof. Direct consequences of Definition (set of continuous linear maps), Theorem
[tinuous linear map, R1={0)). Definition [2| (supremum] Ng p(f) is the least upper bound of

{ H];E‘uIRHF ueFE, u# OE}), Definition [139| (bounded linear map), Definition |14_O| linear map

C T 1TE

[bounded on unit ball), and Definition [L41{ (linear map bounded on unit sphere). O

Lemma 145 (linear isometry is continuous). Let (E, ||-||z) and (F, ||| ) be normed vector
spaces. Let f € L(E,F) be a linear map from E to F. Assume that f is a linear isometry from E
to F. Then, f belongs to L. (E,F) (i.e. f is continuous).
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Proof. Let S; be the unit sphere in E. Let £ € & be a unit vector. Then, from Definition [I22]

(linear isometry)), we have ||f(€)|| = ||€]l; = 1 < 1. Hence, from Lemma- (finite opemto

[norm is continuoud, 1 is an upper bound for || f(S1)||z), f belongs to L. (E,

Lemma 146 (identity map is continuous). Let (E,|-||z) be a normed vector space. Then,
the identity map Idg belongs to L. (E, E) (i.e. Idg is continuous).

Proof. Direct consequence of Lemma[123| (identity map is linear isometry), and Lemma[145] (linear]
[isometry is continuous).

Theorem 147 (normed vector space of continuous linear maps). Let (E,|-||z) and
(£ Il ) be mormed vector spaces. Let ||-|| . be the restriction of Ng r to continuous linear
maps. Then, (Lc (E, F), ||/l ¢ g) is a normed vector space.

Proof. Let S; be the unit sphere in E. From Definition (set of continuous linear maps),
L. (E,F) is obviously a subset of L (E, F').

Let f € L.(E,F) be a continuous linear map from E to F. Then, from Lemma [144] (finitd
[operator morm is continuous), || f|l| 5 is finite. Hence, |||z ; is a mapping from L. (E, F') to R

From Definition [141] ({lznear map bounded on unit sphereL with C' = 0), and Lemmau
|0pemt0r norm is contmuousl, upper bound for [0,z r (S H 2)s Oz(e,r) belongs to L. (E, F).

Let f € L. (£, F) be a continuous linear map from E to F Assume that ||f||zz = 0. Let

& € 81 be a unit vector. Then, from Lemma (norm is nonnegative), Lemma u (equiva]
[lent definition of operator norml), and Deﬁnitlon 2 |supremuzz|, W/l % is an upper bound for

J (1)), we have

0<If Ol < fllpp =0
Thus, ||f(&)]|z = 0, and from Definition (norm] ||| is definite), f(¢) = Or. Hence, from
Lemma (zero on unit sphere is zerd)), f = 0z (g ), and |||z  is definite.
Let A € Kbe ascalar. Let f € L. (F,F) be a continuous linear map from E to F. Let £ € §;

be a unit vector. Then, from Deﬁmtlon 8| (inherited vector operations, scalar multiplication), and
Definition _ m Il z is absolutely homogeneous of degree 1), we have

AN = I ENlp = N p-

Thus, from Lemma [137| (equivalent definition of operator norm), Lemma (supremum is positive]
[scalar multiplicative), and nonnegativeness of absolute value, we have

N r(Af) = sup([(A) (Sl p) = A sup([£ (SOl ) = M1 f1ll 7.e-

Then, from Lemma (finite operator norm is continuous, Ng_p(Af) is finite), Af belongs to
L.(E,F). Hence, |||z is absolutely homogeneous of degree 1, and L. (E,F) is closed under
scalar multiplication. 7

Let f,g € L.(E,F) be continuous linear maps from F to F. Let £ € S&; be a unit vector.
Then, from Deﬁmtlon 8| (inherited vector operations, vector addition), Definition[102] (nornd |||
satisfies triangle inequality), Lemma u 137| (equivalent definition of operator normi), Definition
1|supremuTI, ISz & resp. llgllz g is an upper bounds for || f(S1)|| g, resp. [[9(S1)]|z), and field
properties of R, we have

I+ 9)Ollp = 1) + 9l < N1F e+ 19N < Nf e+ N9l p -

Thus, from Lemma (finite operator norm is continuous, ||f||r g + |9l is a finite upper
bound for ||(f + ¢)(S)] ), J + g belongs to L. (&, F) and

If+allre <Wfllee+llglle e

Hence, L. (E, F) is closed under vector addition and ||-|| 5 satisfies triangle inequality.
Therefore, from Lemma (closed under vector operations is subspace]), Deﬁnition ,

and Definition (normed vector space), L. (E, F) is a subspace of L(E, F), |||y g is a norm

over L(E,F), and (L (E, F), [lg g) s a normed vector space. O
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Lemma 148 (operator norm estimation). Let (E, ||| z) and (F,||-||z) be normed vector
spaces. Then,

VfeL(E,F),VucE, |[f(ulp<I|fllge lulg- (83)

Proof. Let f € L.(E,F) be a continuous linear map from E to F. Then, from Theorem
(normed vector space of continuous linear maps), || f|| . g is finite. Let u € E be a vector.

Case u = Og. Then, from Lemma [91] (linear map preserves zerd), Lemma
for |||z and ||| z), and ordered field properties of R, we have

1f@llp = 170e)l7 = 0plF =0 <0=Ifllge0=lfllpe I06llz = Iz lullg-

Case u # Og. Then, from Deﬁnition- W, and Deﬁnition fllg g is

an upper bound for “f(u)”F ‘ ceE u# OE} we have ”fl(ul)”F < |Ifll 7 - From Definition
L ’

Hael} [Ja]]

(norm ||-||  is definite, contrap051t1ve) and Lemma(]norm is nonnegative, for ||| z), [Jul| z > 0.
Hence, from ordered field properties of R, || f(u)llp < ||fllz g [[ullz- O

Lemma 149 (continuous linear maps have closed kernel). Let (E,|-||z) and (F, ||| ) be
normed vector spaces. Let f € L. (E,F) be a continuous linear map from E to F. Then, ker(f)
is closed in E.

Proof. Direct consequence of Definition [98] (kernel ker(f) = f~*{0r}), Lemma 24 (singleton i

[closed, {0f} is closed), and preimages of closed subsets by continuous mappings are
closed. O

Lemma 150 (compatibility of composition with continuity). Let (E, || ), (F,|-||z) and
(G, |I"ll) be normed vector spaces. Then,

VfeLe(E,F),VgeL(F,G), gofcLle(B,G) N lgofllgr<l9llcrllfllee (89)

Proof. Let &1 be the unit sphere in E. Let f € L.(E,F) and g € L. (F,G) be continuous
linear maps. Then, from Lemma (composition of linear maps is bilinear)), g o f belongs to
L(E,F). Let & € ;1 be a unit vector. Then, from the definition of composition of functions,
Lemma [148| (operator norm estimation), for g and f), Lemma [116 _ (equivalent definition of umﬂ
[spherd, ||§ z = 1), and field properties of R, we have

g e NN =l9(fENr <llgllcr 1F N <lgllcrlFllre 1l = lgller Iz

Hence, from Lemma (Iﬁ
bound for ||(go f)(S1)[[z), g o f belongs to L. (E, F) and

llg e flle.e <Wglle,r 171l e

O

Lemma 151 (complete normed vector space of continuous linear maps). Let (E, ||| 5)
and (F,||-||z) be normed vector spaces. If (F,||-||z) is complete, then the normed vector space
L.(E,F) is also complete (i.e. they are both Banach spaces).

Proof. Case E = {0g}. Then, from Lemma [91| (linear map preserves zerd), L. (E, F) is also

the singleton {0.(g py}. From Definition [38] (complete metric space), and Lemma (stationary
[sequence is convergend), singletons are trivially complete metric spaces since they possess only one

sequence which is constant, hence stationary, hence convergent. Therefore, L. (E, F) is complete.

Case E # {0g}.
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Pointwise limit. Let dp g be the distance associated with norm |[|-[|z 5. From Lemma
(norm gives distance), (L. (E, F),dr g) is a metric space. Let (f,)nen be a Cauchy sequence In
(Lo (E,F),dp,g). Then, from Definition [34] (Cauchy sequencd), Definition [109] (distance associated
|with norm)), Theorem [147| (normed vector space of continuous linear maps, definition of [[-[[ z),
Definition ﬂ 1|0pemtor norﬂ), and Lemmal% (Iﬁm'te operator norm is continuousi, fo— f

is lower than or equal to continuity constants), we have

Ve>0,INeN,Vp,g €N, pg=2N — VuecE, |fp(u)=fo(ullp<elullg. (90)

Letu € E. Case u # Og. Let ¢’ > 0. From Definition[102] (norm] ||:||  is definite, contrapositive),
|lu]| z # 0 and from Equation with & = = we have

T vllg

INeN,Vp,geN, pqg>N = | fp(u)— fo(u)], <.

Thus, from Definition [34] (Cauchy sequence, (fn(u))nen is a Cauchy sequence), and Definition
(complete subsed, F is complete), let f(u) = lim,,_, 100 fn(u) be the limit in F.

Case u = Og. Since from Lemma (lznear map preserves zero), we have for all n € N,
fn(OE) = OF, let f(OE) = OF = limn*)+oo fn(OE)

Linearity. Let w,v € E and A\, € K. From Definition (linear map|, for all n € N, f, is
a linear map), Lemma (vector addition is continuous), Lemma (scalar multiplication i

, and Lemma [44| (compatibility of limit with continuous functions), we have

FOutpo) = Tim fulhut o) = T (Ao(w) + pfa(0)
= Tm (Ma()+ lim (efa(®) =X T fa@)+p Tim fu(0) = Af(w) + /(o).

n—4oo

Hence, from Lemma (linear map preserves linear combinations), f belongs to L (E, F).

Continuity. In Equation (90), we consider a fixed u € F and we take the limit when ¢ goes
to +oo. Thus, from Lemma (norm is continuous), Lemma (compatibility of limit with|
[continuous functions), and Definition [38] (inherited vector operations, on L (E, F)), we have

Ve>0,3NeN,VpeN, p>N = VueckE, [(fp— Wlz<eclulg. (91

Hence, from Definition (bounded linear map|, f, — f is bounded), Theorem (continuoud
[linear map}, f, — f is continuous), Theorem (normed vector space of continuous linear maps,
L. (F,F) is a space), and Deﬁnition (vector space, (L. (E, F),+) is an abelian group), we have
f=1fp— (fp — f) belongs to L. (E, F).

Limit for |||z - From Lemma [144] (finite operator morm is continuoug € is a continuity
constant for f, — f), Equation becomes

Ve>0,3INeN,VpeN, p>N = |If,—fllpr<e

Hence, from Definition (distance associated with normj for norm ||| ), and Definition
(convergent sequence), the sequence ([, )nen 1s convergent in L. (E, F) for the distance dp g.

Therefore, from Deﬁnition (complete subset]), the normed vector space L. (F, F) is complete.
O

Definition 152 (topological dual). Let (E, ||-||;) be a normed vector space. The set of con-
tinuous linear forms on E, denoted E' = L. (F,K), is called the topological dual of E.

Definition 153 (dual norm). Let (E, ||-|| ;) be a normed vector space. The dual norm associ-
ated with ||-|| 5, denoted ||-|| 5/, is the operator norm |||-||x 5 on £’ = L. (£, K) induced by norms
Il and | - | (absolute value over K).
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Lemma 154 (topological dual is complete normed vector space). Let (E,|-|z) be a
normed vector space. Let E' be the topological dual of E. Let ||-|| 5 be the associated dual norm.
Then, (E', ||| z/) is a complete normed vector space.

Proof. Direct consequence of Definition (dual norml), Theorem (normed wvector space of
continuous linear maps), Lemma (complete normed vector space of continuous linear maps),
Lemma

05| (K s normed vector space)), and the completeness of K. O

Definition 155 (bra-ket notation). Let (E, ||-||z) be a normed vector space. A continuous
linear form ¢ € E’ is a bra, denoted (p|. A vector u € E is a ket, denoted |u). In bra-ket notation
(or Dirac notation, or duality pairing), the application ¢(u) is denoted (p|u) g f-

Lemma 156 (bra-ket is bilinear map). Let (E, |- ) be a normed vector space. Then, (-[-) g g
is a bilinear map from E' x E to K.

Proof. From Lemma [87] (product is spacd), and Lemma (topological dual is complete normed
[vector spacd), E' x E is a space. From Lemma (K is spacd), K is a space. From Definition [155

1|bm-ket notatio:ﬂ:, (") g+ g 1s a mapping from E’ x E to K.
et A, u € e scalars. Let ¢, € E’ be continuous linear forms on E (i.e. bras). Let u,v € E
be vectors (i.e. kets). Then, from Definition (bra-ket notation]), and Definition |88| (inherited

[vector operationd, on E'), we have

A + plu) gy = (Ao + ) (u) = Ap(u) + pp(u) = Melu) g g+ p (Pl g g -

Moreover, from Definition (bra-ket notation)), and Definition [62] (linear map| ¢ is linear), we

have

(Pl + pv) g p = p(Mu+ pv) = Ap(u) + pp(v) = Melw) g g + 1 (elv) g g -

Therefore, from Deﬁnition l} | . p 18 left and right linear, hence bilinear. [

4.4.1.2 Bounded bilinear form

Definition 157 (bounded bilinear form). Let (E, ||-|| ;) be a normed vector space. A bilinear
form ¢ € L5 (E) is bounded iff

3C>0,Vu,v € B, |p(u,v)] < C lullg vl - (92)

Then, C is called continuity constant of ¢.

Lemma 158 (representation for bounded bilinear form). Let (E, ||| ) be a normed vector
space. Let ¢ € Lo (E) be a bilinear form on E. Assume that ¢ is bounded. Then, there exists a
unique continuous linear map A € L. (E, E') such that

Vu,0 € B, () = (AW)[v) gy 5 = A@w)(v). (93)
Moreover, for all C' continuity constant of ¢, we have

ANl s < C. (94)

Proof. From Definition [67) (set of bilinear forms), and Definition [66] (bilinear formi), ¢ is a bilinear

map.

Existence. Let u € E be a vector. Let A, : E — R be the mapping defined by

Ve B, Auv) = p(u,).
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Let A\, ) € R be scalars. Let v,v" € E be vectors. Then, from Definition [65| (bilinear map|, ¢ is

right linear), we have
Au(Av + X' = o(u, o + Nv') = Xp(u, v) + N p(u,v') = A, (v) + N Au (V).

Hence, from Lemma[92] (linear map preserves linear combinationd), and Definition [64] (linear form)),

A, is a linear form on F.

Let v € E be a vector. From Deﬁnition bounded bilinear form], for ¢), let C' > 0 such that,
for all u’,v" € E, we have |¢(u',v")| < C [|u'|| 5 ||[v'|| 5. Let Cy = C ||u| g. Then, from Lemma
(norm is nonnegativd), and ordered field properties of R, we have C,, > 0 and

[Au(v)] = le(u, 0)| < C lullg vl = Cu llvllg-

Hence, from Definition [139| (bounded linear map, A,, is bounded), Deﬁnition 1|t0pological dualb,
Definition (dual norml), and Lemma [144] (finite_operator norm is continuous, A, € E'), we
have

[Aullp < Cu=C lullg .
Let A: E — E’ be the mapping defined by, for all u € E, A(u) = A,, i.e.

Vu € B, {AW)0) g 5 = AW)(©) = Au(v) = p(u,v).

Let A\, M € R be scalars. Let u,u’,v € E be vectors. Then, from Definition [bilinear mapl o is
left linear), Definition [88| (inherited vector operationd, on E'), and Lemma topological dual is
[complete normed vector spacd, E' is space), we have

AQu+Nu)(v) = Apusaan (V)
= o(Au+ Nu',v)
= ol v) + Nl v)
= M, (v) +NA,(v)
= M(u)(v) + NA(')(v)
= (AA(u) + NA®W))(v).

Hence, from Lemma (linear map preserves linear combinations), A is a linear map from F
to F'.

Let S; be the unit sphere of E. Let £ € S; be a unit vector. Then, from Lemma (equivalent
[definition of unit spherd, ||€]| z = 1), we have

ANz = Aell g < C li€llg = C.

Hence, from Lemma (finite operator norm is continuous, C is a finite upper bound for
A(S1)|lg)s A belongs to L. (B, £') and [|A|g z < C.

Uniqueness. Let A, A’ € L. (E, E’) be continuous linear maps such that

Vu,0 € B, ¢(u,v) = (A)|v) g g = (A" (w)|v) pr -

From Theorem [147] (normed vector space of continuous linear maps), Definition (Inormed vector
[spacd, L. (E, E’) is a space), and Deﬁnition (vector subtraction)), let B=A — A" € L. (E,E").
Let u,v € E be vectors. Then, from Lemma (bra-ket is bilinear mag)), Lemma

, and Deﬁnition (vector spacd, (K,+) is an abelian group), we have
(B(w)v) g p = (A(W)|v) g p — (A" (W)|v) gy 5 = o(u, v) — p(u,v) = 0.

Thus, from Definition Iﬁl 1|bm—ket notatioﬂ), B(u) = Op/, and then B = 0z (g p/y. Hence, from
Definition [58| (vector space, (L. (E,E"),+) is an abelian group), A = A’. O
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Definition 159 (coercive bilinear form). Let (E,||-|z) be a real normed vector space. A
bilinear form ¢ € Lo (E) is coercive (or elliptic) iff

Ja>0,YueE, o(uu)>aluly. (95)

Then, « is called coercivity constant of .

Lemma 160 (coercivity constant is less than continuity constant). Let (E, || z) be a
real normed vector space. Let o € Lo (E) be a bilinear form on E. Assume that ¢ is continuous
with constant C > 0, and coercive with constant a > 0. Then, o < C'.

Proof. Let u € E be a vector. Assume that u # O0g. Then, from Definition g
is definite, contrapositive), and Lemma [107] (norm is nonnegativd for |-||), we have [[u]; > 0.
From Definition (coercive bilinear form)), properties of the absolute value on R, and
Definition (bounded bilinear form), with v = u), we have

2 2
allully < e(u,u) < fe(u,u)| < Cllullg -

Hence, from ordered field properties of R, a < C. U

4.5 Inner product space

Definition 161 (inner product). Let G be a real space. A mapping (-,-), : G x G — Ris an
inner product on G iff it is a bilinear form on G that is symmetric, nonnegative, and definite:

Yu,v € G, (w,v)g = (v,u)g; (96)
Yu € G, (u,u) > 0; (97)
Yu € G, (u,u) g =0 = u=0g. (98)

Remark 162. Note that the symmetry property implies the equivalence between left addi-
tivity and right additivity @ in the definition of a bilinear map.

Remark 163. Most results below are valid on a semi-inner space in which the definite property
is dropped. The associated norm is then a semi-norm (the separation property is dropped).

Remark 164. In the case of a complex space, the symmetry property becomes a conjugate sym-
metry property. In the sequel, we specify that the space is real only in the case where the very
same statement does not hold in a complex space. When proofs differ, they are only given in the
real case.

Definition 165 (inner product space). (G,(-,-)) is an inner product space (or pre-Hilbert
space) iff G is a space and (-, ) is an inner product on G.

Lemma 166 (inner product subspace). Let (G, (-,-)s) be an inner product space. Let F be a
subspace of G. Then, F equipped with the restriction to F of the inner product (-,-) is an inner
product space.

Proof. Direct consequence of Definition subspacd, F is a subset of G and F is a space),
Definition inner product] the restriction of (-,-), to F' is trivially an inner product on F),
and Definition (inner product space)). O

Lemma 167 (inner product with zero is zero). Let (G,(-,-)s) be an inner product space.
Then,
Vue G, (0,u)g=(u,0);=0. (99)
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Proof. Let u € G. From Definition (inner product, (-,-)., is symmetric and a bilinear map),

Definition |5 (|vect07" spaca, G, +) is an abelian group), Definition [70| (vector subtraction]), Defini-
tlon (bilinear mapl (-,-) is rlght linear), and field properties of R, we have

(0g,u)g = (u,0G) g = (u,0¢ — 0g) ¢ = (u,0G) g — (u,0a)q = 0.

Lemma 168 (square expansion plus). Let (G,(-,-)) be a real inner product space. Then,

Yu,v € G, (u+v,u+v)g=(u,u)g+2wv)g+ (v,v)q. (100)

Proof. Let u,v € G be Vectors From Deﬁmtlonu L (-,-)s is a bilinear map and
symmetric), Deﬁmtlon , and field properties of R we have

(u+v,u+v)g=(u,u)g + (u,v)g + (V,u)g + (v,0) e = (U, u) g + 2 (u, )5 + (v,0) -

O

Lemma 169 (square expansion minus). Let (G, (-,-)s) be a real inner product space. Then,

Yu,v € G, (u—v,u—v)g=(u,u)g—2wv)g+ (v,v)g. (101)

Proof. Let u,v € G be vectors. From Deﬁmtlon n 70| (vector subtmctwnl), Lemma [168| (square
1|bzlmea

ETPansion plua) Definition _ *,) is a bilinear map), Definition |65

map), and field properties of ]R we have

(u—v,u—v)g = (u+(-v),u+(-v))g
= (wu)g+2(u,—v)s+ (—v,—v)q

(u, U)G -2 (u, U)G + (v, U)G‘

Lemma 170 (parallelogram identity). Let (G,(-,-)) be an inner product space. Then,

Yu,v € G, (u+v,u+v)g+ (u—v,u—v)g=2((u,u)s+ (v,0)s). (102)

Proof. Let u,v € G be vectors. From Lemma (square expansion plud), Lemma
[expansion minus), and field properties of R, we have

(u+ v,u +U)G + (u —v,u— U)G = (uau)G +2 (U,U)G + (’U,”U)G + (uau)G -2 (U,U)G + (”U,”U)G
2 ((u,u)g + (v,0)g) -

O

Lemma 171 (Cauchy-Schwarz inequality). Let (G, (-,-)s) be a real inner product space.
Then,
VU,’U € Ga ((ua U)G)Q S (ll,, u)G (UaU)G . (103)

Proof. Let u,v € G be vectors Let A € R be a scalar. From Lemma [168| (square expansion plus),

Definition - )i is a bilinear map), Definition [65] (bilinear map)), and field

properties of R we have

(u+ A, u+ M) g = A2 (0,0) g + 2\ (u,v) o + (U, u) g -

Let P(X) = (v,0)5 X%+ 2 (u,v), X + (u u)q- It is a quadratic polynomial with real coefficients.
From Deﬁmtlon _ (|mner producﬂv ); is nonnegative), the associated polynomial function P
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is nonnegative. Hence, since a quadratic polynomial function has a constant sign iff its
discriminant is nonpositive, we have

4((u,v) ) — 4 (v,v) g (u,u) g < 0.
Therefore, from ordered field properties of R, we have

((u,v)g)* < (u,u)g (v,0)g -

O

Definition 172 (square root of inner square). Let (G, (-,-);) be an inner product space.
The associated square root of inner square is the mapping Ng : G — R defined by

VYu € G, Ng(u)=/(u,u)q- (104)

Remark 173. Mapping N¢ is well defined thanks to the nonnegativeness of the inner product. It
will be proved below to be a norm.

Lemma 174 (squared norm). Let (G,(-,-)) be an inner product space. Then,

Vu€e G, Ng(u)?=(u,u)g. (105)

Proof. Direct consequence of Definition (square root of inner square), Definition
|p7“0ducﬂ7 (-,-) is nonnegative), and properties of square and square root functions in RT.
O

Lemma 175 (Cauchy—Schwarz inequality with norms). Let (G, (-,-)) be an inner product
space. Then,

Yu,v € G, |(u,v)qs| < Ng(u)Na(v). (106)

Proof. Direct consequence of Lemma (Cauchy—Schwarz inequality), Definition
of inner squard), Definition (inner product (-,-), is nonnegative), and compatibility of the

square root function with comparison in R. O

Lemma 176 (triangle inequality). Let (G, (-,-).) be an inner product space. Then,

Yu,v € G, Ng(’u + U) < Ng(’u) + Ng(’v). (107)

Proof. Let u,v € G be vectors. From Lemma [squared norml), Lemma (square expansion|
plus)), Lemma (Cauchy-Schwarz inequality with norms), and field properties of R, we have

(Ng(u+v))* u+v,u+v)g

(
(u7 ) +2(U7U)G+('Uav)G
(
(

<

Ng(u))* + 2Ne(u) Ne (v) + (Ne(v))®
Ng(u) + Ne(v))*.

Therefore, from Deﬁnitionu )~ is nonnegative), and compatibility of the
square function with comparison in R , We have

Ng(u+v) < Ng(u) + Ng(v).

O

Lemma 177 (inner product gives norm). Let (G, (-,-)) be an inner product space. Let ||-||
be the associated square oot of inner square. Then, (G, |-||s) is a normed vector space.
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Proof. From Definition @ (square Toot of inner squared), and nonnegativeness of the square
root function in R™, ||||; is nonnegative.

From Definition [172] (square oot of inner squard), definiteness of the square root function
in R, and Definition [161| (inner product, (-, ) is definite), ||-||5 is definite.

Let A € K be a scalar. Let w € G be a vector. From Definition (square root of inner|

Deﬁmtlonu 1|mne'r pmducﬁ, ) is a blhnear map), multiplicativity of the square

root function in R, and since for all z € R, Vo2 = |z|, we have

Mullg = /O M) = /32 () = VA2 (1,0 = A] [l -

Thus, ||| is absolutely homogeneous of degree 1.
From Lemma tmangle inequality), ||| satisfies triangle inequality.
Therefore, from Definition 102 (norm)), ||-||; is a norm over G, and from Deﬁmtlon-

vector spacd), (G, ||[|o) is a normed vector space.

|Remark 178. Norm ||-|; is called norm associated with inner product (-,-). |

4.5.1 Orthogonal projection

Definition 179 (convex subset). Let E be a real space. Let K C E. K is convex iff

Yu,v € K, V8 €10,1], Ou+(1—-0veK. (108)

Theorem 180 (orthogonal projection onto nonempty complete convex). Let (G, (-,"))
be a real inner product space. Let ||-||, be the norm associated with inner product (-,-),. Let dg
be the distance associated with norm ||-||o. Let K C G be a nonempty convex subset which is
complete for distance dg. Then, for all uw € G, there exists a unique v € K such that

— || = min [ju — ]| 109
= vll s = min [lu = wlg (109)

Proof. Let u € G. From Lemma [107] (norm _is nonnegativd, for ||||,), function w — [Ju — w4
from K to R admits 0 as finite lower bound. Thus, from Lemma (finite infimum discretd),
d = infyex{|lu — w|} is finite and there exists a sequence (wy)nen in K such that for all n € N,
= wallg: < 6+ =

From Deﬁnltloni 165| (inner product spacd), G is a space.

Existence. Let p,q € N. Let a = u — w, and b = u — w,. From Definition [102] (norm] ||| is
absolutely homogeneous of degree 1), Definition [71] (scalar division]), Definition [58] (vector spacéd
(G,+) is an abelian group), Lemma (squared norm)), and Lemma (parallelogram identity

for |||l &), we have

2
Wq + Wp

2 2
5 la+bllg+lla— bl

2
4%— Ty — w1

2 2
2llallg + 2]t
2 2
= 2|lu—wgllg +2u = wpllg -

From Definition 1) w belongs to K. Thus, from Deﬁnition@ dis

a lower bound for {|lu — ), and field properties of R, we have

2

2 2

+ 2[Ju — wllg + 2 [lu —wyllg
G

2 2
< —46%+2 6+4£—— +2 6+4i—
g+1 p+1

%, 2 45 2
g+1 (¢+1)? p+1 (p+1)¥

Wq + Wp

2
||wp - quG = —4 Hu -
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Let € > 0. Let = max <1E—625, QT\/§> From the definition of the max function, and ordered

field properties of R, > 0. Let N = [] — 1. From the definition of the ceiling function,
N > 0and N > n—1. Assume that p,q > N. Then, from ordered field properties of R,
we have p,g > n — 1 and q4T61’ (q+21)27p4%7 (p+21)2 < %. Thus, from field properties of R,
Lemma [107] (norm is nonnegative, for |-||;), and compatibility of the square root function
with comparison in R, we have |[w, — wg||, < €. Hence, from Deﬁnition (Cauchy sequenced),
(wn)nen is a Cauchy sequence in K.

From hypothesis, and Definition (complete subsed, K is complete), the sequence (wy,)nen
is convergent in K. Let v € K be its limit. From Lemma [121| (norm is continuoud, for ||,
Lemma (compatibility of limit with continuous functions), and Definition [manimuml), we
have

— — 1' —_ = = i — .
= vlg = lm_fu—wnlg =5 = minlu—wlg

Uniqueness. Let v,v" € K such that [|[u —v||, = |[u—v'||; =6. Let a=u—v', b=u—v, and

v’ = ”/; . Then, from Definition 1|norﬂ Il 7 is absolutely homogeneous of degree 1), Defini-
tion (scalar division)), Definition [58| (vector spacd, (G, +) is an abelian group), and Lemmam

({parallelogram identity, for |-|| ), we have
2 2 2 2
Alu=v"llg +llv =2l = lla+0dllg+ lla—0lg
2 2
= 2|allg +2[bllg
2 2
= 2fu—g+2lu—vlg
= 46%

From Definition , v” belongs to K. Thus, from Definition |§| 0is a

lower bound for {|Ju — w||; |w € K}), and field properties of R, we have

0< |jo—0[% = —4|lu—0"|7 +46% < —46% + 46> = 0.

Hence, from Lemma (norm is nonnegative, for ||-||,), and compatibility of square root
function with comparison in R, |jv — /|| = 0. Therefore, from Deﬁnitionm normb ||||o
is definite), Deﬁnition (vector subtraction)), and Deﬁnition (vector spacd, (G, +) is an abelian
group), we have v —v' = 0g and v =v'. O

Lemma 181 (characterization of orthogonal projection onto convex). Let (G, (-,-).) be
a real inner product space. Let ||-|| be the norm associated with inner product (-,-),. Let K C G
be a nonempty convex subset. Then, for allu € G, for allv € K,

||u—v||G:iI€1£(||u—w||G = YweK, (u—-v,w—v);<0. (110)

Proof. Let u € G and v € K be vectors.
“Left” implies “right”. Assume that ||u —v||, = inf,ex [[u — w||,. Let w € K. Let 0 € (0, 1].

From Deﬁnition , Ow+(1—0)v belongs to K. Thus, from Deﬁnitionlgl
lu —v||5 is a lower bound for {||lu —w|, |w € K}), compatibility of the square function
with comparison in R, Deﬁnition (inner product spacd, G is a space), Definition vecto
IM (G, +) is an abelian group and scalar multiplication is compatible with scalar addition), |70

(vector subtraction)), Lemma (squared norm, for (-,-)), Lemma (square expansion plus,

for (-, ")), Definition (inner product, (-,-), is a bilinear map), Definition 65| (bilinear map)),
and Lemma (square expansion plus), we have

lu—vl% < Jlu—(Ow+(1—0w)|Z
= |l(u—v)+0(v -5

2 2
= Jlu—vlg—20(u—v,w—2v)s+6*|v—wl;.
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Let a = (v —v,w —v), and b = [[v — wH2G Then, from ordered field properties of R (with
6 > 0), we have
V0 € (0,1], 2a < 6b.

Assume that b = 0. Then, from ordered field properties of R, we have (u — v, w —v), = a < 0.
Conversely, assume now that b # 0. Then, from nonnegativeness of the square function,
b > 0. Assume that a > 0. Let 6§ = min(1, }). From the definition of the min function,
and ordered field properties of R, we have § < ¢ and 0 < # < 1. Thus, 2a < 6b < a.
Hence, from ordered field properties of R, a < 0. Which is impossible. Therefore, we have
(u—v,w—0v)g=a<0.

“Right” implies “left”. Conversely, assume now that, for all w € K, (u—v,w—v), < 0.
Let w € K. Then, from Deﬁnition (inner product spacd, G is a space), Definition (vector]
[spacd, (G,+) is an abelian group), Deﬁnition (vector subtraction), Lemma (squared norml
for (-,-)), Lemma (square expansion plus for (-,-)s), Deﬁnition (inner product, (-, ) is
a bilinear map), Definition [65] (bilinear map, (-, -) is right linear), and nonnegativeness of the
square function in RT, we have

I(w—=v) + (v = w)llg

2 2
= u— % 42 (= v,v— w)g + o —w]

2
luv = wlig

V

Hu—v|\é—2(u—v7w—v)c

2
> Ju—vlg-

Hence, from Lemma[107) (norm is nonnegativd, for ||-|| ), and compatibility of the square root
function with comparison in R, we have |[u — v||; < |lu — wl|5. Therefore, from Lemma

(finite minimunl), and Definition [14] (minimun), we have

_ = mi — = inf - .
o = vl = min u—wlg = inf [lu—wllg

O

Lemma 182 (subspace is convex). Let E be a real space. Let F be a subspace of E. Then,
F is a convex subset of E.

Proof. Let u,v € F be vectors in the subspace. Let § € [0,1]. Then, from Lemma
[under linear combination is subspace), the linear combination w = Ou + (1 — §)v belongs to F.
Therefore, from Definition (convex subset), F' is a convex subset of E. O

Theorem 183 (orthogonal projection onto complete subspace). Let (G, (-,-)) be a real
inner product space. Let ||-||, be the norm associated with inner product (-,-),. Let dg be the
distance associated with norm ||-||. Let F be a subspace of G which is complete for distance dg.
Then, for all u € G, there exists a unique v € F' such that

— = mi — . 111
= vl = min [lu - wllg (111)

Proof. Direct consequence of Definition (subspacd, F is vector space), Definition [58| (vector
spacd, F 3 0¢g is nonempty), Lemma (subspace is convex), and Theorem [180| (orthogona
projection onto nonempty complete convea, F' is a nonempty convex subset of G which is complete
for distance dg). O

Definition 184 (orthogonal projection onto complete subspace). Assume hypotheses of
Theorem (orthogonal projection onto complete subspace). The mapping Pr : G — F' associ-
ating to any vector of G the unique vector of F' satisfying (111} is called orthogonal projection
onto F.
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Lemma 185 (characterization of orthogonal projection onto subspace). Let (G, (-,")s)
be a real inner product space. Let ||-|| be the norm associated with inner product (-,-),. Let F
be a subspace of G. Then, for all w € G, for all v € F,

||u—o||G:ir€1fFHu—wHG = YweF, (@wuw)g=uww),. (112)

Proof. Let u € G and v € F be vectors.

“Left” implies “right”. Assume that ||u —v|, = inf,cr [|[u — w||;. Then, from Definition
subspacd, F' is vector space), Definition (vector spacd, F > 0¢ is nonempty), Lemma
subspace is convea)), and Lemma (characterization of orthogonal projection onto convead, F is
a nonempty convex subset), we have for all w € F, (v —v,w—v), < 0. Let w € F. Let
w’ = w +v. Then, from Definition (subspacd, F is a space), Definition
(F,+) is an abelian group), and Definition (]vector subtraction]), w’ belongs to F and w =
w' —v. Thus, we have (u —v,w), = (u v,w —v), < 0. Similarly, w” = —w + v belongs
to F and (ufv —w)e = (u—v,w" —v) G < 0. Hence from Definition u
(,")o is a bilinear map) Definition |6 ) is right lineaLr) and ordered fleld
properties of R, we have (u—v w)G = 0 Therefore frorn Definition 70| (vector subtraction]),

and Definition [65] (bilinear map} (-,-), is left linear), we have (v, w)g = (u,w).

“Right” 1mp11es “left”. Conversely, assume now that for all w € F, (v,w), = (u,w)s. Let
w € F. Let w' = w —v. Then, from Definition [74 n 1|5ubspaca, Fisa space) and Definition [5§
1|vect0r spaca (F +) is an abelian group), w’ belongs to F. Hence, from Definition [161 _ mne

[product, (-, ), is a bilinear map), Definition [65] (bilinear map}, (-, -), is left linear), hypothesis, and
ordered field properties of R, we have

(u—v,w—0)g=(u—v,w)g = (u,w);— (v,u);=0<0.

Therefore, from Deﬁnition 1|subspaca, F is vector space), Deﬁnition 1|vect0r spacaF F>0qgis

nonempty), Lemma (subspace is conved)), and Lemma (characterization of orthogonal
[progection onto convea, F' is a nonempty convex subset), we have [|u — v||5 = infyep |[u — w|,. O

Lemma 186 (orthogonal projection is continuous linear map). Assume hypotheses of
Theorem (orthogonal projection onto complete subspace|). Then, the orthogonal projection Pr
is a 1-Lipschitz continuous linear map from G to F.

Proof. From Definition (orthogonal projection onto complete subspace), and Theorem [183
(orthogonal projection onto complete subspace), Pr effectively defines a mapping from G to F.

Linearity. Let v/, u” € G. Let X', \” € R. From Deﬁnition [subspacd, F is a vector space), and
Definition (vector spacd, G and F are closed under vector operations), X'u’ 4+ \"u" belongs to G
and X Pp(u')+ N Pp(u) belongs to F. Let w E F. From Definition [L61] (inner product, (-,-) is a

bilinear map), Definition [65] (bilinear map, (-, ), is left linear), and Lemma [185| 1|chamctemzatwﬂ

[of orthogonal projection onto subspacd), we have

(NPp(u) + X' Pp(u"),w),

N (Pp(u'),w)q + N (Pr(u"),w)q
= XN@W w)g+ XN (W w),
Vet + N w) 5

Hence, from Lemma (characterization of orthogonal projection onto subspace), and Theo-
rem (orthogonal projection onto complete subspace, orthogonal projection is unique), we have

PF(}\/U/ + )\/Iu/l) — )\IPF(U,I) + A//PF(UH).

Therefore, from Lemrna (linear map preserves linear combinations), Pr is a linear map.

Continuity. Let u € G.
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Case Pr(u) = Og. Then, from Lemma (norm is nonnegativd, for ||-| ), we have || Pp(u)|| 5 =
0 <[lullg-

Case Pr(u) # Og. Then, from Lemma (squared norm), Lemma (characterization]

of orthogonal projection onto subspace, with w = Pp(u) € F), and Lemma (Cauchy-Schwarz
inequality with norms)), we have

1Pr (g = (Pr(u), Pr(w)g = (u, Pr(w)g < llullg |1 Pr(u)llg -

Hence, from Definition [norm ||||; is definite), and ordered field properties of R, we have

[1Pr(u)llg < llullg-
Therefore, from Definition @l (Lipschitz continuity)), Pr is 1-Lipschitz continuous. O

Definition 187 (orthogonal complement). Let (G, (-, ")) be an inner product space. Let F'
be a subspace of G. The orthogonal complement of F in G, denoted F*, is defined by

Ft={ueG|WwEF, (u,v); =0} (113)

Lemma 188 (trivial orthogonal complements). Let (G, (-,-)) be an inner product space.
Then, G+ = {0¢g} and {0}t =G.

Proof. From Lemma [77] (trivial subspaced), G and {0g} are subspaces of G. From Definition
(orthogonal complement), G+ and {Og}* are subsets of G.

Let u € G be a vector. Then, from Lemma (inner product with zero is zero, for (-,-)4),
we have (0g,u), = (u,0¢), = 0. Hence, from Deﬁni (orthogonal complemend), {0g} is a
subset of G+ and G is a subset of {0g}+.

Let v € Gt be a vector in the orthogonal. Let v = u € G. Then, from Definition IE
(orthogonal complement), we have (u,v)y; = (u,u); = 0. Thus, from Definition @
[product] (-, ) is definite), we have u = Og. Hence, G is a subset of {0 }.

Therefore, G+ = {0¢} and {0g}*+ = G. O

Lemma 189 (orthogonal complement is subspace). Let (G, (-,-)) be an inner product
space. Let F be a subspace of G. Then, F* is a subspace of G.

Proof. Let v € F. Then, from Lemma [167 (inner product with zero is zerd, for (-,-),), we have
(0G,v)s = 0. Hence, from Definition |18{| (orthogonal complement), O belongs to F*.

Let A, ) € R. Let u,u/ € F*+. Let v € F. From Definition (inner product, (-,-); is a
bilinear map), Deﬁnition (bilinear map, (-,-)s is left linear), and field properties of R, we

have

(Au+XNu',v)g = A(u,v)g + N (W, v)g = A0+ N0=0.

Thus, from Definition (orthogonal complemendt), Mu + Nu' belongs to F+. Hence, F* is
closed under linear combination. Therefore, from Lemma (79| (closed under linear combination is

subspacd), F* is a subspace of G. O

Lemma 190 (zero intersection with orthogonal complement). Let (G, (-,-)s) be an inner
product space. Let F' be a subspace of G. Then,

FNFt={0g}. (114)

Proof. Let ||| be the norm associated with inner product (-, -),. Let u € F N F*. Then, u € F
and v = u € F+. Thus, from Deﬁnition (orthogonal complement), we have

(u,u) = (u,v)g = 0.

Therefore, from Definition (inner produci, (-,-) is definite), u = Og. O
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Theorem 191 (direct sum with orthogonal complement when complete). Assume hy-
potheses of Theorem[183 forthogonal projection onto complete subspace]). Then,

G=FoF' (115)
Moreover, for all u € G, the (unique) decomposition onto F & F* is
u= Pp(u) + (u — Pr(u)) (116)
and we have the following characterizations of the orthogonal complements:

ueF — Pr(u) = u; (117)
wueFt <  Pp(u)=0g. (118)

Proof. Let u € G.

Then, from Definition [184] (orthogonal projection onto complete subspace), and Lemma m
(characterization of orthogonal projection onto subspace), there exists a umque Pp(u) € F charac—
terized by, for all w € F, (Pp(u),w)s = (u, Thus from Deﬁnltlonu
is a bilinear map), Deﬁnltlon (]m -, ) is left linear), and Deﬁmtlon orthogona
|complement), u — Pp(u) belongs to F-. From Deﬁnltlon . (]Uector spacd, (G, —|— is an abelian
group), we have

u = Pp(u) + (u— Pr(u)).

Hence, from Definition sum of subspaces), G = F + F+. Therefore, from Lemma (zerd
intersection with orthogonal complement, for F'), and Lemma [84] (equivalent definitions of dzrect
suni), we have G = F @& F . From Definition[83] (direct sum of subspaces), the decomposition (I
with Pp(u) € F and u — PF( ) € F* is unique.

From Lemma (zero intersection with orthogonal complement), O belongs to both F
and F+.

(117): “left” implies “right”. Assume that v € F. Then, from Definition (vector space]
(G, +) is an abelian group), u = u + O¢ is a decomposition over F' @ F*. From uniqueness of the
decomposition, we have Pp(u) = u.

(117): “right” implies “left”. Conversely, assume now that Pgr(u) = u. Then, from Defini-
tion (orthogonal projection onto complete subspace, Pp is a mapping to F'), u = Pp(u) belongs
to F.

(118): “left” implies “right”. Assume that u € F. Then, from Definition (vector space,
(G, +) is an abelian group), u = Og + u is a decomposition over F @& F+. From uniqueness of the
decomposition, we have Pp(u) = 0g.

(118): “right” implies “left”. Conversely, assume now that Pr(u) = Og. Let v € F. Then,
from Lemma (characterization of orthogonal projection onto subspace)), and Lemma
[product with zero is zerd]), we have

(’U‘»’U)G = (PF(u)vU)G = (OGvU)G =0.

Hence, from Definition (orthogonal complement), u belongs to F*. U

Lemma 192 (sum is orthogonal sum). Assume hypotheses of Theorem (orthogonal pro-|
[iection onto complete subspace|). Let u € G be a vector. Then, there exists v’ € F+ such that
F + span({u}) = F + span({u'}).

Proof. Let w' = u — Pp(u). Then, from Theorem (direct sum with orthogonal complement|

when complete), Pr(u) belongs to F and u’ belongs to F-.

Let w € F +span({u}). Then, from Definition 81] (sum of subspaced), and Definition [80] (linea
, there exists v € F' and A € R such that w = v + Au. From Lemma (closed under linea
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[combination is subspacd, with 1 and \), we have v/ = v+ APgp(u) € F, and thus, from Deﬁnition
(vector space, (G, +) is an abelian group), we have

w=v+ =0+ APp(u)+ ' =0 +

with v/ € F. Hence, w belongs to F + span({'}), and thus F' + span({u}) C F + span({u'}).

Let w € F + span({u'}). Similarly, from Definition [81| (sum of subspaces), and Definition 80
(finear sparl), there exists v € F and A € R such that w = v + \u/; from Lemma closed unde
[linear combination is subspacd, with 1 and —\), we have v' = v — APp(u) € F, and thus, from
Definition [58| (vector space, (G, +) is an abelian group), we have

w=v+ A =v—APp(u) + u=1v+Au

with v' € F. Hence, w belongs to F' + span({u}), and thus F + span({u'}) C F + span({u}).
Therefore, F + span({u}) = F + span({u'}). O

Lemma 193 (sum of complete subspace and linear span is closed). Assume hypotheses
of Theorem {orthogonal projection onto complete subspace]). Let u be a nonzero vector in
the orthogonal of F. Then, F @ span({u}) is closed for distance d¢.

(zero intersection with orthogonal complemend), u does not belong to F,
thus from Lemma 85| (direct sum with linear span)), the sum F' + span({u}) is direct.

From Lemma, (orthogonal projection is continuous linear mapj, F is complete for distance dr),
Pr is a continuous linear map. Then, from Lemma (edentity map is continuous), Theorem [147]
(normed vector space of continuous linear maps)), and Lemma (closed under linear combinatio
|is subspace), Id — Pr is also a continuous linear map.

Let (wp)nen be a sequence in F @ span({u}). Assume that this sequence is convergent with
limit w € G. From Definition (sum of subspaced), and Definition , for all
n € N, there exists v, € F and A\, € R such that w, = v, + Apu. Then, from Lemma
(compatibility of limit with continuous functions, Pp and Id — Pr are continuous), the sequences
(W)))nen = Pr((wn)nen) and (w!)neny = (Id — Pp)((wn)nen) are also convergent, respectively
with limits w’ = Pp(w) and w” = (Id — Pp)(w) = w — w’. From Theorem [191]

lorthogonal complement when complete), we have, w’ € F and w” € F*, and for all n € N,

Proof. From Lemma

wl = (Id — Pp)(w,) = (Id — Pr) (v, + Aptt) = vy + Ayt — v, = Apu.

Thus, (w)!)nen is also a sequence of span({u}). Then, from, Lemma (linear span is closed,
span({u}) is closed), and Lemma [31] (closed is limit of sequences), the limit w” actually belongs
to span({u}). Hence, from Definition 80| (linear span)), there exists A € R such that w” = Au. And

we have

w=w+w'" =w + € F ®span({u}).

Therefore, from Lemma[31] (closed is limit of sequenced), F®span({u}) is closed for distance d.
O

4.6 Hilbert space

Definition 194 (Hilbert space). Let (H, (-,-);) be an inner product space. Let |-||;; be the
norm associated with inner product (-,-), through Deﬁnition (square root of inner squar),
and Lemma [177) (inner product gives norml). Let dp be the distance associated with norm [[-[|;
through Lemmal[T11| (norm gives distancd). (H, (-,-)y) is an Hilbert space iff (H,dyr) is a complete
metric space.

Lemma 195 (closed Hilbert subspace). Let (H, (-,-),;) be a Hilbert space. Let Hy, be a closed
subspace of H. Then, Hy equipped with the restriction to Hy of the inner product (-,-)y is a
Hilbert space.
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Proof. Direct consequence of Lemma, (inner product subspace, Hp is a subspace of H), Defi-
nition |subspaca7 Hj, is a subset of H), Lemma (Hilbert space, H is complete), Lemma

(closed subset of complete is completd, F is closed), and Definition (Hilbert space). O

Theorem 196 (Riesz—Fréchet). Let (H,(-,-);) be a Hilbert space. Let |-||; be the norm
associated with inner product (-,-) . Let ¢ € H' be a continuous linear form on H. Then, there
exists a unique vector u € H such that

Vv € Ha <90|U>H’,H = (uvv)H . (119)
Moreover, the mapping 7 : H' — H defined by

Voe H, 1(p)=u, (120)

where u is characterized by (119)), is a continuous isometric isomorphism from H' onto H.

Proof. From Definition [Hilbert spacd (H,(-,-);) is an inner product space), and Defini-
tion (inner product spacd), H is a space.

Uniqueness. Let u,u’ € H be two vectors such that

Vv € H, <g0|v>H,,H:<,0(U):( ) g = (W, v) g
h (-

u,v
Let v € H be a vector. Then, from Definition (inner product, (-,-); is a bilinear map),
Definition [65] (bilinear map), (-, ), is left linear), and Definition [70] (vector subtraction]), we have

(u—u',v); = 0. Thus, from Definition (orthogonal complement), and Lemma (trivial
[orthogonal complements), u — u belongs to H* = {0 }. Hence, from Definition [5§| (vector spacd

(H,+) is an abelian group), u = u'.

Existence.

Case ¢ = 0g+. Then, from Definition (vector spacd, 0y belongs to H), let u = 0y be the
zero vector. Let v € H be a vector. Then, from Lemma (trivial orthogonal complements

HL ={0g}), we have

<<P|U>Hf,H =) =0y (v)=0= (OH,U)H = (UJ))H-

Case ¢ # 0pg:. Then, let ug € H such that p(ug) # 0. Let F be the kernel of ¢. Then,
from Definition , ug € F. Moreover, from Lemma (continuous linear maps have
for ¢), and Lemma (99| (kernel is subspace), F is a closed subspace of H. Thus, from

Lemma (closed Hilbert subspace), F' is a complete subspace of H. Hence, from Theorem [183
(orthogonal projection onto complete subspace), and Definition (orthogonal projection ont
complete subspace)), let Pp be the orthogonal projection onto F. Then, from Theorem [191] (direct
sum with orthogonal complement when completd, decomposition and contrapositive of (117))), we
have

PF(UO)GFv UO_PF(UO)GFL and PF(Uo)#uO,

Thus, from Definition (kernel F = ker(yp)), Definition (finear form ¢ is a linear map),
Definition [62| (linear map, ¢ is additive), and Definition [70| (vector subtraction]), we have

¢(Pr(uo)) =0 and  ¢(ug — Pr(uo)) = ¢(uo).
Let vo = ug — Pr(ug). Then,
€ FY and (o) = pluo) 0.

Moreover, from Definition [5§| (vector spacd, (H,+) is an abelian group), and Definition
subtraction)), we have vy # Og. Thus, from Definition (normj, ||-||;; is definite, contrapositive),

we have ||vo|| 5 # 0.
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Let &y = ﬁ Then, from Lemma |189 (Iorthogonal complement is subspacq7 F is subspace),
. | | 4 18 Subspace
Lemma (closed under vector operations is subspacd, F'* is closed under scalar multiplication),

Definition [71| (scalar division]), Definition [64] (linear forml, ¢ is a linear map), Definition [62] (linea
maﬂ ¢ is homogeneous of degree 1), Definition (|scalar dim’sim_zl), Lemma (zero-product

property, contrapositive), and field properties of R, we have

fo€FY, wléo) = lvo) #0 and & # On.
[voll
Moreover, from Lemma (normalization by nonzerd, with A = 1), and field properties of R,
we have [|&l|3, = 1.
Let u = p(&)&o. Then, from Lemmal@l (orthogonal complement is subspace, F is subspace),
and Lemma|78|(closed under vector operations is subspace, F'~ is closed under scalar multiplication),
u€ Ft.

Let v € H be a vector. Since p(&) # 0, let A\ = f((g;)) and w = v — A¢y. Then, from Defini-

tion linear forml, ¢ is a linear map), Lemma (linear map preserves linear combinationd),
Definition |70| (vector subtraction]), and Definition [71f (scalar division)), we have

— (o) — DRI C) _
pw) = 9(v) = Ap(o) = w(v) = Zre S(Eo) = 0.

Thus, from Definition 1|kemel F = ker(p)), w belongs to F. Hence, from field properties

of R (with (&) # 0), Lemma (squared normj, ||&g 2H =1), Deﬁnition 1,
Definition

(,*)z is a bilinear map), Definition (bilinear mapl, () is left linear), and
(orthogonal complement, u € F+ and w € F), we have

(o) — @) = (u0)y— so(v)jjg% (60 60)g
(u, 'U)H - A (u7£0)H
= (u,v—2Xo)y
- (u’w>H

= 0.
Hence, from Definition (bra-ket notation)), and field properties of R, we have

<‘P|U>H',H = ¢(v) = (u,v)p .

Linearity. From Lemma (topological dual is complete normed vector space, for H), and
Definition (normed vector space), H' is a space.

Let 7 : H — H be the mapping defined by, for all ¢ € H', 7(¢) = u where u is uniquely
characterized by

Yv € H, (gp|v>H,’H = () = (u,v) g - (121)

Let M, )" € K be scalars. Let ¢’,¢” € H' be continuous linear forms on H. Then, 7(¢’)

and 7(¢"”) belong to H. Thus, from Definition (vector spacd, H' and H are closed under

vector operations), ¢ = N¢' + X'¢” belongs to H and v = XN7(¢') + X'7(¢"”) belongs to H.

Let v € H be a vector. Then, from Lemma [156| (bra-ket is bilinear map]), Definition

[product, (-,-), is a bilinear map), Definition [65| (bilinear map| bra-ket and (-, -),; are left linear),
and characterization , we have

<SO|U>H/,H = (N¢'+ XI‘PH|U>H/,H
= X <<P/|U>H/,H + A7 <90N|”>H’,H
= N(1(¢), )y + N (7(¢"), )
(N7(@) + N'7(¢"),v)

= (U’U)H'
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Hence, from unique characterization (121)), we have
TN+ N'¢") = 7(p) = u=XNr(¢) + X'7(¢").
Therefore, from Definition , 7 is a linear map from H’ to H.

Isomorphism. Let ¢ € H' be a continuous linear form on H. Assume that 7(¢) = Oy. Let
v € H be a vector. Then, from characterization (121)), and Lemma [167] (inner product with zerd

, we have

p(v) = (7(p), )y = (Om,v) y = 0.
Thus, ¢ = Op- is the zero linear form. Hence, from Definition . 98] (kernel ker(r) = {0x}), and

Lemma_ (injective linear map has zero kemel]) T is injective.
Let u € H be a vector. Let ¢ : H — K be the mapping defined by7 forallv € H, <p( ) (u,v)

Then, from Definition [L61] (inner producd, (-,-), is a bilinear map), Definition [6
(-, ) is right linear), and Definition [64] (Tinear form)), ¢ is a linear form on H. Let v € H be a

vector. Then, from Lemma (Cauchy-Schwarz inequality with norms)), we have

[e()] = [ (w,v) g | < lullg 0]l -

Thus, from Deﬁnltlon- (bounded linear map, with C' = ||u||;; > 0), and Theorem [142] (continu]

[ous linear map| Bl ={2), ¢ is continuous. Hence from Deﬁnltlonu [topological dual), ¢ belongs

to H'. Moreover, from characterization (I2I)), we have 7(p) = u. Hence, from the definition of
a surjective function, 7 is surjective.
Therefore, from the definition of a bijective function, 7 is bijective, and from Definition[97]

(isomorphisml), T is an isomorphism from H’ onto H.

Isometry. Let ¢ € H' be a continuous linear form on H. Let u = 7(p) € H.

Case ¢ = 0g+. Then, from Lemma (linear map preserves zero, T is a linear map), we have
u = 0p. Hence, from Lemma (norm preserves zerd| for ||-|| ;. and ||-||;), we have

I @)a = llully =0=lelq -

Case ¢ # 0gs. Then, from Definition (kernel ker(¢) = {0x+}), we have u # Og. Thus,
from Deﬁmtlon- M IIl i is definite, contrap081t1ve) ||u|| gy 7 0. Hence, from characteriza-
tion (121) (with v = u), Lemma [174] (squared norni, for ||-|| ), nonnegativeness of the square
function in R, and field properties of R (with ||ul||; # 0), we have

2
|90(u)| _ |(U7U)H| _ HUHH _ ||“||
[[ull & [l 7 [l 7 f

Hence, from Definition [153] _ m, Definition [135| m (operator norml), and Definition

mum, |||l is an upper bound for { (v ‘ veEH v# OH} we have
1§ |

||x

lull g < Nl -

Finally, let v € H be a vector. Assume that v # Op. Then, from Definition (norml, |||l
is definite, contrapositive), Lemma norm is nonnegative for ||-||;), Lemma (Cauchy
[Schwarz inequality with norms), and ordered field properties of R (with ||v||; > 0), we
have

|SD(U)| _ | (U'a U)H' < ||’LL||
[oll ol =
Thus, from Lemma- (finite operator norm is continuous, ||ul| z is an upper bound for the subset

] ‘!‘I/’ !T})I ‘ veEH v# 0H¥ and Deﬁn1t10n|§| dual norm)), we have

el < el -
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Hence, ||7(@)|l 5 = llull g = llll -
Therefore, from Definition (linear isometry), T is a linear isometry from H’ to H.

Continuity. From Lemma (linear isometry is continuous, T is a linear isometry from H’
to H), 7 belongs to L. (H', H). O

Lemma 197 (compatible p for Lax—Milgram). Let o,C € R. Assume that 0 < a < C.

Then,
Vp € R, O<p<C2 = 0< V1 —2pa+p?C? < 1. (122)

Proof. From hypothesis (0 < o < C), ordered field properties of R, and increase of the

square function over R, we have 0 < g—z < 1. Let p € R. Then, from field properties of R,

we have )

2
1—2pa+p2C2=(pC—%) +1—%zo.

Assume that 0 < p < C2 Then, from ordered field properties of R (with C > 0 and
p > 0), we successively have pC? < 2a, p?C? < 2pa and 1 — 2pa + p?C? < 1. Hence, from
compatibility of the square root with comparison in R*, we have

0=+0<+1-2pa+p2C? <1=1.

O

Theorem 198 (Lax—Milgram). Let (H,(-,-)) be a real Hilbert space. Let |-||; be the norm
associated with inner product (-,-) . Let H' be the topological dual of H. Let ||-||;;, be the dual
norm assoctated with ||-|| ;. Let a be a bounded bilinear form on H. Let f € H' be a continuous
linear form on H. Assume that a is coercive with constant o > 0. Then, there exists a unique
u € H solution to Problem . Moreover,

1
lull g < = Wl - (123)

Proof. Let dg be the distance associated with norm ||-||;;. Then, from Definition
space)), (H, (-, ) ) is an inner product space and (H,dp) is a complete metric space. Thus, from
Lemma (inner product gives norm)), (H,||-||;) is a normed vector space. Moreover, from
Lemma (topological dual is complete normed vector space), (H',||-|| ;) is a also normed vector
space. Hence, from Definition (normed vector space), H and H' are both spaces.

Existence and uniqueness. From Lemma (representation for bounded bilinear form| for a),
let A€ L.(H,H') be the (unique) continuous linear map from H to H' such that

Yu,v € H, a(u,v) = (A(u)|v) g g -

Then, from Definition ([coercive bilinear forml for a), we have

Vu € H, <A(U)|U>H/ = a(u,u) > o ul|7 - (124)

From Definition [157| (bounded bilinear for t C' > 0 be a continuity constant of a. Then,

from Lemma [148]| (operator norm estimatio L (H, H')), and Lemma [158] (representation fod
[bounded bilinear form for a), we have

Vue H, [[AWlly < NAllg g llullg < Cllully - (125)

Let w € H be a vector. Then, from Theorem (Riesz—Fréched, for ¢ = A(u) and ¢ = f),
T(A(u)),7(f) € H are the (unique) vectors such that

Vv € H» a(u,v) = <A(u)|U>H/,H = (T(A(u))vv)H;
Vv € H, )= f10) g = (7(f),0) -
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Moreover, from (124]), ordered field properties of R, (125]), and Deﬁnition

7 is a linear isometry), we have

Yu € H, —(1(A(w)), u) y = — (A(W)[u) g < —a Hu||i1, (126)
Vue H,  |[7(A(w)llg = lAW)] g < Cllullg - (127)

Let u,v € H be vectors. Then, from Definition (inner product, (-,-),; is a bilinear map),
and Definition [65] (bilinear map], (-,-),; is left linear), we have the equivalences

(T(A(’U,)), U)H = (T(f)a U)H
- T(f)vv)H =0.
Hence, from Definition [187 (orthogonal complemend, T(A(u)) — 7(f) belongs to HL), Lemma@

(trivial orthogonal complements, H- = {0y }), and Deﬁnition (vector spacd, (H, +) is an abelian
group), we have the equivalence

a(u,v) = f(v)

=
=

Problem <= find u € H such that: 7(A(u)) = 7(f). (128)

From Lemma (compatibility of composition with continuity, T belongs to L. (H',H)), To A
belongs to L. (H, H). From Lemma (coercivity constant is less than continuity constand),
we have 0 < o < C, hence % > 0. Let p € R be a number. Assume that 0 < p < %
Then, from Theorem (]nm"med vector space of continuous linear maps, (Le (H, H), |||-|| ;7 5) is
a normed vector space), Definition [L04] (normed vector space, L. (H, H) 1S a space), Definition
(vector spacd, L. (H, H) is closed under vector operations), Deﬁnition (vector subtraction]), and
Lemma (edentity map is continuous), go = Idg — p7 o A belongs to L. (H, H).

From Definition vector spacd, H is closed under vector operations and 7(f) € H), let
g : H — H be the mapping defined by

Yo e H, g(v)=go(v)+pr(f)-

Let w € H be a vector. Then, from the definition of mappings g and gy, Definition
|spaca7 (H,+) is an abelian group and scalar multiplication is distributive wrt vector addition),
and Lemma (zero-product property, with A = p # 0), we have

go(u) +p7(f) = u
u—pr(A(w) +p7(f) = u
p(r(A(w) = 7(f)) = 0r
T(A(u)) = 7(f)-

g(u) = u

S R

Hence, from ([128)), we have the equivalence
Problem <= find u € H such that: g(u) = u. (129)

Let v,v' € H be vectors. Then, from Definition [58| (vector spacd, (H,+) is an abelian group),
and Definition (vector subtraction]), let z = v — v’ € H. Then, from Definition vecto
subtraction)), Lemma (minus times yields opposite vector, with A = 1), and Deﬁnition vecto
space, (H,+) is an abelian group and scalar multiplication is distributive wrt vector addition), we
have

9(v) = 9(v") = go(v) + p7(f) = (90(") + p7(f)) = go(v — ') = go(2).

Thus, from Lemma (square expansion plus, for ||-||;), Definition (inner product, (-,-)
is a symmetric bilinear map), Definition (bilinear map, (-,-)y is right linear), Definition

(norm} ||-||;; is absolutely homogeneous of degree 1), ordered field properties of R, (126)), and
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(127, we have

lg() — gl = llgo(2)ll
= |z —pr(A)%
= elly — 20 (T(A(2)), 2) g + P IT (A 5
< 2l = 20a Izl + P20 |12l
= (1-2pa+p*C?) v —v'|I3 -

Hence, from compatibility of the square root function with comparison in Rt, Defi-

nition m (]Lipschitz continuit% with k = /1 — 2pa + p2C?), Lemma |E7| (]compatible p for Lax~|
|Mz'lgm@ since 0 < « < Cand 0 < p < 2%), and Deﬁnition(]contmctionjv since 0 < /1 — 2pa + p2C? < 1),
g is a contraction. Then, from Theorem [56| (fized poind, for g contraction in (H,dn) complete),

there exists a unique fixed point v € H such that g(u) = uw. Hence, from , there exists a

unique solution to Problem .

Estimation. Let u € H be the solution to Problem (2).

Case u = Og. Then, from Lemma (norm preserves zerd, for ||| ), Lemma
[nonnegativd, for ||| ;. ), and ordered field properties of R (with o > 0), we have

1
=0< — .
lully =0 < — I £l

Case u 7 Og. Then, from Definition[102] (norm] |-||,; is definite, contrapositive), and Lemma[107]
(norm is nonnegative, for ||-||;), we have [Ju|l; > 0. Moreover, from Definition coercive
[bilinear form| for a), properties of the absolute value on R, with v = u, and Lemma |148
(operator norm estimation, for f € H'), we have

2
allully < alu,u) <la(u, )| = | )] < fllg lullg-
Hence, from ordered field properties of R (with ||ul|; ,a > 0), we have the estimation
1
ol < = 11l

O

Lemma 199 (Galerkin orthogonality). Let (H,(-,-)y) be a real Hilbert space. Let a be a
bounded bilinear form on H. Let f € H' be a continuous linear form on H. Let Hy, be a subspace
of H. Let uw € H be a solution to Problem . Let up, € Hy, be a solution to Problem . Then,

Yoy € Hp, a(u — up,vp) = 0. (130)

Proof. Let v, € Hy be a vector. Then, from Deﬁnition <|subspaca, Hj, is a subset of H), v, also
belongs to H. Hence, from with v = vy, , Deﬁnition (bilinear map| @ is left linear), and
field properties of R, we have

alu — up,vp) = alu,vp) — alup,vp) = f(op) — f(up) = 0.

O

Theorem 200 (Lax—Milgram, closed subspace). Assume hypotheses of Theorem (Ii:axj
. Let Hy, be a closed subspace of H. Then, there exists a unique up, € Hp, solution to
Problem . Moreover,

1
lunlley < o Il - (131)
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Proof. Direct consequence of Lemmau (]closed Hilbert subspacd, Hy, is a closed subspace of H),
and Theorem - W (Hp, (+,-) ) is a Hilbert space) where the restriction to Hj, of
the norm associated to (-, ) is still denoted ||-|| ;. O

Lemma 201 (Céa). Assume hypotheses of Theorem [20(] [Lax—Milgram, closed subspace]). Let
C > 0 be a continuity constant of the bounded bilinear form a. Let u € H be the unique solution
to Problem , Let up, € Hy, be the unique solution to Problem , Then,

C
Vop, € Hy,  ||lu—up|ly < E||u—vh||H. (132)

Proof. Let vy, € Hp, be a vector in the subspace.

Case u = up. Then, from Defimtlon 8 (vector space, (H,+) is an abelian group) Lemmam
(norm preserves zero, w —ujp = Op), Lemma (107 (]norm is nonnegative, for ||-|| ), and ordered
field properties of R with a« > 0 and C > 0, we have

C
i = unllyy =0 < < llu = vl

Case u # up. Then, from Definition [58| (vector spacd, (H,+) is an abelian group), and Def-

inition [102] (nornd |- ||H is definite, contrapositive), we have |u—wuplly; # 0. Moreover, from
Definition [7 . (vector subtraction)), Definition [161] (inner produci, (-, -) 4 is a bilinear map), Defini-

tion [65] (bilinear map] (-,-); is right linear), and Lemma [L99] (Galerkin orthogonality), we have

a(u —up,u —vy) = a(u — up,u) — a(u — up,vp) = alu — up, w). (133)

Thus, from Definition (coercive bilinear form), for a with u =u —uy), properties of the
absolute value on R, (133 with w, and v, in Hj, compatibility of the absolute value with
comparison in R, and Definition (bounded bilinear form|), we have

aHu—uhHi < a(u— up,u — up)
< a(u —up,u —up)|
= la(u —up,u)]
= la(u — up,u — vp)|
< Cllu—upllg llu—ovnly-

Hence, from ordered field properties of R with a, [|u — up|| > 0, we have

C
lu = unllgy < —llu— vl -

O

Lemma 202 (finite dimensional subspace in Hilbert space is closed). Let (H,(-,"))
be a real Hilbert space. Let ||-||; be the norm associated with inner product (-,-),. Let dg be
the distance associated with norm ||-|| ;. Let F be a subspace of H. Assume that F is a finite
dimensional subspace. Then, F is closed for distance dy .

Proof. From Definition [82| (finite dimensional subspace)), let n € N, and let uq,...,u, € H such
that F' = span({u1,...,u,}) = span({u1}) + ... + span({u,}). For i € N with 1 < i < n, let
F; = span({u1,...,u;}). Then, for 2 < i < n, we have F; = F;_1 + span({u;}). Let P(i) be the
property “Fj is closed for distance dg”.

Induction: P(1). From Lemma (linear span is closed), Fy = span({ui}) is closed for
distance dg.
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Induction: P(i— 1) implies P(3). Assume that 2 < ¢ < n. Assume that P(i—1) holds. Then,
from Lemma (sum is orthogonal suml), there exists u € F;-, such that

F; = F;_1 +span({u;}) = F;_1 + span({u.}).

Case u), = 0Og. Then, F; = F;_; is closed for distance dg. Case u # 0g. Then, from
Definition (]m H is complete for distance dg), and Lemma closed subset of
complete is complete)), F;_1 is complete for distance dg. Thus, from Lemma sum of complete
subspace and linear span is closed), F; = F;_1 + span({u}}) is closed for distance dg.

Hence, by (finite) induction on ¢ € N with 1 < ¢ < n, we have P(n). Therefore, F = F,, is
closed for distance d¢. O

Theorem 203 (Lax—Milgram—Céa, finite dimensional subspace). Assume hypotheses of

Theorem [19§ . Let C > 0 be a continuity constant of the bounded bilinear form a.

Let u € H be the unique solution to Problem . Let Hy, be a finite dimensional subspace of H.
Then, there exists a unique up € Hp, solution to Problem . Moreover,

1
lunlle < - Il (134)

C
Von € Hp,  Jlu—unlly < —llu—wnlly - (135)

Proof. Direct consequence of Lemma (finite dimensional subspace in Hilbert space is closed),
Theorem (Laz—Milgram, closed subspacd), and Lemma (Cédl. O

5 Conclusions, perspectives

We have presented a very detailed proof of the Lax—Milgram theorem for the resolution on a
Hilbert space of linear (partial differential) equations set under their weak form. Among the
various proofs available in the literature, we have chosen a path using basic notions. In particular,
we have avoided to obtain the result from a more general one, e.g. set on a Banach space. The
proof uses the following main arguments: the representation lemma for bounded bilinear forms, the
Riesz—Fréchet representation theorem, the orthogonal projection theorem for a complete subspace,
and the fixed point theorem for a contraction on a complete metric space.

The short-term purpose of this work was to help the formalization of such a result in the Coq
formal proof assistant. This was recently achieved [3]. One of the key issues for the computer sci-
entists that formalize the pen-and-paper proof was to deal with the embedded algebraic structures:
group, vector space (an external operation is added), normed vector space (a norm is added), in-
ner vector space (an inner product is added), Hilbert space (completeness is added). New Coq
structures should be extensions of the previous ones: the addition operation in the Hilbert space
should be the very same addition operation from the initial group structure.

The long-term purpose of these studies is the formal proof of programs implementing the Finite
Element Method. For instance, considering the standard Laplace equation , one proves that it
can be written in weak formulation as

find v € H}(Q) such that: Vv e Hy(Q), [ Vu-Vv= [ fo, (136)
Q Q

where H}(Q) is a Sobolev space. Problem takes the form of Problem (2)), with the following
notations: H = Hj(Q), the bilinear form is defined by a(v,w) = [, Vv - Vw, and the linear form
by f(v) = fQ qu. To apply the Lax—Milgram theorem, one needs to prove in particular that Hg ()
is a Hilbert space.

As a consequence, we will have to write very detailed pen-and-paper proofs for the following
notions and results: large parts of the integration and distribution theories, define Sobolev spaces
(at least L2(€2), H'(Q) and Hg () for some bounded domain 2 of R? with d = 1, 2, or 3), and prove
that they are Hilbert spaces. And finally, many results of the interpolation and approximation
theory to define the Finite Element Method itself.
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B Depends directly from...
Definition [2| (supremum]) has no direct dependency.

Lemma 3| (finite supremum]) has no direct dependency.

Lemma [4] (discrete lower accumulation)) has no direct dependency.

Lemma [5| (supremum is positive scalar multiplicative) depends directly from:

Definition [2| (supremum]).
Definition |z| has no direct dependency.

Lemma (finite mazximum| depends directly from:
Definition [2| (supremuml),
Lemma (finite supremum),

Definition [7] (mazimum).
Definition [9] (infimum]) has no direct dependency.
Lemma [10| (duality infimum-supremum]) depends directly from:

Definition |2
Definition

Lemma
Lemma
Lemma

Lemma

Lemma

Lemma

Lemma
Lemma

supremumj),
infimumi).

finite infimum]) depends directly from:

3| (finite supremum)),
10| (duality infimum-supremum).

discrete upper accumulation) depends directly from:

4| (discrete lower accumulation]).

finite infimum discrete)) depends directly from:

11| (finite infimum)),

12| (discrete upper accumulation]).

Definition has no direct dependency.

Lemma

Lemma
Lemma

finite minimum)) depends directly from:

8| (finite mazimum)),

10| (duality infimum-supremum),

Definition [14] (minimum).
Definition (distance)) has no direct dependency.

Definition (metric space) has no direct dependency.
Lemma (eterated triangle inequality) depends directly from:

Definition [16| (distance).
Definition has no direct dependency.
Definition has no direct dependency.
Definition has no direct dependency.

Definition [22| (closed subsef) has no direct dependency.
Lemma 23| (equivalent definition of closed subsef)) depends directly from:

Definition

21
Definition

open subset)),
closed subset)).
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Lemma (singleton is closed) depends directly from:
Definition [16| (distance),
Lemma 23| (equivalent definition of closed subset)).
Definition [25| (closuré) has no direct dependency.

Definition (convergent sequence)) has no direct dependency.

Lemma (variant of point separation]) depends directly from:

Definition [16| (distance).

Lemma (limat 1s unique]) depends directly from:
Definition [16| (distancd),
Definition [26| (convergent sequence),
Lemma 27| (variant of point separation]).

Lemma (closure is limit of sequences) depends directly from:

Definition [16| (distance),
Definition closed ball),
Definition closure),

Definition convergent sequence).

Lemma [30| (closed equals closure) depends directly from:
Definition [22] (closed subset)),
Lemma [23| (equivalent definition of closed subsed),

Definition |25 1|closurg|).

Lemma (closed 1s limit of sequences)) depends directly from:
Definition [25( (closure]),
Lemma 29| (closure is limit of sequences),
Lemma [30] (closed equals closure).

Definition [32] (stationary sequence) has no direct dependency.

Lemma (stationary sequence is convergent)) depends directly from:

Definition [16| (distancd),
Definition convergent sequence)),
Definition stationary sequence).

Definition [34] (Cauchy sequence) has no direct dependency.

Lemma (equivalent definition of Cauchy sequence) depends directly from:

Definition [16| (distancd),
Definition Cauchy sequence).

Lemma [36] (convergent sequence is Cauchyl) depends directly from:

Definition [16| (distance),

Definition [26| (convergent sequence),
Lemma 28| (limit is unique),
Definition 34| (Cauchy sequence).

Definition [37] (complete subsetf) has no direct dependency.

Definition (complete metric space) has no direct dependency.

Lemma closed subset of complete is complete) depends directly from:

Lemma 29| (closure is limit of sequences),
Lemma 30| (closed equals closurd),
Definition [37| (complete subset]),
Definition complete metric space)).
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Definition (continuity in a point) has no direct dependency.

Definition (pointwise continuity) has no direct dependency.

Lemma (compatibility of limit with continuous functions) depends directly from:
Definition convergent sequence),
Deﬁnition continuity in a poind).

Definition (unzform continuity) has no direct dependency.

Definition (Lipschitz continuity) has no direct dependency.

Theorem (equivalent definition of Lipschitz continwity) depends directly from:

Definition
Definition

distancd),
Lipschitz continuity).

Definition [48| (contraction)) has no direct dependency.

Lemma @ (uniform continuous is continuous) depends directly from:

Definition (42
Definition
Definition

continuity in a poind),
ointwise continuity),
uniform continuity).

Lemma (zero-Lipschitz continuous is constant) depends directly from:

Definition

16
Definition

distance),
Lipschitz continuity).

Lemma (Lipsc

hitz continuous is uniform continuous) depends directly from:

Definition
Definition

uniform continuity),
Lipschitz continuity),

Lemma

(zero-Lipschitz continuous is constant)).

Definition (eterated function sequence) has no direct dependency.

Lemma (stationary iterated function sequence) depends directly from:

Definition

Definition

stationary sequence),
iterated function sequence).

Lemma [54] (iterat

e Lipschitz continuous mapping) depends directly from:

Definition

Definition

Lipschitz continuity),
iterated function sequence).

Lemma (convergent iterated function sequence) depends directly from:

Definition [26| (convergent sequence),

Lemma

(lemat is uniqué),

Definition [32| (stationary sequencd),

Lemma

(stationary sequence is convergend),

Definition [46| (Lipschitz continuity),

Lemma

(zero-Lipschitz continuous is constant),

Definition [52| (iterated function sequence).

Theorem
Definition |16|

xed point) depends directly from:

distance),

Lemma (18| (iterated triangle inequality),

Definition 32| (stationary sequence),

Lemma 33

stationary sequence is convergent)),

Lemma [35

equivalent definition of Cauchy sequence),

Definition |3
Definition |38

complete subset),
complete metric space),
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Definition
Definition {48

Lipschitz continuity),
contraction),

Lemma zero-Lipschitz continuous is constand),
Lemma stationary iterated function sequence),
Lemma iterate Lipschitz continuous mapping),

Lemma convergent iterated function sequence).

Definition (vector space]) has no direct dependency.
Definition (set of mappings to space) has no direct dependency.

Definition has no direct dependency.
Definition (set of linear maps) has no direct dependency.
Definition has no direct dependency.
Definition has no direct dependency.
Definition has no direct dependency.

Definition [67] (set_of bilinear forms) has no direct dependency.

Lemma (zero times yields zero) depends directly from:

Definition [58| (vector space).

Lemma (Iminus times yields opposite vector) depends directly from:
Definition [58| (vector space]),
Lemma [68| (zero times yields zero)).

Definition [70| (vector subtraction]) has no direct dependency.

Definition (scalar division]) has no direct dependency.

Lemma (times zero yields zero) depends directly from:
Definition vector space),
Definition vector subtraction)).

Lemma zero-product property) depends directly from:
Definition [58| (vector space)),
Lemma [68| (zero times yields zero
Lemma |72| ({times zero yields zero)).

Definition (subspace)) has no direct dependency.

Lemma (trivial subspaces) depends directly from:

Definition [74] (subspace).

Lemma (closed under vector operations is subspace)) depends directly from:
Definition [58| (vector space),
Lemma [69| (minus times yields opposite vector]),

Definition [74] (subspace]).

Lemma closed under linear combination is subspace)) depends directly from:

Definition [58| (vector space),
Lemma (73| (zero-product property),
Lemma (78| (closed under vector operations is subspace)).

Definition (linear span)) has no direct dependency.
Definition (sum of subspaces) has no direct dependency.
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Definition (finite dimensional subspace]) has no direct dependency.

Definition (direct sum of subspaces) has no direct dependency.

Lemma (equivalent definitions of direct sum]) depends directly from:

Definition [58| (vector space),

Lemma [69| (minus times yields opposite vector)),

Definition [70| (vector subtraction]),

Lemma (78| (closed under vector operations is subspace]),

Definition [83| (direct sum of subspaces).

Lemma direct sum with linear span)) depends directly from:

Lemma (73| (zero-product property),

Lemma (78| (closed under vector operations is subspace]),

Definition [80| (linear spani),

Lemma [84] (equivalent definitions of direct sum|).

Definition [86] (product vector operations) has no direct dependency.

Lemma (

product is spac

depends directly from:

Definition
Definition |36}

vector space)),

iproduct vector operations).

Definition [88| (inherited vector operations) has no direct dependency.

Lemma (space of mappings to a space) depends directly from:

Definition
Definition
Definition

vector space),

set of mappings to space),

inherited vector operations).

Lemma [91] (linear map preserves zerd) depends directly from:

Definition [62| (linear map),

Lemma ero times yields zero)).

Lemma linear map preserves linear combinations) depends directly from:

Definition [58|
Definition |62

vector space),

linear map),

Lemma 68| (zero times yields zerd]).

Lemma space

of linear maps) depends directly from:

Definition |58§|
Definition [62
Definition |63

vector spacd),
linear map),

set of linear maps)),

Lemma (72| (times zero yields zerd),

Lemma (79| (closed under linear combination is subspace),

Definition [88| (inherited vector operations),

Lemma 90| (space of mappings to a space)).

Definition (identity map]) has no direct dependency.

Lemma [95| (identity map is linear map)) depends directly from:

Definition |62
Definition

linear map),
1dentity map).

Lemma [96 (com

osition of linear maps 1s bilinear) depends directly from:

Definition |62
Definition |65

linear map),
bilinear map)),

Lemma [87| (product is space),
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Definition (88| (inherited vector operations),
Lemma 92| (linear map preserves linear combinations),
Lemma 93| (space of linear maps).

Definition [97] (isomorphism)) has no direct dependency.
Definition (kernel) has no direct dependency.

Lemma kernel 1s subspace) depends directly from:
Definition [58| (vector space),
Lemma (72| (times zero yields zero)),
Lemma (79| (closed under linear combination is subspace),
Lemma (91| (lznear map preserves zerd),
Lemma (92| (linear map preserves linear combinations),

Definition (98| 1|ke7"n64).

Lemma [100] (injective linear map has zero kernel) depends directly from:

Definition [58| (vector space)),
Definition |62| (linear map)),
Definition [70| (vector subtraction)),

Lemma 91| (linear map preserves zerd),

Definition [98 1|kernegb.

Lemma [101] (K is spacé) has no direct dependency.

Definition has no direct dependency.
Definition [104] (normed vector space) has no direct dependency.

Lemma [105| (K is normed vector spacé) depends directly from:
Definition [102| (norm)),
Definition normed vector spacd).

Lemma [106] (norm preserves zerd) depends directly from:
Definition [58| (vector space]),
Lemma (68| (zero times yields zerd),

Definition [102[ (norm)),
Definition normed vector space).

Lemma [107] (norm is nonnegativé) depends directly from:
Definition [58| (vector spac
Definition norm|),
Definition normed vector space).

(normalization by nonzero) depends directly from:
scalar division)),

Lemma |1 08|
Definition

Definition normj),
Lemma (norm is nonnegative).

Definition [109| (distance associated with norml]) has no direct dependency.

Lemma [111] (norm gives distance]) depends directly from:
Definition [16| (distance),
Definition |1 W;Tcel),
Definition [70| (vector subtraction]),
Definition [102| (rormj),

Lemma [107| (norm is nonnegative),
Definition [109| (distance associated with norm|).
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Lemma [112] (linear span is closed) depends directly from:
Lemma 24 (singleton is closed),
Definition [26| (convergent sequence),
Lemma 28| (limit is uniqué),
Lemma [31| (closed is limit of sequences)),
Definition [34] (Cauchy sequence),
Lemma [36] (convergent sequence is Cauchy),
Definition [37] (complete subset),
Definition [53 W
Definition [70| (vector subtraction]),
Definition [80| (linear span)),
Definition [102 W
Lemma [107| (norm is nonnegative),
Definition [109| (distance associated with norm)).

Definition [113| (closed unit ball) has no direct dependency.

Lemma [114] (equivalent definition of closed unit ball) depends directly from:
Definition (19| (closed ball),
Definition (distance associated with norm)),
Lemma (norm gives distance),

Definition (closed unit ball).
Definition [115] (unit spherd) has no direct dependency.

Lemma [116] (equivalent definition of unit spherd) depends directly from:
Definition [20| (sphere),
Definition (109 (distance associated with norm|),
Lemma [111] (norm gives distance),

Definition [115| (unit _sphere).

Lemma [117] (zero on unit sphere is zero) depends directly from:
Definition |58| (vector space]),
Definition (62 Mé,)
Lemma (72| (times zero yields zero),
Lemma (91| (lznear map preserves zero),

Lemma [108| (normalization by nonzera),
Lemma [116| (equivalent definition of unit spher).

Lemma [118] (reverse triangle inequality) depends directly from:
Definition [102| (norm)),
Definition normed vector space).

Lemma [119| (norm is one-Lipschitz continuous) depends directly from:
Definition [46| (Lipschitz continuity),

Definition (distance associated with normi),
Lemma (reverse triangle inequality).

Lemma (norm 1s uniformly continuous) depends directly from:
Lemma [51| (Lipschitz continuous is uniform continuous),
Lemma (norm is one-Lipschitz continuous).

Lemma [121] (rorm is continuous) depends directly from:
Lemma [49| (uniform continuous is continuous),
Lemma (norm is uniformly continuous).

Definition [122] (linear isometry) has no direct dependency.
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Lemma [123] (identity map is linear isometry) depends directly from:
Definition [94| (identity map)),
Lemma 95| (identity map is linear map)),

Definition (linear isometry).
Definition [124] (product norm)) has no direct dependency.

Lemma [127] (product is normed vector spaced) depends directly from:
Definition [86| (product vector operations),
Lemma [87] (product is space)),
Definition [102[ (norm)),
Definition [104] (normed vector space),
Lemma [107| (norm is nonnegative),

Definition [124] 1|groduct nor@).

Lemma [128] (vector addition is continuous) depends directly from:
Definition [42| (continuity in a poind),
Definition [43| (pointwise continuity),
Definition [58| (vector space),
Definition [86| (product vector operations),
Definition [102[ (norm)),
Definition (109 (distance associated with norm)),
Definition [124| (product norm),
Lemma [127| (product is normed vector space]).

Lemma [129| (scalar multiplication is continuous) depends directly from:

Definition |16
Definition |42
Definition |43|

Definition |58|

distance),

continuity in a poind),
pointwise continuity),
vector space),

Lemma [68| (zero times yields zero)),

Definition [102

Definition

norm|),

distance associated with norm)).

Lemma [133| (norm of image of unit vector]) depends directly from:

Definition [62

linear map),
Definition [102| (normi),

Lemma [10
Lemma [108

norm is nonnegative),

normalization by nonzerol).

Lemma [134] (norm of image of unit sphere) depends directly from:

Definition |10
Lemma {106
Lemma [116
Lemma [133

2| (norm),

noTm pPreserves zerol),

equivalent definition of unit sphere),

norm of image of unit vector)).

Definition [135| (operator norm)) has no direct dependency.

Lemma [137] (equivalent definition of operator norm]) depends directly from:

Lemma [134

norm of image of unit sphere),

Definition [135| (operator norm)).

(operator norm is nonnegative) depends directly from:

Lemma [138§]
Definition [2] (supremum]),
Lemma norm is nonnegative),
Lemma
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Definition [139] (bounded linear map]) has no direct dependency.

Definition [140| (lznear map bounded on unit ball) has no direct dependency.

Definition [141| (liznear map bounded on unit sphere) has no direct dependency.

Theorem [142] (continuous linear map) depends directly from:
Definition [2] (supremum]),
Lemma 3| (finite supremum),
Definition [42| (continuity in a point)),
Definition [43| (pointwise continuity),
Definition [46| (Lipschitz continuity),
Lemma [49| (uniform continuous is continuous),
Lemma 51| (Lipschitz continuous is uniform continuous),
Definition [62| (linear map)),
Definition [70| (vector subtraction)),
Lemma 91| (linear map preserves zerd),
Definition [102| (norm)),
Lemma [106| (norm preserves zero),
Lemma [114] (equivalent definition of closed unit ball),
Lemma [116| (equivalent definition of unit spher),
Definition [135| (operator norml),
Lemma [137| (lequivalent definition of operator norm),
Lemma [138| (operator norm is nonnegativel),
Definition [139| (bounded linear map|),
Definition [140| (linear map bounded on unit ball),
Definition [141| (linear map bounded on unit sphere).

Definition [143| (set of continuous linear maps) has no direct dependency.

Lemma [144] (finite operator norm is continuous) depends directly from:
Definition [2] (supremuml]),
Definition [139| (bounded linear map)),
Definition [140| (linear map bounded on unit ball),
Definition [141| (linear map bounded on unit sphere),
Theorem (142 (continuous linear map)),
Definition [143| (set of continuous linear maps).

Lemma [145| (linear isometry is continuous) depends directly from:
Definition (linear isometry),
Lemma (finite operator norm is continuous).

Lemma [146| (tdentity map is continuous) depends directly from:

Lemma [123| (identity map is linear isometry),
Lemma linear isometry is continuous)).

Theorem [147| (normed vector space of continuous linear maps) depends directly from:
Definition [2] (supremuml),
Lemma [5| (supremum is positive scalar multiplicative]),
Lemma [78| (closed under vector operations is subspace),
Definition [88| (inherited vector operations),
Definition [102[ (norm)),
Definition [104] (normed vector space),
Lemma [107| (norm is nonnegative),
Lemma [117| (zero on unit sphere is zero),
Lemma [137| (lequivalent definition of operator norml),
Definition [141| (linear map bounded on unit sphere),
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Definition (set of continuous linear maps),
Lemma (finite operator norm is continuous).

Lemma [148| ((operator norm estimation)) depends directly from:
Definition [2f (supremum),
Lemma 91| (linear map preserves zerd),
Definition [102| (rorm)),
Lemma [106| (norm preserves zero),
Lemma [107| (norm is nonnegative),
Definition [135| (operator norml),
Theorem [147| (normed vector space of continuous linear maps)).

Lemma [149| (continuous linear maps have closed kernel) depends directly from:
Lemma [24] (singleton is closed),

Definition [98] (kernel).

Lemma [150| (compatibility of composition with continuity) depends directly from:
Lemma (96| (composition of linear maps is bilinear),
Lemma equivalent definition of unit sphere),
Lemma nite operator norm is continuous),
Lemma operator norm estimation)).

Lemma [151] (complete normed vector space of continuous linear maps) depends directly
from:
Definition [26| (convergent sequence),
Lemma [33| (stationary sequence is convergent),

Definition |34
Definition |3
Definition |38

Cauchy sequence),
complete subset),
complete metric space),

Lemma 44| (compatibility of limit with continuous functions),

Definition [58]
Definition |62
Definition |88

vector spacd),
linear map),

inherited vector operations),

Lemma 91 (linear map preserves zerd),

Lemma 92| (linear map preserves linear combinations),

Definition [102| (norm)),
Definition [109| (distance associated with norml),

Lemma (111

norm gives distance)),

Lemma [121

norm 1s continuous),

Lemma [128

vector addition s continuous),

Lemma (129

scalar multiplication is continuous),

Definition |13

5| (operator norm),

Definition [139| (bounded linear map),

Theorem (142

(continuous linear map),

Lemma [144

finite operator norm is continuous),

Theorem [147| (normed vector space of continuous linear maps).

Definition [152] (fopological dual) has no direct dependency.

Definition [153| (dual norm)) has no direct dependency.

Lemma [154] (fopological dual is complete normed vector spacd) depends directly from:
Lemma [105| (K is normed vector space]),
Theorem [147| (normed vector space of continuous linear maps),
Lemma [151| (complete normed vector space of continuous linear mapd),

Definition [153 1|dual norml).
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Definition [155| (bra-ket notation)) has no direct dependency.

Lemma [156| (bra-ket is bilinear map]) depends directly from:
Definition |62| (linear map)),
Definition [65 Wﬁ),
Lemma [87| (product is space),
Definition [88| (inherited vector operations),

Lemma [101] (K is spacd),
Lemma [154| (topological dual is complete normed vector space),

Definition [155 1|bm—ket notatiog]).

Definition [157| (bounded bilinear form)) has no direct dependency.

Lemma [158| (representation for bounded bilinear form]) depends directly from:
Definition [58| (vector spac
Definition [64] (/2
Definition [65
Definition 66
Definition [67| (set of bilinear forms),

Definition [70| (vector subtraction)),

Definition (88| (inherited vector operations),

Lemma (92| (linear map preserves linear combinations),
Lemma [101] (K is space),

Definition [104] (normed vector space),

Lemma [107| (norm is nonnegative),

Lemma [116| (equivalent definition of unit spher),

Definition [139| (bounded linear map|),

Lemma (144 (finite operator norm is continuous),

Theorem [147| (normed vector space of continuous linear maps),
Definition [152| (topological dual),

Definition [153 W

Lemma [154| (topological dual is complete normed vector space),
Definition [155| (bra-ket notation]),

Lemma [156| (bra-ket is bilinear map)),

Definition [157| (bounded bilinear form)).

Definition [159] (coercive bilinear form]) has no direct dependency.

Lemma [160] (coercivity constant is less than continuity constanf) depends directly from:
Definition (norm),
Lemma (Inorm is nonnegative),
Definition bounded bilinear form)),
Definition coercive bilinear for

Definition [161| (znner product) has no direct dependency.

Definition [165| (inner product space)) has no direct dependency.

Lemma [166] (inner product subspacé) depends directly from:

Definition [74] (subspace),
Definition [161| (inner product),

Definition [165| (inner product space).

Lemma [167| (inner product with zero is zero) depends directly from:

Definition [58| (fvector space),
Definition [65| (bilinear map),
Definition [70| (vector subtraction]),

Definition [161] (znner product).
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Lemma [168] (square expansion plus) depends directly from:
Definition (bilinear map),
Detnition 101 (et 2ot

Lemma [169| (square expansion minus) depends directly from:
Definition [65| (bilinear mapj),
Definition [70| (vector subtraction)),

Definition [161| (inner product),
Lemma [168| (square expansion plus).

Lemma [170| (parallelogram identity) depends directly from:
Lemma square expansion plus),
Lemma square expansion minus).

Lemma [171] (Cauchy—Schwarz inequality) depends directly from:
Definition bilinear map)),
Definition inner product),
Lemma (square expansion plus).

Definition [172] (square root of inner square) has no direct dependency.

Lemma [174] (squared norm]) depends directly from:
Definition [161] (inner product),
Definition square Toot of inner square).

Lemma [175| (Cauchy—Schwarz inequality with norms) depends directly from:
Definition (inner product),

Lemma (Cauchy—Schwarz inequality),
Definition (square root of inner squard).

Lemma [176| (triangle tnequality) depends directly from:
Definition [161| (inner product),

Lemma [168| (square expansion plus),
Lemma [174] (squared normi),
Lemma [175| (Cauchy—Schwarz inequality with norms)).

Lemma [177] (inner product gives norm)) depends directly from:
Definition [102| (rorm)),
Definition [104] (normed vector space),
Definition [161| (inner product),
Definition [172| (square root of inner square),
Lemma [176| (triangle inequality).

Definition [179] (convex subse#) has no direct dependency.

Theorem [180] (orthogonal projection onto nonempty complete convea)) depends directly
from:
Definition [9] (infimum),
Lemma (13| (finite infimum discrete]),
Definition [14] (minimum]),
Definition [34] (Cauchy sequence),
Definition [37| (complete subset]),
Lemma (44| (compatibility of limit with continuous functions),
Definition [58| (vector space)),
Definition [70| (vector subtraction]),

Definition 71| (|scalar division)),
Definition [102[ (norm)),
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Lemma norm 1s nonnegative),
Lemma norm is continuous),
Definition [165| (inner product space)),
Lemma parallelogram identit@,{),

Lemma
Definition [L79| (convezr subset).

Lemma [181] (characterization of orthogonal projection onto convex) depends directly from:

Definition (9| (infimum)),

Definition {14 (minimum)),

Lemma [15] (finite mintmuml),
Definition 58| (vector space)),
Definition [65 W),
Definition [70| (vector subtraction)),
Lemma [107| (norm is nonnegative),
Definition [161| (inner product),
Definition [165| (inner product space)),
Lemma [168| (square expansion plus),
Lemma [174| (squared normj),
Definition [179| (convex subset).

Lemma [182] (subspace is convea]) depends directly from:
Lemma (79| (closed under linear combination is subspace),

Deﬁmtlon 179 1|convex subsegi

Theorem [183] (orthogonal projection onto complete subspace) depends directly from:

Definition 58| (vector space)),
Definition [74] (subspace]),

Theorem (180 (orthogonal projection onto nonempty complete conved),

Lemma [182| (subspace is convex).

Theorem (183

Definition (orthogonal projection onto complete subspace) depends directly from:
183

(orthogonal projection onto complete subspace).

Lemma [185| (characterization of orthogonal projection onto subspace) depends directly

from:

Definition |58| (vector spaca ,

Definition [65| (bilinear mapj),
Definition [70| (vector subtraction)),

Definition |74] (subspace),
Definition [161| (inner product),

Lemma [181| (characterization of orthogonal projection onto conved),

Lemma [182] (subspace is conved)).

Lemma [186] (orthogonal projection is continuous linear map]) depends directly from:

Definition
Definition
Definition [65)
Definition |74
Lemma (]lmear map preserves linear combinations),

Lipschitz continuity),
vector spac

Lemma (10 (]norm s nonnegative),

Lemma

Lemma
Theorem (183

Cauchy—Schwarz inequality with norms),
(orthogonal projection onto complete subspace),
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Definiti
Lemma

on (orthogonal projection onto complete subspace),

85| (characterization of orthogonal projection onto subspace)).

Definition [187] (orthogonal complement) has no direct dependency.

Lemma [18§] (trivial orthogonal complements) depends directly from:
Lemma [77| (trivial subspaces),
Definition (inner product),
Lemma (inner product with zero is zero),
Definition (orthogonal complement]).

Lemma [189| (orthogonal complement is subspacé) depends directly from:
Definition [65| (bilinear map),
Lemma (79| (closed under linear combination is subspace),
Definition (inner product),
Lemma (inner product with zero is zerd),
Definition (orthogonal complemend).

Lemma [190| (zero intersection with orthogonal complement) depends directly from:
Definition inner product),
Definition orthogonal complement]).

Theorem [191] (direct sum with orthogonal complement when completé) depends directly

from:

Definition 58§ m),
Definition [65| (bilinear map),

Definition [81| (sum of subspaces),

Definition [83| (direct sum of subspaces),

Lemma 84] (equivalent definitions of direct sum)),

Definition [161| (inner product),

Lemma [167| (inner product with zero is zero),

Theorem [183| (orthogonal projection onto complete subspace),
Definition [184] (orthogonal projection onto complete subspace),
Lemma [185| (characterization of orthogonal projection onto subspace),
Definition [187| (orthogonal complemen
Lemma (zero intersection with ort

9

hogonal complement]).

Lemma [192] (sum is orthogonal sum)) depends directly from:
Definition [58| (vector space]),
Lemma (79| (closed under linear combination is subspace),
Definition [80] (linear spani),
Definition sum of subspacesd),
Theorem orthogonal projection onto complete subspace),
Theorem direct sum with orthogonal complement when completd).

Lemma [193] (sum of complete subspace and linear span is closed) depends directly from:
Lemma 31| (closed s limit of sequences),
Lemma 44| (compatibility of limit with continuous functions),
Lemma (79| (closed under linear combination is subspace),

Definition |80,
Definition |81

linear span)),
sum of subspacesd),

Lemma [85] (|

irect sum with linear spanl),

Lemma [112

linear span is closed),

Lemma (146

identity map is continuous),

Theorem (147

Theorem (183
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Lemma orthogonal projection is continuous linear mapj),
Lemma zero intersection with orthogonal complementd),
Theorem [191] (direct sum with orthogonal complement when complete]).

Definition (Hilbert space) depends directly from:
Lemma (norm gives distance),

Definition (square root of inner squard),
Lemma (inner product gives norm)).

Lemma [195] (closed Hilbert subspace) depends directly from:
Lemma [39| (closed subset of complete is complete),
Definition [74] (subspace]),

Lemma (166)| (inner product subspace),

Definition [194] (Hilbert spacd).

Theorem [196| (Riesz—Fréchet) depends directly from:
Definition [2f (supremu
Definition [58
Definition [62
Definition [64
Definition |65 ,
Definition [70| (vector subtraction]),

Definition |71 (scalar division)),

Lemma (73| (zero-product property),

Lemma (78| (closed under vector operations is subspace]),
Lemma (91| (lznear map preserves zerd),

Lemma [92| (linear map preserves linear combinations),
Definition [97] (isomorphism]),

Definition [98] (kernel),

Lemma (99| (kernel is subspace]),

Lemma [100| (injective linear map has zero kernel),
Definition [102| (norm]),

Definition [104] (normed vector space),

Lemma [106| (norm preserves zerd),

Lemma [107| (norm is nonnegative),

Lemma [108| (normalization by nonzero),

Definition [122 (linear isometry),

Definition |135| (operator norm)),
Definition [139| (bounded linear map),

Theorem (142 (continuous linear map)),

Lemma (144 (finite operator norm is continuous),

Lemma [145| (linear isometry is continuous),

Lemma [149| (continuous linear maps have closed kernel),
Definition [152] (topological dual),

Definition [153 W

Lemma [154| ([topological dual is complete normed vector space),
Definition [155| (bra-ket notation)),

Lemma [156| (bra-ket is bilinear map)),

Definition [161] (inner product),

Definition [165| (inner product space)),

Lemma [167| (inner product with zero is zerd),

Lemma [174

squared norm)),

Lemma [175

Cauchy—-Schwarz inequality with norms),

Theorem (183

(orthogonal projection onto complete subspacd),

Definition [184] (orthogonal projection onto complete subspace),
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Definition [187| (orthogonal complement)),

Lemma [188| ([trivial orthogonal complements),

Lemma [189| (orthogonal complement is subspace),

Theorem [191| (direct sum with orthogonal complement when completé),
Definition [194] (Hilbert space),

Lemma [195| (closed Hilbert subspace)).

Lemma [197] (compatible p for Lax—Milgram]) has no direct dependency.

Theorem [198| (Laz—Milgram)) depends directly from:

Definition [46| (Lipschitz continuity),

Definition [48| (contraction)),

Theorem [56 @Mﬁ

Definition [58] (fvector space),

Definition [65| (bilinear mapi),

Lemma [69| (minus times yields opposite vector]),

Definition [70| (vector subtraction)),

Lemma (73| (zero-product property),

Definition [102| (norm)),

Definition [104] (normed vector spacd),

Lemma [106| (norm preserves zero),

Lemma [107| (norm s nonnegative),

Definition [122| (linear isometry),

Lemma [146| (identity map is continuous),

Theorem [147| (normed vector space of continuous linear maps),
Lemma [148| (operator norm estimation)),

Lemma [150| (compatibility of composition with continuity),
Lemma [154| (topological dual is complete normed vector space),
Definition [157| (bounded bilinear forml),
Lemma [158| (representation for bounded bilinear form)),
Definition [159| (coercive bilinear formi),

Lemma [160| (coercivity constant is less than continuity constant)),
Definition [161| (inner product),

Lemma [168| (square expansion plus),
Lemma [177| (inner product gives normj),
Definition [187| (orthogonal complementd),
Lemma [188| (¢rivial orthogonal complements),
Definition [194| (Hilbert space),
Theorem [196| (Riesz—Fréchet)),
Lemma [197| (compatible p for Laz—Milgram)).

Lemma [199] (Galerkin orthogonality) depends directly from:
Definition bilinear map)),
Definition subspace).

Theorem [200| (Laz—M:lgram, closed subspace]) depends directly from:
Lemma (195| (closed Hilbert subspace]),

Theorem [198| (Laz—Milgram)).

Lemma Céal) depends directly from:
Definition [58| (vector space),
Definition [65| (bilinear maab,
Definition [70| (vector subtraction]),
Definition [102| (rormj),

Lemma [106| (norm preserves zerd),
Lemma [107| (norm is nonnegative),
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Definition |15
Definition |159
Definition [161

bounded bilinear form)),
coercive bilinear form)),
inner product),

Lemma [199| (Galerkin orthogonality),

Theorem [200| (Laz—Milgram, closed subspace).

Lemma [202] (finite dimensional subspace in Hilbert space is closed) depends directly from:

Lemma [39| (closed subset of complete is complete),

Definition 82| (finite dimensional subspace),

Lemma [112| ({linear span is closed),

Lemma (192| (sum is orthogonal sumj),

Lemma [193| (sum of complete subspace and linear span is closed),

Definition 194

(Hilbert space).

Theorem [203| (Laz—Milgram—Céa, finite dimensional subspace) depends directly from:

Theorem [198
Theorem [200

Laz—Milgram|),

Lax—Milgram, closed subspace),

éd),

Lemma [201
Lemma

nite dimensional subspace in Hilbert space is closed).
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C Is a direct dependency of. ..

Definition [2] (supremum]) is a direct dependency of:
Lemma [5| (supremum is positive scalar multiplicative]),
Lemma [§] (finite mazimum],
Lemma (10| (duality infimum-supremum)),
Lemma [138| ((operator norm is nonnegative)),
Theorem (142 (continuous linear map)),
Lemma (144 (finite operator norm is continuous),
Theorem [147| (normed vector space of continuous linear maps),
Lemma [148| (operator norm estimation]),

Theorem (196 1|Rz'esszréche§|).

Lemma 3| (finite supremum)]) is a direct dependency of:

Lemma [§] (finite mazimum],
Lemma nite nfimumy),

Theorem (continuous linear map).

Lemma El (discrete lower accumulation)) is a direct dependency of:
Lemma (12| (discrete upper accumulation)).

Lemma 5| (supremum is positive scalar multiplicative)) is a direct dependency of:
Theorem (normed vector space of continuous linear maps).

Definition [7] (mazimum)) is a direct dependency of:
Lemma 8] (finite mazimum].

Lemma || (finite mazimum)) is a direct dependency of:

Lemma 1|ﬁm'te mim‘muml .

Definition [9] (infimum)) is a direct dependency of:
Lemma (10| (duality infimum-supremuml),
Theorem [180| (orthogonal projection onto nonempty complete conved),
Lemma (181 (characterization of orthogonal projection onto convex).

Lemma duality infimum-supremum)) is a direct dependency of:
Lemma 11| (finite infimum)),
Lemma 15| (finite minimumj).

Lemma nite infimum]) is a direct dependency of:
Lemma (13| (finite infimum discrete).

Lemma discrete upper accumulation) is a direct dependency of:
Lemma (13| (finite infimum discrete).

Lemma [13| (finite infimum discreté) is a direct dependency of:
Theorem (orthogonal projection onto nonempty complete conved)).

Definition [14] (minimum)) is a direct dependency of:
Lemma (15| (finite minimum]),
Theorem (180 (orthogonal projection onto nonempty complete conved),
Lemma [181| (characterization of orthogonal projection onto convea).

Lemma finite minimum)) is a direct dependency of:
Lemma [181| (characterization of orthogonal projection onto convea).
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Definition [16] (distance) is a direct dependency of:

Definition |1

Lemma [18

iterated triangle inequality),

Lemma [24

singleton is closed),

Lemma [2

variant of point separation|),

Lemma [28

limit is unique),

Lemma [29

closure is limit of sequences),

Lemma 33

stationary sequence is convergend)),

Lemma (35

equivalent definition of Cauchy sequence),

Lemma [36

convergent sequence is Cauchy),

Theorem {7

(equivalent definition of Lipschitz continuity),

Lemma [50

zero-Lipschitz continuous is constant)),

Theorem [56

Lemma (111
Lemma (129

(fized point)),
norm gives distance),
scalar multiplication is continuous).

[metric spacé) is a direct dependency of:

Lemma (111

(norm gives distance).

Lemma (iterated triangle inequality) is a direct dependency of:

Theorem [fized poind).

Definition

Definition

(closed ball) is a direct dependency of:

Lemma 29| (closure is limit of sequences),

Lemma

(equivalent definition of closed unit ball).

(spheré]) is a direct dependency of:

“_-b

Lemma (equivalent definition of unit sphere).

Definition (open subset)) is a direct dependency of:
Lemma [23| (equivalent definition of closed subsed).

Definition (closed subsed) is a direct dependency of:

Lemma

Lemma

Definition

Lemma

equivalent definition of closed subset)),

Lemma

closed equals closure).

equivalent definition of closed subsel)) is a direct dependency of:

Lemma [24

singleton is closed),

Lemma [30

closed equals closure).

singleton is closed) is a direct dependency of:

Lemma [112
Lemma [149

linear span is closed),
continuous linear maps have closed kernel).

(closuré) is a direct dependency of:

Lemma

closure is limit of sequences),

Lemma

closed equals closure),

Lemma

closed is limit of sequences).

Definition [26| (convergent sequence)) is a direct dependency of:

Lemma

limit is unique),

Lemma

closure is limit of sequences),

Lemma

stationary sequence is convergend)),

Lemma

convergent sequence is Cauchyf),

Lemma

compatibility of limit with continuous functions),

Lemma

convergent iterated function sequence),

Lemma [112

linear span is closed),

Lemma [151

complete normed vector space of continuous linear maps).
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Lemma

Lemma

Lemma

variant of point separation) is a direct dependency of:
28| (limat is unique).

limat 1s uniqué) is a direct dependency of:

Lemma (36
Lemma [55
Lemma [112

convergent sequence is Cauchy),
convergent iterated function sequence),
(linear span is closed).

Lemma closure is limit of sequences) is a direct dependency of:

Lemma [31

closed is limit of sequences),

Lemma 39

closed subset of complete is complete)).

Lemma closed equals closure)) is a direct dependency of:

Lemma [31

closed is limit of sequences),

Lemma 39

closed subset of complete is complete).

Lemma closed is limit of sequences)) is a direct dependency of:

Lemma [112
Lemma (193

linear span is closed),
sum of complete subspace and linear span is closed).

Definition [32] (stationary sequence) is a direct dependency of:

Lemma

stationary sequence is convergent),

Lemma

stationary iterated function sequence)),

Lemma

convergent iterated function sequence),

Theorem [56,

[fized poind).

Lemma stationary sequence is convergent) is a direct dependency of:

Lemma [55

convergent iterated function sequence),

Theorem [56
Lemma [151

(fized point)),

(complete normed vector space of continuous linear maps).

Definition [34] (Cauchy sequence]) is a direct dependency of:

Lemma (35

equivalent definition of Cauchy sequence),

Lemma [36

convergent sequence is Cauchy),

Lemma (112
Lemma [151
Theorem [18

linear span is closed),
complete normed vector space of continuous linear mapd),
0| (orthogonal projection onto nonempty complete conved)).

Lemma (equivalent definition of Cauchy sequence]) is a direct dependency of:

Theorem [fized poind).

Lemma convergent sequence is Cauchyf) is a direct dependency of:

Lemma (112

(linear span is closed).

Definition [37| (complete subset)) is a direct dependency of:

Lemma 39

closed subset of complete 1s completé),

Theorem [56
Lemma [112
Lemma [151

(fized poind),
linear span 1s closed),
complete normed vector space of continuous linear maps),

Theorem (180 (orthogonal projection onto nonempty complete conved)).

Definition |38| (complete metric space)) is a direct dependency of:

Lemma [39

closed subset of complete is completé),

Theorem [56

(fized poind),

Lemma [151

(complete normed vector space of continuous linear maps).

Lemma closed subset of complete is completé) is a direct dependency of:

Lemma [195
Lemma [202
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Definition [42| (continuity in a poind)) is a direct dependency of:

Lemma [44| (c

ompatibility of limit with continuous functions),

Lemma (49

uniform continuous is continuous),

Lemma [128

vector addition is continuous),

Lemma [129

scalar multiplication is continuous),

Theorem (142

(continuous linear map).

Definition (pointwise continuity) is a direct dependency of:

Lemma

(uniform continuous is continuous),

Lemma

vector addition is continuous),

Lemma

scalar multiplication is continuous),

Theorem (142

(continuous linear map).

Lemma com

patibility of limit with continuous functions) is a direct dependency of:

Lemma (151

complete normed vector space of continuous linear maps),

Theorem (180

(orthogonal projection onto nonempty complete conved),

Lemma [193

sum of complete subspace and linear span is closed).

Definition (uniform continuity) is a direct dependency of:

Lemma

uniform continuous is continuous),

Lemma

Lipschitz continuous is uniform continuous)).

Definition Lipschitz continuity)) is a direct dependency of:

Theorem

(equivalent definition of Lipschitz continuity),

Lemma [50| (=

ero-Lipschitz continuous is constand)),

Lemma [51

Lipschitz continuous is uniform continuous),

Lemma [54

iterate Lipschitz continuous mapping),

Lemma [55

convergent iterated function sequence),

Theorem [56

(fized point)),

Lemma [119

norm s one-Lipschitz continuous),

Theorem (142

(continuous linear map),

Lemma [186

orthogonal projection is continuous linear mapj),

Theorem [198

(Laz—Milgram]).

Theorem (equivalent definition of Lipschitz continuity)

Definition

(contraction

D is a direct dependency of:

uniform continuous is continuous) is a direct dependency of:

121

norm is continuous),

Theorem (142

(continuous linear map).

(|zero

Lemma

-Lipschitz continuous is constant)) is a direct dependency of:

Lemma

Lipschitz continuous is uniform continuous),

Lemma

convergent iterated function sequence),

Theorem [56

[fized poind).

Lemma

Lipschitz continuous is uniform continuous) is a direct dependency of:

Lemma {120

Theorem (142

norm is uniformly continuous),
(continuous linear map).

Definition (iterated function sequence)) is a direct dependency of:

stationary iterated function sequence),

iterate Lipschitz continuous mapping),

convergent iterated function sequence).
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Lemma (stationary iterated function sequence) is a direct dependency of:

Theorem [56| (fived point).

Lemma (iterate Lipschitz continuous mapping) is a direct dependency of:

Theorem [56| (fived point).

Lemma (convergent iterated function sequence) is a direct dependency of:

Theorem [56| (fized point).

Theorem (fized poind) is a direct dependency of:
Theorem (Lax—Milgram).

Definition [58| (vector spacé) is a direct dependency of:
Lemma [68| (zero times yields zero)),
Lemma [69| (minus times yields opposite vector]),
Lemma (72| ({times zero yields zerd),
Lemma (73| (zero-product property),
Lemma (78| (closed under vector operations is subspace),
Lemma (79| (closed under linear combination is subspace),
Lemma [84] (equivalent definitions of direct sum)),
Lemma [87| (product is space),
Lemma (90| (space of mappings to a space)),
Lemma 92| (linear map preserves linear combinations),
Lemma 93| (space of linear maps),
Lemma (99| (kernel is subspace]),
Lemma [100] (injective linear map has zero kernel),
Lemma [106| (norm preserves zero),
Lemma [107| (norm is nonnegative),
Lemma [112| (linear span is closed),
Lemma zero on unit sphere is zero),
Lemma vector addition is continuous),
Lemma scalar multiplication is continuous),
Lemma, complete normed vector space of continuous linear maps),
Lemma representation for bounded bilinear form),
Lemma [167| (inner product with zero is zero),
Theorem (180 (orthogonal projection onto nonempty complete conved),
Lemma [181| (characterization of orthogonal projection onto conved),
Theorem (183 (orthogonal projection onto complete subspace),
Lemma (185 (characterization of orthogonal projection onto subspace),
Lemma [186| (orthogonal projection is continuous linear map),
Theorem [191| (direct sum with orthogonal complement when completé),
Lemma [192] (sum is orthogonal sumj),
Theorem [196| (Riesz—Fréchet]),
Theorem [198 mg{

Lemma [201 Lé(_l]).

|5l
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Definition (set of mappings to space) is a direct dependency of:
Lemma 90| (space of mappings to a space)).

Definition [62] (Tinear map)) is a direct dependency of:
Lemma 91| (linear map preserves zerd)),
Lemma (92| (linear map preserves linear combinations),
Lemma 93| (space of linear maps),
Lemma 95| (identity map is linear map)),
Lemma (96| (composition of linear maps is bilinear)),
Lemma [100] (injective linear map has zero kernel),
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Lemma|l1l

zero on unit sphere is zero),

Lemma [133

norm of image of unit vector),

Theorem (142

(continuous linear map),

Lemma (151

complete normed vector space of continuous linear mapd),

Lemma [156

bra-ket is bilinear map),

Theorem (196

1|Rz‘essz récheﬂ) .

Definition (set of linear maps)) is a direct dependency of:
Lemma (93| (space of linear maps).

Definition [64] (linear form)) is a direct dependency of:

Definition 65

Lemma [158

representation for bounded bilinear form)),

Theorem (196

1|Riesz—FTécheﬂ) .

(bilinear map)) is a direct dependency of:

Lemma

96| (composition of linear maps is bilinear)),

Lemma

bra-ket is bilinear map),

Lemma

representation for bounded bilinear form)),

Lemma

inner product with zero is zero),

Lemma

square expansion plus),

Lemma

square expansion minus),

Lemma

Cauchy—Schwarz inequality),

Lemma

characterization of orthogonal projection onto conved),

Lemma

characterization of orthogonal projection onto subspace),

Lemma

orthogonal projection is continuous linear map),

Lemma

orthogonal complement is subspace),

direct sum with orthogonal complement when completd),

Riesz—Fréchet)),
Laxz—Milgram),

alerkin orthogonality),

Ced).

Definition [66| (bilinear form)) is a direct dependency of:
Lemma (representation for bounded bilinear form)).

Definition

Lemma

67| (set of bilinear forms)) is a direct dependency of:

Lemma (representation for bounded bilinear form).

Lemma zero

times yields zero) is a direct dependency of:

Lemma 69| (minus times yields opposite vecton)),

Lemma [73| (zero-product property),

Lemma 91 (linear map preserves zerd),

Lemma 92| (linear map preserves linear combinations),

Lemma [106

norm preserves zero),

Lemma [129

scalar multiplication is continuous).

minus times yields opposite vector) is a direct dependency of:

Lemma (78| (closed under vector operations is subspace),

Lemma [84] (equivalent definitions of direct suml),

Theorem [198

(Laz—Milgram]).

Definition 70| (vector subtraction]) is a direct dependency of:
Lemma (72| (times zero yields zero)),
Lemma 84] (equivalent definitions of direct sum)),

Lemma (100

injective linear map has zero kernel),

Lemma (111

norm gives distance),

Lemma [112

linear span s closed),
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Theorem (142

(continuous linear map),

Lemma [158

representation for bounded bilinear form)),

Lemma [16

inner product with zero is zero),

Lemma [169

square expansion minus),

Theorem (180

(orthogonal projection onto nonempty complete conved),

Lemma [181

characterization of orthogonal projection onto conved),

Lemma [185

characterization of orthogonal projection onto subspace),

Theorem (196
Theorem [198

Riesz—Fréchet),
Lax—Milgram|),

Lemma [201

Definition |71 (scalar division)) is a direct dependency of:
Lemma [108| (normalization by nonzero),
Theorem (180 (orthogonal projection onto nonempty complete conved),

Theorem (196 Riesz—Frécheﬂ).

Lemma times zero yields zero|) is a direct dependency of:
Lemma, 73| (zero-product propertay),
Lemma (93| (space of linear map
Lemma 99| (kernel is subspace]),
Lemma [117| (zero on unit sphere is zero)).

Lemma (

Lemma
Lemma
Theorem (196
Theorem

zero-product property) is a direct dependency of:
closed under linear combination is subspace),
direct sum with linear spani),

Riesz—F récheltslb ,
Lax—Milgram)).
Definition [74] (subspacé) is a direct dependency of:
Lemma [77| (trivial subspaces),
Lemma (78| (closed under vector operations is subspace)),
Lemma [166)| ([inner product subspace),
Theorem [183| (orthogonal projection onto complete subspace),
Lemma [185| (characterization of orthogonal projection onto subspace),
Lemma [186| (orthogonal projection is continuous linear map),

Lemma [195| (closed Hilbert subspace),
Lemma [199| (Galerkin orthogonality).

Lemma trivial subspaces) is a direct dependency of:
Lemma 18§ (trivial orthogonal complements).

Lemma (closed under vector operations is subspace) is a direct dependency of:
Lemma closed under linear combination is subspace),
Lemma equivalent definitions of direct sum)),
Lemma direct sum with linear spani),
Theorem (147| (normed vector space of continuous linear maps),

Theorem Riesz—Fréchet).

Lemma closed under linear combination is subspace)) is a direct dependency of:
Lemma [93| (space of linear maps),
Lemma 99| (kernel is subspace),
Lemma [182| (subspace is conveq),
Lemma [189| (orthogonal complement is subspace),
Lemma [192| (sum is orthogonal sum)),
Lemma [193| (sum of complete subspace and linear span is closed).
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Definition |80

(linear spanl) is a direct dependency of:

Lemma 85| (direct sum with linear spanj),

Lemma linear span 1s closed),

Lemma sum is orthogonal sum)),

Lemma sum of complete subspace and linear span is closed).

Definition (sum of subspaces)) is a direct dependency of:
Theorem [191] (direct sum with orthogonal complement when complete),
Lemma (192| (sum is orthogonal sumj),
Lemma [193| (sum of complete subspace and linear span is closed).

Definition |82 ([finite dimensional subspace)) is a direct dependency of:
Lemma (finite dimensional subspace in Hilbert space is closed).

Definition (direct sum of subspaces) is a direct dependency of:
Lemma [84] (equivalent definitions of direct suml),
Theorem (direct sum with orthogonal complement when completé).

Lemma (equivalent definitions of direct sum)) is a direct dependency of:
Lemma 85| (direct sum with linear spanj),
Theorem (direct sum with orthogonal complement when completé).

Lemma direct sum with linear span)) is a direct dependency of:
Lemma [193| (sum of complete subspace and linear span is closed).

Definition |86 (product vector operations) is a direct dependency of:
Lemma [87| (product is space),
Lemma [product is normed vector space),
Lemma vector addition is continuous).

Lemma iproduct 1s space) is a direct dependency of:
Lemma (96| (composition of linear maps is bilinear)),
Lemma [127| (product is normed vector space)),

Lemma [156| (bra-ket is bilinear mapl).

Definition [88| (inherited vector operations) is a direct dependency of:
Lemma [90| (space of mappings to a space),
Lemma 93| (space of linear maps),
Lemma [96| (composition of linear maps is bilinear),
Theorem [147] (normed vector space of continuous linear maps)),
Lemma [151] (complete normed vector space of continuous linear maps),
Lemma [156| (bra-ket is bilinear map),
Lemma [158| (representation for bounded bilinear form)).

Lemma space of mappings to a space) is a direct dependency of:
Lemma 93| (space of linear maps).

Lemma linear map preserves zero)) is a direct dependency of:
Lemma 99| (kernel is subspace),
Lemma [100] (injective linear map has zero kernel),
Lemma [117| (zero on unit sphere is zero),
Theorem [142| (continuous linear map),
Lemma [148| (operator norm estimation)),
Lemma [151| (complete normed vector space of continuous linear mapd),

Theorem (196 1|Rz'esszréche§|).
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Lemma

Lemma
Lemma
Lemma
Lemma
Lemma

Theorem (196

Lemma

Lemma

Definition
Lemma
Lemma

Lemma

Lemma

Lemma

Lemma

linear map preserves linear combinations) is a direct dependency of:
96| ((composition of linear maps is bilinear)),

99| (kernel is subspace),

151| ((complete normed vector space of continuous linear mapd),

153 representation for bounded bilinear form),

186| ((orthogonal projection is continuous linear mapj),

1|Rz‘essz réchegl) .

space of linear maps) is a direct dependency of:
96| (composition of linear maps is bilinear)).

(identity map) is a direct dependency of:

(identity map is linear map),
(¢dentity map is linear isometry).

tdentity map is linear map)) is a direct dependency of:
123| (identity map is linear isometry).

com;
150

position of linear maps s bilinear) is a direct dependency of:
compatibility of composition with continuity).

Definition [97] (isomorphism]) is a direct dependency of:
Theorem [100] (Ricsz Fréched)

Definition [98 (kernel) is a direct dependency of:
Lemma 99| (kernel is subspace),

Lemma

Lemma

Theorem (196

injective linear map has zero kernel),
continuous linear maps have closed kernel),

1|Rz'essz récheﬂ) .

Lemma (kernel is subspace) is a direct dependency of:
Theorem [196| (Riesz—Fréchet).

Lemma |100|

injective linear map has zero kernel) is a direct dependency of:

Theorem

Lemma |101|

196 1|Riesszréche§|).

K is space) is a direct dependency of:

Lemma
Lemma

bra-ket is bilinear map),
representation for bounded bilinear form)).

Lemma
Lemma
Lemma
Lemma
Lemma
Lemma
Lemma
Lemma
Lemma
Lemma
Lemma
Lemma

Theorem (142
Theorem (14

Lemma
Lemma

RR n® 8934
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Definition [104

Lemma {160

coercivity constant is less than continuity constand),

Lemma [17

inner product gives norml),

Theorem (180

(orthogonal projection onto nonempty complete conved),

Lemma [186

orthogonal projection is continuous linear mapj),

Theorem (196
Theorem [198

Lemma [201

Riesz—Fréchet)),
Lax—Milgram)),

[Céd).

(normed vector space) is a direct dependency of:

Lemma [105

K is normed vector space),

Lemma [106

NOTM PTESETVES ZET0)),

Lemma (10

norm is nonnegative),

Lemma [118

reverse triangle inequality),

Lemma (12

product is normed vector space),

Theorem (147

(normed vector space of continuous linear maps),

Lemma [158

representation for bounded bilinear form)),

Lemma [17

inner product gives norm),

Theorem (196
Theorem [198

Riesz—Fréchet)),
Lax—Milgram)).

Lemma [105| (K is normed vector spacé) is a direct dependency of:
Lemma (topological dual is complete normed vector spac).

Lemma [106] (norm preserves zerd)) is a direct dependency of:

Lemma [134

norm of image of unit sphere),

Theorem (142

(continuous linear map),

Lemma [148

operator norm estimation),

Theorem (196
Theorem [198

Lemma [201

Riesz—Fréchet)),
Lax—Milgram)),

[Céd).

Lemma [107] (rorm is nonnegative) is a direct dependency of:

Lemma [108

normalization by nonzero),

Lemma (111

norm gives distance),

Lemma [112

linear span is closed),

Lemma (12

[product is normed vector space),

Lemma [133

norm of image of unit vector,

Lemma [138

operator norm is nonneqgativel),

Theorem (147

(normed vector space of continuous linear maps),

Lemma 148

operator norm estimation),

Lemma [158

representation for bounded bilinear form),

Lemma [160

coercivity constant is less than continuity constand),

Theorem (180

(orthogonal projection onto nonempty complete conved),

Lemma [181

characterization of orthogonal projection onto conved),

Lemma [186

orthogonal projection is continuous linear map),

Theorem (196
Theorem [198

Lemma [201

Riesz—Fréchet)),
Lax—Milgram)),

[Céd).

Lemma [108] (rormalization by nonzerd) is a direct dependency of:
Lemma zero on unit sphere is zero),

Lemma

norm of image of unit vector)),

Theorem (196

1|R2'esz—Fréche§|) .

Definition (dzstance associated with norm)) is a direct dependency of:

Lemma (norm gives distance),
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Lemma linear span is closed),

Lemma equivalent definition of closed unit ball),

Lemma equivalent definition of unit sphere),

Lemma norm is one-Lipschitz continuous),

Lemma vector addition is continuous),

Lemma scalar multiplication is continuous),

Lemma complete normed vector space of continuous linear maps).

Lemma [111|

(norm gives distance) is a direct dependency of:

Lemma
Lemma
Lemma

114) ([equivalent definition of closed unit ball),
116| (equivalent definition of unit sphere),

151| (complete normed vector space of continuous linear maps),

Definition [194] (Hilbert spacd).

Lemma |112|

(lanear span is closed) is a direct dependency of:

Lemma
Lemma

193| (sum of complete subspace and linear span is closed),

202| (finite dimensional subspace in Hilbert space is closed).

Definition (closed unat ball) is a direct dependency of:
Lemma (equivalent definition of closed unit ball).

Lemma [114]

Theorem [142| (continuous linear mapj).

Definition (unit spheré) is a direct dependency of:
a

Lemm

Lemma |116|

(equivalent definition of unit sphere]).

Lemma
Lemma

zero on unit sphere is zero),
norm of image of unit sphere),

Theorem (142 (continuous linear map)),

Lemma

compatibility of composition with continuity),

equivalent definition of closed unit ball) is a direct dependency of:

(equivalent definition of unit sphere) is a direct dependency of:

Lemma

representation for bounded bilinear form)).

Lemma [117] (zero on unit sphere is zerd) is a direct dependency of:
Theorem (normed vector space of continuous linear maps).

Lemma [118] (reverse triangle inequality) is a direct dependency of:
Lemma (norm is one-Lipschitz continuous).

Lemma [119] (rorm is one-Lipschitz continuous) is a direct dependency of:
Lemma (norm is uniformly continuous).

Lemma [120] (rorm is uniformly continuous) is a direct dependency of:
Lemma (norm is continuous).

Lemma [121] (rorm is continuous) is a direct dependency of:
Lemma [151] (complete normed vector space of continuous linear maps),
Theorem (180 (orthogonal projection onto nonempty complete conved)).

Definition [122] (Tinear isometry) is a direct dependency of:
Lemma [123| (identity map is linear isometry),
Lemma linear isometry is continuous),

Theorem [196| (Riesz—Fréchet]),
Lax—Milgram)).

Theorem [198
Lemma [123] (identity map is linear isometry) is a direct dependency of:
Lemma (identity map is continuous).
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Definition [124] (product norm)) is a direct dependency of:

roduct is normed vector space]),

Lemma |12
Lemma

vector addition s continuous).

Lemma [127] (product is normed vector spacé) is a direct dependency of:

Lemma (vector addition is continuous).

Lemma [12§] (vector addition is continuous) is a direct dependency of:

Lemma (complete normed vector space of continuous linear maps).

Lemma [129| (scalar multiplication is continuous) is a direct dependency of:

Lemma (complete normed vector space of continuous linear maps).

Lemma [133] (norm of image of unit vector) is a direct dependency of:

Lemma (norm of image of unit sphere)).

Lemma [134] (norm of i1mage of unit sphere) is a direct dependency of:

Lemma (equivalent definition of operator norm)).

Definition (operator norm]) is a direct dependency of:

Lemma (13

equivalent definition of operator norml),

Theorem (142

(continuous linear map),

Lemma [148

operator norm estimation),

Lemma [151

complete normed vector space of continuous linear maps),

Theorem (196

1|Rz'esszrécheﬂ) .

Lemma [137] (equivalent definition of operator norm)) is a direct dependency of:

Lemma [138

operator norm is nonneqgativel),

Theorem (142
Theorem

continuous linear map),
normed vector space of continuous linear maps).

Lemma |138|

operator norm is nonnegative) is a direct dependency of:

Theorem (142

(continuous linear map).

Definition [139| (bounded linear map)) is a direct dependency of:

Theorem (142

(continuous linear map),

Lemma 144

nite operator norm is continuous),

Lemma [151

complete normed vector space of continuous linear maps),

Lemma [158

representation for bounded bilinear form),

Theorem [196

1|Rz'esz7Fréchej) .

Definition [140| (lznear map bounded on unit ball) is a direct dependency of:

Theorem (142

(continuous linear map),

Lemma [144

nite operator morm is continuous).

Definition [141| (lznear map bounded on unit sphere) is a direct dependency of:

Theorem (142

(continuous linear map),

Lemma (144

nite operator morm is continuous),

Theorem (147}

(normed vector space of continuous linear maps).

Theorem |142|

continuous linear map) is a direct dependency of:

Lemma (144

nite operator morm is continuous),

Lemma (151

complete normed vector space of continuous linear mapd),

Theorem (196

1|Rz'essz récheﬂ) .

Definition [143| (set of continuous linear maps) is a direct dependency of:

Lemma 144

nite operator norm is continuous),

Theorem (147}

(normed vector space of continuous linear maps).
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Lemma [144) ([fins

te operator norm is continuous) is a direct dependency of:

Lemma [145

linear isometry is continuous),

Theorem (147

(normed vector space of continuous linear maps),

Lemma [150

compatibility of composition with continuity),

Lemma [151

complete normed vector space of continuous linear mapd),

Lemma [158

representation for bounded bilinear form),

Theorem [196

1|Rz‘essz réchegl) .

Lemma [145| (linear isometry is continuousd) is a direct dependency of:

Lemma [146

identity map is continuous),

Theorem (196

1|Riesz7F récheﬂ) .

Lemma [146| (identity map is continuousd) is a direct dependency of:

Lemma [193

sum of complete subspace and linear span is closed),

Theorem [198

(Laz—Milgram]).

Theorem [147| (normed vector space of continuous linear maps) is a direct dependency

of:

Lemma

operator norm estimation),

Lemma

complete normed vector space of continuous linear maps),

Lemma

topological dual is complete normed vector spacd),

Lemma

representation for bounded bilinear form)),

Lemma

sum of complete subspace and linear span is closed),

Theorem [198

(Laa—Milgram]).

Lemma [148] (ope

rator norm estimation)) is a direct dependency of:

Lemma {150

compatibility of composition with continuity),

Theorem [198

(Laz—M:lgram)).

Lemma [149| (continuous linear maps have closed kernel) is a direct dependency of:

Theorem (196

1|Rz'essz réchegl) .

Lemma [150| (compatibility of composition with continuity) is a direct dependency of:

Theorem [198

Laz—Milgram).

Lemma [151] (complete normed vector space of continuous linear maps) is a direct de-

pendency of:

Lemma (topological dual is complete normed vector spacd).

Definition [152| (topological dual) is a direct dependency of:

Lemma [158

representation for bounded bilinear form)),

Theorem (196

1|Riesz—Frécheﬂ) .

Definition [153] (dual norm)) is a direct dependency of:

Lemma [154

topological dual is complete normed vector space),

Lemma

representation for bounded bilinear form)),

Theorem (196

1|Riesz—FTécheﬂ) .

Lemma [154] (fopological dual is complete normed vector space) is a direct dependency of:

bra-ket is bilinear ma

representation for bounded bilinear form)),

Theorem (196

Theorem [198

Riesz—Fréchet)),
Lax—Milgram).

Definition [155| (bra-ket notation) is a direct dependency of:

Lemma [156

bra-ket is bilinear map),

Lemma

representation for bounded bilinear form),

Theorem (196
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Lemma [156] (bra

-ket is bilinear map)) is a direct dependency of:

Lemma [158

representation for bounded bilinear form)),

Theorem (196

1|Riesz7Frécheg) .

Definition [157] (bounded bilinear form)) is a direct dependency of:

Lemma [158

representation for bounded bilinear form),

Lemma

coercivity constant is less than continuity constand),

Theorem [198

Lemma

Lax—Milgram)),
|Céal).

Lemma [158] (rep

resentation for bounded bilinear form)) is a direct dependency of:

Theorem (198

(Laz—M:lgram)).

Definition [159| ((coercive bilinear form)) is a direct dependency of:

Lemma {160

coercivity constant is less than continuity constand),

Theorem [198
Lemma [201

Lax—Milgram|),
|Cédl).

Lemma [160] (coercivity constant is less than continuity constani) is a direct dependency

of:

Theorem (Lax—Milgram)).

inner product subspace),

Definition [161] (inner product) is a direct dependency of:
Lemma [166
Lemma |16

inner product with zero is zero),

—
[ep)
Q0!

Lemma

square expansion plus),

—
o
Ne)

Lemma

square expansion minus),

—
-
[

Lemma

Cauchy—-Schwarz inequality),

[ury
BN |
W

Lemma

squared norm|),

[y
-3
(@

Lemma

Cauchy—Schwarz inequality with norms),

—
BN
D

Lemma

triangle inequality),

—
BN |

Lemma

inner product gives norml),

—
oo
—

Lemma

characterization of orthogonal projection onto conved),

Lemma

characterization of orthogonal projection onto subspace),

Lemma

orthogonal projection is continuous linear map),

Lemma

trivial orthogonal complements),

Lemma

orthogonal complement is subspace),

—==—==I=
@OOOOOOOOI
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Lemma

zero intersection with orthogonal complementd),

Theorem (191
Theorem (196
Theorem [198

direct sum with orthogonal complement when completd),

Riesz—Fréchet)),
Lax—Milgram)),

Lemma [201

[Céd).

Definition [165| (inner product space) is a direct dependency of:

Lemma [166

inner product subspace),

Theorem (180

(orthogonal projection onto nonempty complete conved),

Lemma [181

characterization of orthogonal projection onto conved),

Theorem (196

1|Rz'essz réchezl) .

Lemma [166] (inner product subspac

is a direct dependency of:

Lemma (closed Hilbert subspace).

Lemma [167] (inner product with zero is zero) is a direct dependency of:

trivial orthogonal complements),

orthogonal complement is subspace),

Theorem (191

direct sum with orthogonal complement when completd),

Theorem (196

Riesz—F récheﬂ) .
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Lemma [168] (square expansion plus) is a direct dependency of:

Lemma [169| (square expansion minus),
Lemma arallelogram identity),
Lemma Cauchy—-Schwarz inequality),
Lemma triangle inequality),

Lemma

characterization of orthogonal projection onto conved),

Theorem [198

Lemma |1 |

(Laz—Milgram]).

square expansion minus) is a direct dependency of:

Lemma [170| (parallelogram identity)).
Lemma [170| (parallelogram identity) is a direct dependency of:

Theorem [180| (orthogonal projection onto nonempty complete conveq).

auchy—Schwarz inequality) is a direct dependency of:

Lemma |1 |
Lemma

Definition [172| (square root of inner square) is a direct dependency of:

75| (Cauchy—Schwarz inequality with norms).

Lemma [174

squared norm|),

Lemma [175

Cauchy—Schwarz inequality with norms),

Lemma [17

inner product gives norm),

Definition [194] (Hulbert spacd).

Lemma [174] (squared no

is a direct dependency of:

Lemma [176

triangle inequality),

Theorem (180

(orthogonal projection onto nonempty complete conved),

Lemma [181

characterization of orthogonal projection onto conved),

Lemma [186
Theorem (196

orthogonal projection is continuous linear mapj),

1|Riesz7Fréchej) .

Lemma [175] (Cauchy—Schwarz inequality with norms) is a direct dependency of:
Lemma [176)| (triangle inequality),
Lemma [186| (orthogonal projection is continuous linear map),

Theorem (196 1|Rz'esz—Fréche§|).

Lemma [176] (triangle inequality) is a direct dependency of:
Lemma [177| (inner product gives norm).

Lemma [177] (inner product gives norm)) is a direct dependency of:

Definition (Hilbert space),
Theorem [198| (Lax—Milgram]).

Definition [179] (convex subsef) is a direct dependency of:
Theorem [180| (orthogonal projection onto nonempty complete conved),
Lemma [181| (characterization of orthogonal projection onto conved),
Lemma [182] (subspace is conved)).

Theorem [180| (orthogonal projection onto nonempty complete convea) is a direct depen-
dency of:
Theorem (orthogonal projection onto complete subspace).

Lemma [181] (characterization of orthogonal projection onto conved) is a direct depen-
dency of:
Lemma (characterization of orthogonal projection onto subspace).

Lemma |182| subs
Theorem (183
Lemma [185

pace s conved)) is a direct dependency of:
orthogonal projection onto complete subspace),
characterization of orthogonal projection onto subspace).
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Theorem |183|

orthogonal projection onto complete subspace)) is a direct dependency of:

Definition
Lemma [186
Theorem (191
Lemma {192
Lemma {193
Theorem (196

8

4| (orthogonal projection onto complete subspace),
orthogonal projection is continuous linear map),

(direct sum with orthogonal complement when completé),
sum is orthogonal sum)),

sum of complete subspace and linear span is closed),

1|Rz‘essz réchegl) .

Definition [184| (orthogonal projection onto complete subs

pace)) is a direct dependency of:

Lemma [186
Theorem (191
Theorem (196

orthogonal projection is continuous linear map),
direct sum with orthogonal complement when completd),

Riesz—F! réchegl) .

Lemma [185| (characterization of orthogonal projection onto subspace) is a direct depen-

dency of:
Lemma [186
Theorem (191

orthogonal projection is continuous linear map),
(direct sum with orthogonal complement when complete).

Lemma [186| (orthogonal projection is continuous linear map)) is a direct dependency of:

Lemma (sum of complete subspace and linear span is closed).

Definition [187] (orthogonal complemend) is a direct dependency of:

trivial orthogonal complements),

orthogonal complement is subspace),

zero intersection with orthogonal complement),

direct sum with orthogonal complement when completd),

Riesz—Fréchet),
Lax—Milgram).

Lemma [188] (trivial orthogonal complements)) is a direct dependency of:
Theorem [196| (Riesz—Fréchet)),
Theorem [198| (Lax—Milgram)).
Lemma [189| (orthogonal complement is subspacé) is a direct dependency of:
Theorem [196| (Riesz—Fréchet).
Lemma [190] (zero intersection with orthogonal complemend) is a direct dependency of:
Theorem [191| (direct sum with orthogonal complement when completé),
Lemma [193| (sum of complete subspace and linear span is closed).

Theorem [191] (direct sum with orthogonal complement when complete) is a direct de-

pendency of:

Lemma

sum is orthogonal sum)),

Lemma

sum of complete subspace and linear span is closed),

Theorem (196

1|Rz‘essz récheglb .

Lemma [192| (sum is orthogonal sum)) is a direct dependency of:

Lemma (finite dimensional subspace in Hilbert space is closed).

Lemma [193] (sum of complete subspace and linear span is closed) is a direct dependency

of:

Lemma (finite dimensional subspace in Hilbert space is closed).

Definition (194

(Hilbert spacé) is a direct dependency of:

Lemma [195

closed Hilbert subspace]),

Theorem (196
Theorem [198

Riesz—Fréchet),
Laz—Milgram),

Lemma [202

finite dimensional subspace in Hilbert space is closed).
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Lemma |195|

closed Hilbert subspace)) is a direct dependency of:

Theorem
Theorem

Theorem |196
Theorem

196| (Riesz—Fréchet),
200| (Laz—Milgram, closed subspace)).

:Riesz—F'r'éche is a direct dependency of:
198| (Laz—Milgram)).

Lemma |19 7|

compatible p for Lax—M:ilgram) is a direct dependency of:

Theorem

198| (Laz—Milgramj).

Theorem (198

(Lax—Milgram)) is a direct dependency of:

Theorem
Theorem

200| (Laz—Milgram, closed subspace),

203| (Laz—Milgram—Céa, finite dimensional subspace).

Lemma [199) (

Galerkin orthogonality) is a direct dependency of:

Lemma (Céd).

Theorem [200

Lemma [201] (Céd),

Theorem

Theorem

203| (Laz—Milgram—Céa, finite dimensional subspace).

Lemma (]Cé is a direct dependency of:
;

03| (Laz—Milgram—Céa, finite dimensional subspace).

Lax—M:ilgram, closed subspace) is a direct dependency of:

Lemma [202] (finite dimensional subspace in Hilbert space is closed) is a direct depen-

dency of:

Theorem (Laz—Milgram—Céa, finite dimensional subspace).

Theorem [203| (Laz—Milgram—Céa, finite dimensional subspace)
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