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Abstract. In this work, we address the target localization problem in large-scale 

cooperative wireless sensor networks (WSNs). Using the noisy range 

measurements, extracted from the received signal strength (RSS) information, 

we formulate the localization problem based on the maximum likelihood (ML) 

criterion. ML-based solutions are particularly important due to their 

asymptotically optimal performance, but the localization problem is highly non-

convex. To overcome this difficulty, we propose a convex relaxation leading to 

second-order cone programming (SOCP), which can be efficiently solved by 

interior-point algorithms. Furthermore, we investigate the case where target 

nodes limit the number of cooperating nodes by selecting only those neighbors 

with the highest RSS measurements. This simple procedure may decrease the 

energy consumption of an algorithm in both communication and computation 

phase. Our simulation results show that the proposed approach outperforms the 

existing ones in terms of the estimation accuracy. Moreover, they show that the 

new approach does not suffer significant degradation in its performance when 

the number of cooperating nodes is reduced. 

Keywords: Wireless localization, wireless sensor network (WSN), received 

signal strength (RSS), second-order cone programming problem (SOCP), 

cooperative localization, distributed localization. 

1   Introduction 

Ad hoc wireless sensor networks (WSNs) composed of tiny and low-power sensor 

nodes scattered over a region of interest form a very useful tool for monitoring the 

environmental characteristics, such as temperature, sound levels, air pollution, etc. 

Low device costs and savings in the infrastructure permit deployment of tens, 

hundreds, or even thousands of sensor nodes [1]. Besides sensing, nodes have a 

limited capability of processing and communicating the acquired data. 
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In many practical applications, data gathered inside a WSN are irrelevant if the 

locations of the reference nodes are not known. Hence, nodes’ position information is 

a key requirement for many applications. Installing a global positioning system (GPS) 

device in each sensor node would be very expensive, and it would also restrict the 

network applicability [2]. An alternative and more cost-efficient solution is to equip 

only a small fraction of nodes with GPS, called anchor (or reference) nodes, and to 

determine the position of the remaining nodes, called target nodes, by employing the 

(noisy) ranging information between target and anchor nodes. 

Ranging (distance) measurements are obtained between two sensor nodes which 

are in the communication range of each other, and are typically extracted from time-

of-arrival (TOA), time-difference-of-arrival (TDOA), round-trip time (RTT), angle-

of-arrival (AOA), received signal strength (RSS) information or a combination of 

them, depending on the available hardware [3]. Ranging based on RSS has the lowest 

implementation costs, since it does not require any special hardware [3], rendering it 

an attractive low-cost solution for the localization problem. 

The required processing inherent to localization schemes can be executed in a 

centralized or a distributed fashion. The former approach assumes the existence of a 

fusion center which coordinates the network and performs all computational 

processing. Moreover, this approach is characterized by stability and fundamental 

optimality, but its computational complexity grows with the number of nodes in the 

network [2]. On the other hand, the main advantages of the latter approach are 

scalability and low-complexity. However, this approach is executed iteratively; thus, 

it is sensitive to error propagation and might require a long convergence time. Hence, 

the trade-off between the computational complexity and estimation accuracy is the 

main feature that determines which approach is more suitable to employ. In this work, 

we will focus exclusively on the distributed algorithms, since we deal with large-scale 

WSNs, and this approach is more likely to preserve energy. 

Recently, RSS-based localization techniques have attracted much attention in the 

research society [4]-[11]. The approaches described in [4]-[8] consider centralized 

algorithms exclusively. In [9], a distributed algorithm based on an augmented 

Lagrangian approach using primal-dual decomposition was presented. However, the 

authors dealt only with a non-cooperative localization problem, where a single target 

node emits beacon frames to all anchor nodes in the network. A distributed 

cooperative algorithm characterized by a spatial constraint that limits the solution 

space to a region around the current position estimate was presented in [10]. Using 

discretization of the solution space, the authors in [10] found the position update of 

each node by minimizing a local objective function over the candidate set using direct 

substitution. Another distributed cooperative localization algorithm that dynamically 

estimates the path loss exponent (PLE) by using RSS measurements was introduced 

in [11]. This algorithm was based on gradient descent search which employs a 

circular Gauss-Seidel algorithm. Although the approaches in [10], [11] have excellent 

computational characteristics, their performance highly depends on good 

initialization, since the objective function is non-convex and the algorithm may get 

trapped into local minima or a saddle point, resulting in a large estimation error. 

In this paper, we consider a large-scale RSS-based cooperative localization 

problem, and we propose a solution which is based entirely on a distributed approach. 

We derive a novel second-order cone programming (SOCP) estimator, which, in huge 
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contrast to the existing methods, does not depend on initialization and requires much 

less iterations to converge. We also investigate the case where the target nodes limit 

the number of cooperating nodes (neighbors), discarding potentially bad links and 

reducing energy consumption in the network. 

The remainder of this paper is structured as follows. In Section 2, a relationship of 

the research topic to cloud-based solutions is defined. In Section 3 the RSS 

measurement model is introduced and target localization problem is formulated. 

Section 4 provides details about the development of the proposed SOCP estimator and 

the node selection mechanism for reducing the number of cooperating nodes. The 

analysis of the computational complexity is summarized in Section 5. In Section 6 we 

provide the simulation results in order to compare the performance of the new 

approach and the existing ones. The main conclusions are summarized in Section 7. 

2   Relationship to Cloud-based Solutions 

Sensor nodes in WSNs are deployed over a region of interest in order to obtain the 

desired information (such as temperature, noise pollution, etc.). Due to the limited 

power and computational potential of sensor nodes, one may consider connecting 

them to the “cloud”. This approach channels the effort towards providing connectivity 

and communication capabilities to each sensor node by connecting them to the 

“cloud”, rather than trying to increase local computational resources at each sensor 

node, which might be technically difficult for some cases. As a result, not only 

flexibility and more robust security mechanisms may be acquired, but also access to 

larger pools of resources available on the Internet can be enabled, allowing the 

development of higher value-added services, and faster and better decisions to each 

individual device to accompany the changes in the environment. 

3   Measurement Model 

We consider a WSN with |�| + |�| nodes, where � and � are the sets of all target 

and anchor nodes, respectively, and | ∙ | represents the cardinality of a set (|�| =�, |�| = 
). The locations of the nodes are denoted as �, … , ��, ���, … , ����, 

where �� ∊ ℝ�(� ≥ 2). The considered network can also be seen as a connected 

graph, �(�, ℰ), where � and ℰ are the set of vertices and edges, respectively. In order 

to preserve the energy and prolong the lifetime of the network, each node has a 

limited communication range, �. Hence, two nodes, i and j, can exchange information 

if and only if they are within the communication range of each other, i.e., ℰ =�(�,  ) ∶ 	 #�� −	�%# 	≤ �, � ≠  (. Target node i considers any neighboring node j 

(target or anchor) as an anchor node in the localization process. Set of neighbors of a 

target node i is defined as *� = + ∶ 	 (�,  ) 	 ∈ ℰ-. 
For ease of expression, we define. = 	 /�, �0, … , ��1 as the � × � matrix of all 

target positions in the WSN. We assume that the anchor positions are known a priori, 
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while each target node i is given an initial estimation of its position, �3�(4), � = 1, … , �; 

hence, .6(4) contains all initial estimations of the target positions. 

From the relationship	7�% = 10 log4 <=<>?, where @� is the transmit power of a node, 

and @�%  is the received power at the i-th target node from the j-th neighboring node, 

the RSS localization problem can be formulated according to the path loss model (in 

dB) instead of RSS [12],[13] 

7�% = 74 + 10A log4 ‖�� −	�%#C4 + D�% , ∀(�,  ) ∈ ℰ, (1) 

where 74 is the path loss value at a short reference distance C4	(‖�� −	�%# ≤ C4), γ is 

the path loss exponent, and D�% is the log-normal shadowing term between nodes i and 

j, modeled as a zero-mean Gaussian random variable with variance F�%0 , i.e., D�% 	~	HI0, F�%0J. We assume that all path loss measurements are symmetric, i.e.,7�% =7%�, for � ≠  . 
Based on the measurements from (1), we derive the maximum likelihood (ML) 

estimator as 

.6 = argmin. K 1F�%0(�,%):(�,%)∈ℰ
M7�% − 74 − 10A log4 #�� −	�%#C4 N0. (2) 

The least squares (LS) problem defined in (2) is non-linear and non-convex; hence, 

finding its globally optimal solution is difficult, since there may exist multiple local 

optima. In the following text we will show that the ML estimator in (2) can be 

approximated into a convex estimator, using SOCP relaxation, which can be solved 

efficiently by interior-point algorithms [14]. 

For the sake of simplicity (and without loss of generality), in the remainder of this 

work we assume that F�%0 = F0, ∀(�,  ) ∈ ℰ. Moreover, we assume that @� of all nodes 

are identical, i.e., 74 and � are equivalent for all nodes. 

4   Distributed Algorithm 

Observe that the objective function in (2) depends only on the positions and pairwise 

measurements between the incident nodes. Given that the initial guess of the targets’ 

positions and the true anchors’ positions are known, problem in (2) can be solved 

independently by each target node, using only local information from its neighbors. 

Breaking down the localization problem in (2) into smaller sub-problems is 

particularly suitable for large-scale and highly-dense networks, because this approach 

can significantly reduce the computational complexity of an algorithm. 

Solving the localization problem in a distributed fashion implies using an iterative 

scheme, consisting of two phases: 

1) Communication phase - each target node in the network transmits its position 

estimate to its neighbors. 

2) Computation phase - each target node updates its position estimate. To update 

its position, target node i solves the following optimization problem: 
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�3�(O�) = argmin�U
K 1F0 M7�% − 74 − 10A log4 #�� − �3%#C4 N

(�,%)∈ℰ
0, (3) 

Where �3% denotes the last position estimate of the j-th neighboring target node (or the 

true node position, if j-th node is an anchor) received by i-th target node. In the 

following text, we will show that (3) can be approximated into a convex problem. 

4.1   The Proposed SOCP Estimator 

Given the measurements in (1), the ML estimate of distance between nodes i and j is 

derived as: 

CW�% = C410X>?YXZ[Z\ . (4) 

We can reformulate (4) as: ]�%CW�%0 = ^C40, 
(5) 

where ]�% = 10_	X>?`\ , and ^ = 10_	XZ`\. Assuming that the initial target positions 

estimates are available, from (5), target node i updates its position estimate by 

minimizing the following LS problem: 

��(O�) = argmin�> K a]�%#�� − �3%#0 − ^C40b0 .
(�,%)∈ℰ

 (6) 

Define auxiliary variables c� = ‖��‖0 and d = ef�%g, where f�% = ]�%(c� −2�3%��� + �3%��3%) − ^C40, ∀(�,  ) ∈ ℰ. Introduce an epigraph variable h, and apply 

second-order cone constraint (SOCC) relaxation to obtain the following convex 

optimization problem: 

minimize�>,k,d,l 	h 

subject to 

f�% = ]�%Ic� − 2�3%��� +	�3%��3%J − 	]C40, ∀(�,  ) ∈ ℰ, 
‖2d; 	h − 	1‖ ≤ 	h + 	1, ‖2��; 	c� − 1‖ ≤ c� + 1.	 (7) 

Problem defined in (7) is a SOCP problem, which can be efficiently solved by the 

CVX package [15] for specifying and solving convex programs. We will refer to (7) as 

“SOCP” in the further text. 

4.2   The Proposed Node Selection Mechanism 

Theoretically, it is possible that each target node communicates with every other node 

in the network, i.e., |*�| = � + 
 − 1, for � = 1,… , �. In practice however, the size of 
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a) 

b) c) 

the neighborhood fragments is much smaller, due to limited energy resources. Since 

the RSS range errors are multiplicative, i.e., they have constant multiplicative factors 

with range [1], edges from distant nodes may negatively influence the performance. 

Hence, we intend to drop all potentially bad links in the network. 

Here, we investigate two possible node selection mechanisms that are based on 

distance criterion. The basic idea is to exploit the information of only Dn closest 

neighbors at each target node, rather than the information from all |Ωp| neighbors. 

Thus, our goal is to achieve a good trade-off between the estimation accuracy and 

energy consumption. The derivation of the optimal mechanism is not possible [11]; 

hence, we use a sub-optimal scheme that is based on distance estimates between 

nodes. The scheme is suboptimal, since we deal with noisy RSS measurements, and 

the measurements with the highest RSS are not necessarily the best ones. 

Target node i estimates the distance between itself and its neighbor  ,  ∈ *� , 
according to (4). We can sort these estimates of target node i as: CW�[ ≤ CW�q ≤ ⋯ ≤ CW�s 	, 1, … ,t ∈ *� , 
where CW�[ and CW�s  are the lowest and highest distance estimates, respectively. Target 

node � selects the new group of cooperating nodes, *�u as follows: 

1) Choosing all anchors and Dn nearest target nodes, i.e.,*�u = + :  ∈ �- ∪+�, �0, … , �wx: �y ∈ �, for	t = 1,… , Dn-; 
2) Choosing Dn nearest neighbors, i.e., *�u = +�, �0, … , �wx-. 

Applying the node selection mechanism is likely to reduce the energy consumption 

inside a WSN, as it can be seen in Fig. 1. 

 

  

Fig 1. A possible network layout of a WSN with A=25, T=50 nodes. Target nodes 

communicate with a) all nodes in their communication range, b) all anchor neighbors and at 

most Dn = 3 nearest target neighbors, and c) at most Dn = 4 nearest neighbors. 
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Table 1 – Summary of the Considered Algorithms 

 
Algorithm Description Complexity 

DSCL 
The spatially constrained algorithm in 

[10] 
|}~� × � × � × �(max� +|*�|-) 

LS The least squares algorithm in [11] |}~� × � × ���l�0 × �(max� +|*�|-) 

SOCP The proposed algorithm in (7) |}~� × � × �((max� +|*�|-)�) 

Fig. 1 illustrates a possible network layout when target nodes cooperate with (a) all 

nodes in their communication range, (b) all anchor neighbors and at most Dn nearest 

target neighbors, and (c) at most Dn nearest neighbors. One can see from Fig. 1 that 

the network is significantly skimmed when the node selection mechanism is applied. 

Although this procedure may degrade the estimation accuracy, it is likely to preserve 

energy in a WSN in both communication and computation phase of the algorithm. 

5   Analysis of Computational Complexity 

The trade-off between the computational complexity and estimation accuracy 

determines the applicability potential of an algorithm; hence, it is the most important 

feature of a localization algorithm. For this reason, we are also interested in 

comparing the computational complexities of the proposed approach with the existing 

ones. Here, we investigate the worst case asymptotical complexity of the algorithms, 

i.e., we present only the dominating elements. 

Table 1 gives an overview of the considered algorithms, together with their 

computational complexities. The worst case complexity of the proposed SOCP 

approach is calculated according to [16]. 

From Table 1 it can be seen that the worst case complexity of a distributed 

algorithm mainly depends on the neighborhood fragments (the biggest one). The size 

of the neighborhood fragments is not severely affected if the number of nodes in the 

network is increased, which makes the distributed algorithms a desirable solution in 

highly-dense or large-scale networks. Furthermore, we can see from Table I that the 

new approach is computationally the most demanding. This fact is justified by its 

superior performance in terms of the estimation accuracy and convergence, as we will 

see in the following section. 

6   Performance Assessment 

In this section, we present the computer simulation results in order to compare the 

performance of the proposed approach with the state-of-the-art. The new approach 

was solved by using the MATLAB package CVX [15], where the solver is SeDuMi 

[17]. 

To generate the RSS measurements, the propagation model (1) is used. We 

considered a random deployment of nodes inside a square region of length � = 30 m 
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in each Monte Carlo (��) run. Random deployment of nodes is of practical interest, 

since the algorithms are tested against various network topologies. In order to make 

the comparison fair, we first obtained �� = 500 nodes positions, and we run the 

considered algorithms for these scenarios. Furthermore, we made sure that the 

network graph was connected in each ��  run. The path loss exponent is A = 3, the 

reference distance C4 = 1 m, the reference path loss 74 	= 40 dB, and the 

communication range of a node � = � ⁄ 5	m. We assumed that the initial estimation 

of the target positions, .6(4), is in the intersection of the diagonals of the square area, 

and the maximum number of iterations |}~� = 100. We assumed that the working 

sequence of the nodes is random, and that all target nodes use the last received 

position estimate of their neighbors. A iteration is completed when all � target nodes 

compute and transmit their position estimates. As the performance metric we used the 

normalized root mean square error (NRMSE), defined as 

NRMSE=� 1�	�� K K #��% − �3�%#0�
%�

��
�� , 

where �3�% denotes the estimate of the true location of the j-th target in the i-th Monte 

Carlo run, ��%. 

Fig. 2 illustrates the NRMSE versus � performance of the considered algorithms, 

when target nodes choose all neighboring anchor nodes and at most Dn nearest target 

nodes for cooperation. As the lower bound on the performance, we have provided the 

simulation results when the considered approaches use all nodes that are inside their 

communication range for cooperation. In Fig. 2, the average number of anchor 

neighbors was D��� = 2.54, and the average number of all neighbors was D�� = 7.48. It 

is worth noting that the new approach outperforms the state-of-the-art for more than 1 

m, in the case where no node selection mechanism was applied. From Fig. 2, we can 

see that the performance of all approaches improves when the number of cooperating 

target neighbors increases, as expected. Although the proposed approach does not 

converge for Dn = 1, it outperforms the existing ones in general. This can be seen 

from Fig. 2 (top), where the proposed approach reaches the lower bound for Dn ≥ 3, 

while the existing ones show considerable gap for all choices of Dn in comparison to 

their lower bounds, Figs. 2 (middle and bottom). 

Fig. 3 illustrates the NRMSE versus � performance of the considered algorithms, 

when target nodes choose at most Dn nearest neighboring nodes for cooperation. In 

Fig. 3, the average number of neighbors was D�� = 7.48. From Fig. 3, it can be seen 

that the performance of all algorithms betters as the number of cooperating nodes is 

increased. This result is anticipated, because when Dn is increased the collected 

information of each target node also increases, as well as the probability of having 

more anchor neighbors. Moreover, we can see that the new approach outperforms the 

existing ones for Dn > 3, requiring only � = 30 iterations to converge in general. 

6   Conclusions 

In this work, we investigated the RSS-based target localization problem in large-scale 

cooperative WSN. We proposed a completely distributed algorithm based on SOCP 
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Fig 2. NRMSE versus � comparison of the 

proposed SOCP (top), DSCL (middle), and 

LS (bottom) approach for different Dn 

nearest target neighbors, when 
 =25, � = 50,F = 0	dB, � = 6	m, � =30	m, 74 = 40	dB, A = 3, C4 = 1	m,�� =500. 

Fig 3 NRMSE versus � comparison of 

the proposed SOCP (top), DSCL 
(middle), and LS (bottom) approach for 

different Dn of the nearest neighbors, 

when 
 = 25, � = 50, F = 0	dB, � =6	m, � = 30	m, 74 = 40	dB, A =3, C4 = 1	m,�� = 500. 

relaxation technique. The simulation results confirm the superiority of the proposed 

approach in terms of the estimation accuracy and convergence. Furthermore, we have 

considered the case where the target nodes limit the number of cooperating nodes, by 

selecting only a certain number of neighbors with the highest RSS measurements. 

This simple procedure does not affect the computational complexity of an algorithm, 

and it can reduce the energy consumption inside the network. Unlike the existing 

approaches, the simulation results show that the proposed method does not deteriorate 

significantly in the performance when the number of cooperating nodes is reduced. 

In this paper, we have presented the results accumulated via computer simulations. 

The algorithm’s implementation in a real WSN is yet to be done, and practical indoor 

scenarios will be of particular interest. 
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