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Abstract—Energy harvesting capabilities are challenging our understanding of wireless sensor networks by adding recharging capacity to sensor nodes. This has a significant impact on the communication paradigm, as networking mechanisms can benefit from these potentially infinite renewable energy sources. In this work, we study the consequences of implementing photovoltaic energy harvesting on the duty cycle of a wireless sensor node, in both outdoor and indoor scenarios. We show that for the static duty cycle approach in outdoor scenarios, very high duty cycles, in the order of tens of percent, are achieved. This further eliminates the need for additional energy conservation schemes. In the indoor case, our analysis shows that the dynamic duty cycle approach based solely on the battery residual energy does not necessarily achieve better results than the static approach. We identify the main reasons behind this behavior, and test new design considerations by adding information on the battery level variation to the duty cycle computation. We demonstrate that this approach always outperforms static solutions when perfect knowledge of the harvestable energy is assumed, as well as in realistic deployments, where this information is not available.

I. INTRODUCTION

During the last decade, the energy-efficiency of wireless sensor networks (WSN) received a lot of attention from academic and industrial communities, with the extension of network lifetime under limited battery constraints as the main goal [1]. Recently, energy harvesting has emerged as an alternative paradigm for powering a node. Energy harvesting is the act of collecting energy from the environment (e.g. solar) or other ambient energy sources (e.g. vibrations), and converting it into electrical energy [2]. By implementing energy harvesting, potentially infinite energy becomes available to the sensor node. Energy management is still essential in this context. However, the focus shifts from the recurrent performance-lifetime trade-off towards exploiting harvesting opportunities in order to improve the WSN performance, e.g. by extending the nodes duty cycles [3]. To adapt the wireless node behavior to the harvested energy, a multitude of harvesting-aware mechanisms have been proposed, mainly focused on dynamic duty cycle scheduling. Such mechanisms aim at achieving longer node activity time, which further leads to lower communication delays and reduced network latency.

In this paper, we address the photovoltaic (PV) energy harvesting paradigm in WSNs, by studying its impact on the node duty cycle, in both outdoor and indoor scenarios. This allows us to outline three important contributions:

i) Operation with relatively high duty cycles (more than 30%) is feasible in outdoor scenarios, even when a static duty cycle approach is used. This questions the need for sophisticated energy management techniques in the case of outdoor WSN.

ii) In indoor applications, where PV energy is scarce, a dynamic approach based solely on the battery residual energy is not always better than a static duty cycle solution. This is unexpected considering that adaptive solutions are commonly considered to be more efficient.

iii) By adding supplementary information regarding the battery level variation to the duty cycle computation, the dynamic duty cycle approach becomes more performant than the static one. This is verified when assuming a perfect knowledge of the environment, with optimized parameters of the dynamic mechanism, as well as in practical cases, in which parameters are fixed to default values.

To study the relation between energy harvesting and duty cycle dimensioning, we propose a detailed energy harvesting analytical model for a node, taking into account energy collection, energy management and energy consumption. We provide as input to this model real-world energy datasets representative of several indoor and outdoor environments, and consider different power storage technologies.

The remainder of the paper is organized as follows. Sec. II presents related work on dynamic duty cycle scheduling algorithms for non-harvesting and harvesting-based WSNs. We introduce our complete energy harvesting model in Sec. III, detailing each of its components and the relation between energy production and consumption with duty cycle dimensioning. In Sec. IV, we define our use cases and the input parameters of the model. In Sec. V, we consider a static duty cycle approach and quantify the gain achieved by implementing energy harvesting. We address dynamic duty cycling and underline the limitations of battery residual energy-based solutions in Sec. VI, while the addition of information on the battery level variation is evaluated in Sec. VII. Finally, we conclude the paper and discuss future work in Sec. VIII.

II. WSN DUTY CYCLE BACKGROUND

In WSNs, dynamic duty cycles are usually applied as energy conservation techniques [1]. Several approaches can be used to implement duty cycle mechanisms [4]: i) in on-demand techniques [5], nodes wake-up only when they are involved in communication. The wake-up procedure requires a dedicated hardware, with a separate, low-energy radio interface; ii) scheduled rendezvous solutions [6] determine the duty cycle...
schedule of all the nodes, building on a tight synchronization within the network, which leads to additional communication overhead; iii) in asynchronous protocols [7], each node wakes up independently of the others, which requires more frequent wake-up periods in order to reduce latency.

In WSNs, where energy is the main challenge, a higher duty cycle increases the energy consumption. Hence, duty cycle dimensioning is generally a compromise between the desired network lifetime and performance. However, in energy harvesting-based networks, taking profit from the harvested energy allows improving the network performance by increasing the node duty cycle, while extending the network lifetime by recharging depleted batteries. As a matter of fact, experimental studies [8] showed that a harvesting-capable node, placed outdoors for a week, can operate continuously with a 20% static duty cycle, which is much higher than the 1%-5% envisioned for most WSN applications. In this paper, we further investigate the theoretical limits of static duty cycles that guarantee continuous operation for longer deployment periods, and under several indoor and outdoor conditions.

As the amount of available energy is highly variable depending on the harvesting opportunities, adaptive duty cycle solutions appear to be a viable solution. The adaptive approaches proposed in the literature are generally based on the harvested energy rate (using historic [9] or forecast [10] models), the battery level [3], [11], [12], or a combination of both [11]. Using predictions of energy availability can be an efficient solution in outdoor homogeneous environments, where the solar energy follows daily and yearly periodicities [10]. However, as shown by Gorlatova et al. [13], the availability of indoor PV energy is not necessarily periodic, and hardly predictable due to the heterogeneity of most indoor locations.

On the other hand, prediction-free algorithms were proposed by Vigorito et al. [3], and Yoo et al. [11]. Nevertheless, these algorithms are based solely on the battery residual energy. As detailed in Sec. VI-A, we show that an approach using only information on battery residual energy suffers from several insufficiencies, such as aggressive initial phase battery depletion and the lack of short-term duty cycle variation. Starting from these observations, we evaluate a prediction-free dynamic duty cycle approach, which adds information about the node battery level variation to the duty cycle dimensioning process. To the best of our knowledge, this is the first study evaluating the integration of battery level variation in the duty cycle computation, showing that this approach solves the main problems discussed above.

III. ENERGY HARVESTING MODEL: FROM THE LIGHT TO THE SENSOR

Focused on a single wireless sensor node, our PV energy harvesting model links energy collection, energy consumption, and energy management. In a previous work [14], we used this model to determine the operational limits of its three main components: the environment, the battery and the application.

In the following, we consider that time is divided into timeslots of duration $T$ seconds each, and denote by $T$ the set of all timeslots of the observation period. We suppose the duty cycle $DC(t)$ to be constant for the duration of a timeslot $t$. We denote by $E_h(t)$ the energy harvested by the node during a timeslot $t$, and by $E_r(t)$ the battery residual energy at the beginning of the timeslot. We define $E_h = \{E_h(t) : \forall t \in T\}$ as a vector representing the energy harvested by the node over the observation period. Similarly, $DC = \{DC(t) : \forall t \in T\}$ gives the node duty cycle values and $E_r = \{E_r(t) : \forall t \in T\}$ the energy stored by the node. The proposed model takes $E_h$ and $DC$ as input, and returns $E_r$ as output.

A. Photovoltaic energy collection

PV energy derives from solar or artificial light, and is harnessed by a solar panel formed of PV cells. The energy harvested by the node during a timeslot $t$, $E_h(t)$, depends on several parameters. First of all, the global horizontal irradiance $I_{ph}(t)$, which is the total amount of shortwave radiation received by the PV panel, during timeslot $t$, measured in W/m$^2$. The solar panel itself represents the second major actor in the energy harvesting process, with two important parameters: $S_{PV}$, the solar panel illuminated area, in m$^2$, and $\eta_{PV}$, the PV cell efficiency, defined as the ratio of the power actually delivered by the solar cell to the incident power it received. The PV cell efficiency may present some variations over time, therefore we consider the mean cell efficiency over the deployment period. Thus, considering timeslots of constant duration $T$, the energy harvested during timeslot $t$ is computed as:

$$E_h(t) = I_{ph}(t) \cdot S_{PV} \cdot E[\eta_{PV}] \cdot T$$

B. Power storage

Rechargeable batteries are generally used as a power storage component in harvesting-based sensor nodes [2]. Practically, nodes are equipped with rechargeable batteries, providing an initial reserve of energy and capable of storing the harvested energy delivered by the solar panel. The most common rechargeable technologies are Nickel Metal Hydride (NiMH) and Lithium Ion (Li).

The batteries are mainly characterized by their capacity $E_{max}$, and their charge/discharge efficiency $\eta_{bat}$. $E_{max}$ represents the maximum amount of energy a battery is capable of storing. $\eta_{bat}$ is a ratio strictly lower than one, meaning that there is always energy loss when charging or discharging the battery [15]. Moreover, batteries suffer from self-discharge, which is the loss of energy even when the battery is not being used. The battery lifetime can also be limited, even when recharge is possible, since its capacity is reduced at each deep recharge cycle. It should be noted that under different operating temperatures, changes in battery characteristics are expected [16]. However, without loss of generality, we consider in this study a constant battery-specific discharge efficiency representing the average of the charge losses a battery may undergo under varying operating conditions.

C. Energy consumption

The main power consumption sources in a wireless sensor node are the sensor, the microcontroller, and the radio
The CPU power consumption is several orders of magnitude lower than the others, and it can be seen as negligible [17]. The power consumption induced by the sensors is application-dependent. For example, a GPS-equipped sensor will result in a significant energy consumption. However, sensors used in general (e.g. temperature, humidity) have low energy requirements. Therefore, in the following, the energy consumption model only considers the radio transceiver activity, but including sensing or CPU information in the model is straightforward.

The activity of the node radio transceiver is dictated by the duty cycle: during given timeslots, the transceiver will be ON for a time \( DC(t) \cdot T \), and OFF for the rest of the time. During the OFF period, several states are possible, depending on whether functions such as voltage regulator, crystal oscillator or RAM access are enabled [18]. The energy consumption in these states shows slight variations, but the intensity of the drawn current in these states remains in the order of \( \mu A \). During the ON period, the transceiver can also be in different states: receive (Rx), transmit (Tx) or listen (Rx). When not transmitting, the radio module is always sampling the channel (Lx mode) in order to find the preamble of a frame, in which case it switches to Rx mode.

Both transceiver datasheets [18] and experiments [17] show that the current drawn in these three states is quite similar, in the order of mA. Consequently, the exact time spent by a node in each of the three states during an ON period has a very small impact on the energy consumption: for instance, during a given timeslot, if the transceiver is only transmitting, its energy consumption would be approximately the same had it been transmitting during half of that time, and listening during the other half. This allows us to simplify the consumption model by considering only the impact of the node duty cycle. We therefore denote by \( I_{avg} \) the average of the current intensity required in Tx, Rx and Lx, and \( V_{op} \) the operating voltage. Thus, during an active time period \( T \), the transceiver consumes:

\[
E_0 = I_{avg} \cdot V_{op} \cdot T \tag{2}
\]

However, when considering duty cycled activity, during a time period \( T \), the node radio module switches between ON and OFF states. Thus, the energy consumed by the node during timeslot \( t \), denoted by \( E_c(t) \) is:

\[
E_c(t) = E_0 \cdot DC(t) \tag{3}
\]

### D. Power manager

The power manager is in charge of delivering power to the node and includes an output regulator that matches the operating ranges of the batteries and the node [19]. An output regulator has an output efficiency \( \eta_{out} \), with a value strictly less than one. This affects the supply/demand ratio: more energy than initially needed by the node must be provided in order to satisfy the node demand. Thus, the node energy requirement during a timeslot \( t \) is equal to \( \frac{E_c(t)}{\eta_{out}} \).

An input regulator can be required in order to condition the output of the panel to meet the operational constraints of the battery [19]. Because this parameter can be easily integrated in \( \eta_{out} \), we do not consider it specifically in our model.

Regarding the power manager, we adopt the energy management model presented in [19]. We extend this model by adding the battery charge/discharge efficiency to the battery model, as discussed in Sec. III-B. We assume that the battery is initially charged, i.e. \( E_r(0) = E_{max} \). For the following timeslots, the node consumes energy as described in Eq. 3, and this energy is provided by the power manager. Several possibilities can be distinguished, based on the difference between the energy harvested by the node \( E_h(t) \) and the total consumed energy, \( \frac{E_c(t)}{\eta_{out}} \). We define \( E_o(t) \) as the overall energy gain during timeslot \( t \). More precisely:

\[
E_o(t) = E_h(t) - \frac{E_c(t)}{\eta_{out}} \tag{4}
\]

Based on the value of \( E_o(t) \), two possibilities open up for the power manager:

- \( E_o(t) \geq 0 \): in this case, the node is powered solely by the solar panel. Moreover, if the solar panel output exceeds the node requirements, the harvested energy surplus is stored in the battery, i.e. the node is charging. The node battery level is therefore written in an iterative manner:

\[
E_r(t + 1) = \min \left( E_r(t) + \eta_{bat} \cdot E_o(t), E_{max} \right) \tag{5}
\]

- \( E_o(t) < 0 \): the solar panel output is not sufficient to meet the node energy requirements, and the power manager needs to use power from the battery as well. In this case the battery is discharging, possibly until complete depletion. The battery level evolution is written as:

\[
E_r(t + 1) = \max \left( E_r(t) + \frac{E_o(t)}{\eta_{bat}}, 0 \right) \tag{6}
\]

Using Eq. 5 and Eq. 6, we compute \( E_r \) and use it in dimensioning the node duty cycle, both statically and dynamically, as discussed in Sec. V and Sec. VI, respectively. For this, we focus on the continuous operation of the node, i.e. the case where the node can sustain its activity without suffering from a battery depletion that forces it to stop and wait to recharge, thus becoming non-operational. Continuous operation (c.o.) is formally defined as:

\[
c.o. \iff E_h(t) + \eta_{bat} \cdot E_r(t) > \frac{E_c(t)}{\eta_{out}}, \forall t \in T \tag{7}
\]

In our analysis we focus on the overall activity (OA) of the node under the constraint of continuous operation. We define the overall activity as the percentage of time during which the node is active out of the whole observation period \( |T| \):

\[
OA = \left\{ \begin{array}{ll}
\sum_{t \in T} DC(t) \cdot T & , \text{if c.o.} \\
0 & , \text{otherwise}
\end{array} \right. \cdot 100 \tag{8}
\]

This metric is based on the idea that a duty cycle mechanism rendering the node non-operational is not well dimensioned for applications requiring continuous operation. However, we note that this constraint can be easily removed if applications...
tolerating non-operational time are considered [14]. In all the cases, a higher OA means the node can be kept ON for longer periods, which is directly linked to an improvement in network metrics, such as throughput or delay.

IV. USE CASE AND INPUT PARAMETERS

We use the model previously described to evaluate the overall node activity in several indoor and outdoor conditions. This section discusses the parameters of the model and the numerical values we use in our analysis.

A. PV energy

As input for the energy harvesting model, we determine the amount of harvested energy each timeslot \( E_h(t) \), by using real-world datasets providing light availability for both outdoor and indoor locations. As we focus on the recharge of small wireless nodes, we consider a solar panel with an illuminated area \( S_{PV} = 10 \text{ cm}^2 \), having an efficiency \( E[\eta_{PV}] = 0.25 \) [20]. We consider observation periods \( |T| \approx 1 \text{ year} \), divided in hourly timeslots, i.e. \( T = 3600 \text{ s} \).

1) Outdoor: To model light availability outdoor, we use datasets provided by the U.S. Department of Energy, presenting hourly measurements of \( I_{gh}(t) \). For our study, we choose datasets collected from Los Angeles, during the whole year of 2014 [21]. Using these datasets, we compute the amount of electrical energy delivered to the system by the solar panel \( E_h(t) \). While consecutive days show very similar patterns, significant differences are mainly observed on a monthly level (Fig. 1a).

2) Indoor: For indoor scenarios, we use datasets provided by Gorlatova et al. [22], who conducted long term light energy measurements in office buildings in New York City [13]. We consider four particular locations indexed by A, B, C, and D. Tab. I shows the characteristics of each indoor location with its respective deployment period and average daily irradiance. Indoor data presented in Fig. 1b shows that, even in the same location, two consecutive days can have significantly different values of harvested energy during the same period of the day. This is due to several factors that make indoor energy availability harder to predict, such as the location of the sensor, the presence or not of people in the room, and their luminosity preferences.

B. Power storage and manager

Tab. II summarizes the main characteristics of the different rechargeable batteries we consider as power storage component. Regarding the output regulator, an efficiency \( \eta_{out} = 0.8 \) is considered [19].

C. Energy consumption in the wireless sensor node

For the remainder of this work, we base our numerical application upon the Chipcon CC2420 RF transceiver as the node radio component [18]. Based on the datasheet, we consider the average current drawn by the sensor during active periods \( I_{avg} = 16.7 \text{ mA} \), and \( V_{op} = 3 \text{ V} \), resulting in an average hourly energy consumption \( E_0 = 180 \text{ J} \) when no duty cycle is considered.

V. STATIC DUTY CYCLE ANALYSIS

In harvesting-based WSNs, the node performance is enhanced by adjusting parameters such as duty cycle, transmission power, and sensing reliability to name a few [2]. In traditional networks this may lead to more energy consumption and, subsequently, network lifetime limitation. However, with energy harvesting, the recharging opportunities compensate for the energy consumption.

In this section, we highlight the gains achieved regarding the node duty cycle when implementing energy harvesting. Using the model proposed in Sec. III and the input data presented in Sec. IV, we compute the maximum achievable static duty cycle guaranteeing continuous operation for the node, for both outdoor and indoor locations, and for different rechargeable battery models. We first focus on a static duty cycle, meaning that \( DC(t) = DC_{static}, \forall t \in T \). In this case, we define the maximum achievable static duty cycle that is capable of guaranteeing continuous operation for the node:

\[
DC_{max} = \max_{c.o.}(DC_{static})
\]  

A. Outdoor location

Fig. 2 shows \( DC_{max} \) in the outdoor location, for a one year deployment, starting January. We compare results for a node with no harvesting capability and for a harvesting-capable node, for different battery models. We notice that,
without energy harvesting, the maximum achievable duty cycle is negligible in comparison with the harvesting-capable case. Introducing energy harvesting allows for much higher duty cycles, even for batteries with small capacities. For instance, the two smallest ultrathin batteries, with capacities of 43 mAh and 10 mAh, can achieve duty cycles of 18% and 4%, respectively, when the node has harvesting capabilities. However, for the same batteries, continuous operation is not even possible over a whole year without energy harvesting. While duty cycles of 1 to 5% are usually envisioned for sensor network applications [8], implementing energy harvesting for outdoor applications allows duty cycles as high as 50% for an AA-sized Li-Ion battery for example. This eliminates the urgent need for energy conservation schemes and energy consumption minimization protocols. It is noteworthy that these results are strongly dependent on the specific location we chose. In fact, harvested energy is affected by several conditions that vary from one location to another, such as weather conditions, and the presence of shading which limits the node exposure to direct light. While we consider a scenario particularly suitable for PV energy harvesting (i.e. sunny Los Angeles, no shadowing), the order of magnitude of outdoor achievable harvestable energy is affected by several conditions that vary strongly dependent on the specific location we chose. In fact, the static solution is largely sufficient for any realistic WSN application. We therefore limit our study in this section to the indoor scenario, considering the four different indoor locations described in Sec. IV. We conduct an analysis of two dynamic duty cycle approaches: the first based on Battery Residual Energy (BRE), and the second based on Battery Residual Energy and battery level Variation (BREV).

### B. Indoor locations

Fig. 3 shows $DC_{max}$ in the four indoor locations (Tab. I), for their corresponding deployment periods. Due to the significant difference in the amount of harvestable energy between outdoor and indoor locations, the maximum achievable duty cycles indoor are much lower than those achieved outdoor. The highest duty cycle of 2.9% is achieved at location C with AA-sized NiMH batteries as a power storage. For the ultrathin batteries of capacities 43 mAh and 10 mAh, continuous operation is not even guaranteed for locations A and B, where the amount of harvestable energy is too low.

Therefore, although implementing energy harvesting guarantees continuous operation with higher values of the duty cycle in most of the cases, the low and random indoor harvesting opportunities limit the gain. We note that battery depletion is still faced for smaller batteries in particular shadowed locations.

### VI. Dynamic duty cycle analysis

After studying the performance of a static duty cycle, we now focus on its dynamic adaptation. Considering the results in Sec. V, any comparison with a dynamic approach is superfluous in outdoor scenarios, as the performance of the static solution is largely sufficient for any realistic WSN application. We therefore limit our study in this section to the indoor scenario, considering the four different indoor locations described in Sec. IV. We conduct an analysis of two dynamic duty cycle approaches: the first based on Battery Residual Energy (BRE), and the second based on Battery Residual Energy and battery level Variation (BREV).

#### A. Insufficiencies in duty cycle scheduling based on battery residual energy (BRE)

As an example of a dynamic duty cycle approach based on the battery residual energy, we consider in the following a mechanism proposed by Yoo et al. [11]. This BRE mechanism uses two parameters, $E_{ih}$ and $DC_{min}$, determined by the application requirements: $DC_{min}$ is the minimum duty cycle acceptable by the application for correct functioning; $E_{ih}$ is the minimum battery level required to guarantee the activity of the node with a fixed duty cycle $DC_{min}$ during a predefined period of time. Therefore, when the battery level is below the threshold $E_{ih}$, the duty cycle is set to this minimal value.

### Table I

<table>
<thead>
<tr>
<th>Location Index</th>
<th>Description</th>
<th>Deployment period</th>
<th>Average daily irradiation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Setup on windowsill; shading used at all times</td>
<td>385 days</td>
<td>1.3</td>
</tr>
<tr>
<td>B</td>
<td>Setup far from window; direct sunlight for limited time</td>
<td>342 days</td>
<td>1.3</td>
</tr>
<tr>
<td>C</td>
<td>Setup on windowsill; unobstructed view, variable shading</td>
<td>271 days</td>
<td>6.3</td>
</tr>
<tr>
<td>D</td>
<td>Setup on windowsill; extensive shading used</td>
<td>200 days</td>
<td>9.2</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Model</th>
<th>Type</th>
<th>Volume (cm$^3$)</th>
<th>$E_{max}$ (J)</th>
<th>$\eta_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA NiMH</td>
<td></td>
<td>7.7</td>
<td>10800</td>
<td>0.66</td>
</tr>
<tr>
<td>AAA NiMH</td>
<td></td>
<td>3.8</td>
<td>5625</td>
<td>0.66</td>
</tr>
<tr>
<td>AA Li</td>
<td></td>
<td>7.7</td>
<td>9837</td>
<td>0.99</td>
</tr>
<tr>
<td>Ultrathin-200</td>
<td>Li</td>
<td>1.3</td>
<td>2664</td>
<td>0.99</td>
</tr>
<tr>
<td>Ultrathin-43</td>
<td>Li</td>
<td>0.6</td>
<td>573</td>
<td>0.99</td>
</tr>
<tr>
<td>Ultrathin-10</td>
<td>Li</td>
<td>0.6</td>
<td>133</td>
<td>0.99</td>
</tr>
</tbody>
</table>

#### Fig. 3. Maximum achievable duty cycle for continuous operation - Indoor.
$DC_{min}$. The functioning of BRE is based on the relative residual battery level, defined as:

$$r_t(t) = \frac{E_r(t) - E_{th}}{E_{max} - E_{th}} \quad (10)$$

At each timeslot $t$, the node computes its duty cycle as follows:

$$DC(t) = \max(DC_{min} + (100 - DC_{min})r_t(t), DC_{min}) \quad (11)$$

Using the proposed model, we investigate the behavior of the BRE approach, detecting two major problems:

**Aggressive battery depletion at the beginning of the deployment.** When the battery is fully charged ($E_r(t) = E_{max}$), the node functions with the maximum allowed value of the duty cycle $DC(t) = 100\%$. At the beginning of the deployment, when the battery is full, the node sets high duty cycles accordingly, which leads to increased energy consumption. However, the node does not necessarily have significant recharge opportunities to compensate for this energy loss. This leads to a faster battery depletion at the beginning of the deployment, which can have a negative impact on the node overall activity, possibly rendering the node non-operational. We depict this problem in Fig. 4, in which we represent the battery level variation function of time at the beginning of the deployment, for a node implementing the BRE mechanism at indoor location C.

Fig. 4. Battery discharge at the beginning of deployment - Indoor location C.

**Lack of short-term duty cycle adaptation.** Since harvestable energy is usually low at indoor locations, the battery does not always have significant recharge opportunities, and is mostly discharging. With a mechanism based solely on the residual energy, the duty cycle variation will exactly follow the decreasing battery level variation. Higher duty cycles are only set at the beginning of the deployment when the battery is full, while lower duty cycles are set afterwards when the battery is close to depletion, as shown in Fig. 5. Furthermore, there is practically no short-term duty cycle variation, meaning no adaptation to the harvested energy pattern during the day. This is noticeable in Fig. 5, where we zoom in on the duty cycle variation for five consecutive days during the deployment, at indoor location C. We notice that there is only a negligible variation of the duty cycle, practically defeating the purpose of a dynamic scheduling algorithm, and suggesting that energy harvested during the day is not optimally used.

Fig. 5. Duty cycle variation during the complete deployment period - Indoor location C.

These problems can heavily degrade the performance of BRE solutions. To verify this, we compare the performance of a static duty cycle approach with the BRE approach. For both cases, we compute the overall activity using Eq. 8, denoted by $OA_{static}$, and $OA_{BRE}$, respectively. In the case of the static approach, we consider $DC(t) = DC_{max}, \forall t \in T$, where $DC_{max}$ is given by Eq. 9. For BRE, we iteratively compute $DC(t)$ using Eq. 11.

Fig. 6 shows the ratio $OA_{BRE}/OA_{static}$ for all indoor locations. Results show that, at indoor locations C and D, the ratio is lower than 1, meaning that the BRE approach has a lower overall activity than the static duty cycle. Our analysis therefore proves that inadequate design choices in the dimensioning of an adaptive duty cycle lead, in some indoor locations, to lower performance than a static approach.

Fig. 6. Ratio between overall activity with dynamic approaches and overall activity with a static duty cycle.

**B. Duty cycle scheduling based on battery residual energy and battery level variation (BREV)**

In this section, we consider the use of supplementary information in the duty cycle dimensioning process, namely
the battery level variation (i.e. the charge/discharge behavior of the battery). This allows us to propose a new class of dynamic duty cycle mechanisms, which we denote as BREV.

For comparison purposes, we focus in this section on a specific mechanism representative of the BREV approach. However, the good properties we observe, such as the better duty cycle adaptation to the available energy, are a result of the general design guidelines we propose for BREV, and not a by-product of the specific details of the selected mechanism.

Our proposal is based on the idea that an increase (resp. decrease) in the battery level indicates that the battery is charging (resp. discharging). This means that the node duty cycle is too small (resp. high) compared with the level of available harvestable energy, and an increase (resp. decrease) of the node duty cycle is due. In order to introduce this factor, we consider the battery level variation between two consecutive timeslots, denoted by \( \Delta E_r(t) = E_r(t) - E_r(t-1) \). As discussed below, \( \Delta E_r(t) \in [\max_d, \max_c] \), where \( \max_d \) (Eq. 12) is the maximum possible discharge between two consecutive slots, and \( \max_c \) (Eq. 14) is the maximum charging value.

Similarly to the BRE mechanism, BREV uses a predefined battery threshold \( E_{th} \), and a minimum acceptable duty cycle \( DC_{min} \). Moreover, we consider that a maximum duty cycle value exists, \( DC_{MAX} \), above which the benefit of increasing the node activity is negligible. In real deployments, \( DC_{MAX} \) depends on the application requirements and on the network topology. As shown below, our model can easily integrate different values for this parameter. Since we impose that \( DC(t) \leq DC_{MAX}, \forall t \in T \), the maximum discharge value the battery can undergo between two consecutive timeslots happens when the duty cycle is the maximum allowed, i.e. \( DC_{MAX} \), and no energy is harvested:

\[
\max_d = \frac{E_0 \cdot DC_{MAX}}{\eta_{out} \cdot \eta_{bat}}
\] (12)

On the contrary, the maximum charging value appears when the energy consumption is minimum, and the harvested energy is maximum. The minimal energy consumption during a timeslot, \( E_{min} \), is written as:

\[
E_{min} = \frac{E_0 \cdot DC_{min}}{\eta_{out}}
\] (13)

In this case, we have:

\[
\max_c = \eta_{bat} \cdot (H_{max} - E_{min})
\] (14)

where \( H_{max} \) is the maximum value of the energy harvested by the node over the observation period.

We also use a parameter \( r \) to combine information regarding the battery level variation and the battery residual energy, with different possible weights. More precisely, the node computes at each timeslot a duty cycle variation, \( \Delta DC(t) \), as follows:

\[
\Delta DC(t) = (DC_{MAX} - DC_{min}) \cdot \left[ r \cdot \frac{\Delta E_r(t) + \max_d}{\max_c + \max_d} + (1-r) \cdot \frac{E_r(t)}{E_{max}} \right]
\] (15)

If the battery level reaches a threshold \( E_r(t) \leq E_{th} \), then the duty cycle is set to its minimum value. In other cases, the duty cycle is adapted based on \( \Delta DC(t) \):

\[
DC(t) = \begin{cases} DC_{min} & \text{if } E_r(t) \leq E_{th} \\ DC_{min} + \Delta DC(t) & \text{if } E_r(t) > E_{th} \end{cases}
\] (16)

The parameter \( r \) in Eq. 15 serves us in order to investigate the contribution of the two factors: the battery level variation and the battery residual energy. The BRE solutions can be seen in this case as a particular case of BREV. More precisely, for \( r = 0 \), only residual energy is taken into consideration when computing the duty cycle, resulting in a BRE mechanism.

We notice that when information on the charge/discharge behavior of the battery is added to the node duty cycle computation, the problems affecting the BRE approach are alleviated. Fig. 4 shows that for BREV, contrarily to the BRE case, slower battery depletion happens at the beginning of the deployment, since the assigned values of the duty cycle are adapted to the charge/discharge behavior. As expected, the higher the values of \( r \), the higher the impact on this initial phase. Moreover, BREV introduces a short-term duty cycle variation which follows the harvested energy pattern, as shown in Fig. 5 for the extreme case when \( r = 1 \).

VII. ANALYSIS OF DUTY CYCLE SCHEDULING BASED ON BATTERY RESIDUAL ENERGY AND BATTERY LEVEL VARIATION (BREV)

In this section, we propose an extensive evaluation study of the BREV approach. We show that, by considering battery level variation, a dynamic duty cycle strategy always performs better than static solutions, a condition not always verified by the BRE approach. We verify that this is true when the different parameters of the dynamic mechanism are optimized, as well as when these parameters are set to default values.

A. Oracle evaluation

Both the static duty cycle solution discussed in Sec. V and BREV use parameters whose optimal values can be computed only by an oracle with a priori knowledge of future harvestable energy availability. This is the case for \( DC_{static} \) in the static approach, and for \( DC_{MAX} \) and \( r \) in BREV. In the following, we make the assumption that this perfect information exists, in order to compare the two solutions under their optimal settings. Tab. III summarizes the numerical values we use in our analysis, with the optimal values for those parameters impacted by the location of the sensor.

The application-dependent \( DC_{min} \) parameter is set to 0.01\%, a value assumed to guarantee a minimum functionality for the node in critical low energy situations. The battery level threshold \( E_{th} \) is set to 10J, allowing the node to maintain a minimal activity for up to 23 days, even when no harvesting opportunities exist. In the case of the static duty cycle, we set \( DC_{static} \) at each indoor location to \( DC_{max} \), the maximum achievable duty cycle capable of guaranteeing continuous operation, given in Eq. 9.
The parameter $DC_{MAV}$, which limits the possible values of the duty cycle, has a significant effect on the output of the BREV mechanism. In fact, with some values of $DC_{MAV}$, we notice that continuous operation of the node cannot be guaranteed. This is because higher values of $DC_{MAV}$ lead to higher values of assigned duty cycles, which can cause early battery depletion in some cases. Thus, we determine, for each indoor location, the maximum value of $DC_{MAV}$ that is capable of guaranteeing continuous operation. We observe, in Fig. 7, that this value depends on the weight $r$ associated to the battery level variation. We consider the best value of $DC_{MAV}$, shown in Tab. III for each location, to be the one capable of guaranteeing continuous operation for all values of $r$.

![Fig. 7. Maximum value of $DC_{MAV}$ capable of guaranteeing continuous operation function of $r$ at different indoor locations.](image)

Even when using the best $DC_{MAV}$ value, the weight $r$ has an impact on the performance of BREV. We compute the overall activity at each location for the different values of parameter $r$ in order to investigate its effect.

As shown in Fig. 8, in locations A and B, the impact of the weight $r$ is practically unnoticeable. This is due to the rare harvesting opportunities in these locations, which result in a steady decrease of the battery residual energy and very small battery level variation. Nevertheless, a small gain in the overall activity (in the order of 0.01%) exists for $r \in [0.1, 0.4]$, in the case of location A, and for $r \in [0.1, 0.2]$, in the case of location B. For locations C and D, where the available energy is more heterogeneously distributed, higher values of $r$ achieve longer node activity time, which means that the battery state information has a significant impact. In fact, for both locations, the best overall activity is obtained for $r = 1$, when we completely disregard the residual energy and consider solely the battery level variation.

![Fig. 8. Overall activity of BREV function of $r$ at different indoor locations.](image)

Using these optimal values for the weight $r$, we compute, in Fig. 6, the ratio $OA_{BREV}/OA_{static}$. Unlike the BRE solutions, BREV always performs better than the static approach, showing the significant impact of the additional information we use in the dimensioning of the node duty cycle.

### B. Practical case evaluation

Finding optimal values for parameters such as $DC_{MAV}$, $DC_{static}$ and $r$ is not trivial, as these values are location dependent and require knowledge of future events. In order to determine optimal values in a particular indoor location, the availability of harvestable energy for the entire deployment period would need to be accurately predicted.

Therefore, we consider in this section a more realistic approach, in which we fix the different parameters of the static and BREV mechanisms to default values in all indoor locations. We compute the corresponding overall activity, and prove that a dynamic approach that takes into consideration the battery state information always performs better than a fixed duty cycle.

Based on extensive results for the overall activity of the BREV approach with different parameter settings, we set, for all locations, $DC_{MAV} = 8\%$ and $r = 0.3$. For the static duty cycle, we arbitrarily fix $DC_{static} = \{0.7, 1, 1.5, 2\}$. We note that $DC_{static} = 0.7$ is the maximum static duty cycle value that allows continuous operation in all the studied locations.

Fig. 9 shows a comparison between the obtainable overall activity when implementing BREV, and different values of the static duty cycle. We remind that the overall activity is set to zero when the static duty cycle is not capable of guaranteeing continuous operation (Eq. 8). We notice that, for all locations, the BREV dynamic duty cycle always achieves a better overall activity than the static duty cycle, when the latter is capable of guaranteeing continuous operation.

We argue that, unlike outdoor deployments, the heterogeneity of indoor environments is not suitable for static duty cycle
solutions, as no single $DC_{\text{static}}$ value performs well in all locations. For example, a static duty cycle of 2% can be sustained in locations with high light availability (e.g. location C), but completely depletes the battery in more shadowed locations (e.g. location A). Smaller duty cycles enable continuous operation in more constrained environments, but underperform in better energy conditions. Well designed dynamic duty cycle solutions are therefore required, and the results in this section confirm that, unlike BRE, the BREV approach is a flexible solution, adapting to all environments, and increasing the node overall activity in both oracle and practical scenarios.

VIII. CONCLUSION

In this paper, we focus on duty cycle dimensioning in PV energy harvesting-based WSNs, for both outdoor and indoor scenarios. We propose a detailed energy harvesting model for a wireless sensor node that links energy collection, energy consumption, and energy management. By inputting real-world datasets to this model, we are able to dimension both static and dynamic duty cycle. Results show that for outdoor locations, solar energy is able to provide a sustained energy supply to enable WSNS continuously, with relatively high static duty cycles. For indoor scenarios, we show that state of the art mechanisms, basing dynamic duty cycle computation solely on battery residual energy, are not necessarily more performant than a static approach. Thus, we propose an approach that takes into account the battery level variation for dynamic duty cycle computation. Our analysis shows that, with this approach, inefficiencies of residual energy-based algorithms are resolved, and performance is better than the static approach.

For future work, it is of utmost importance to further evaluate and compare the performance of the adaptive duty cycle mechanisms in the context of the whole WSN, in order to evaluate and compare several performance criteria such as end-to-end delay and packet delivery ratio. Eventually, energy harvesting raises new questions since “infinite” lifetime does not necessarily mean “continuous”. A node may cease its activity following a battery depletion, then return to the network once recharged by the harvested energy. Tolerance and feasibility of discontinuity in the network lifetime must be further investigated.
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