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A spanning connectedness property is one which involves the robust existence of a spanning subgraph which is of
some special form, say a Hamiltonian cycle in which a sequence of vertices appear in an arbitrarily given ordering, or
a Hamiltonian path in the subgraph obtained by deleting any three vertices, or three internally-vertex-disjoint paths
with any given endpoints such that the three paths meet every vertex of the graph and cover the edges of an almost
arbitrarily given linear forest of a certain fixed size. Let π = π1 · · ·πn be an ordering of the vertices of an n-vertex
graph G. For any positive integer k ≤ n− 1, we call π a k-thick Hamiltonian vertex ordering of G provided it holds
for all i ∈ {1, . . . , n − 1} that πiπi+1 ∈ E(G) and the number of neighbors of πi among {πi+1, . . . , πn} is at
least min{n − i, k}; For any nonnegative integer k, we say that π is a −k-thick Hamiltonian vertex ordering of G
provided |{i : πiπi+1 /∈ E(G), 1 ≤ i ≤ n − 1}| ≤ k + 1. Our main discovery is that the existence of a thick
Hamiltonian vertex ordering will guarantee that the graph has various kinds of spanning connectedness properties
and that for interval graphs, quite a few seemingly unrelated spanning connectedness properties are equivalent to the
existence of a thick Hamiltonian vertex ordering. Due to the connection between Hamiltonian thickness and spanning
connectedness properties, we can present several linear time algorithms for associated problems. This paper suggests
that much work in graph theory may have a spanning version which deserves further study, and that the Hamiltonian
thickness may be a useful concept in understanding many spanning connectedness properties.
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1 Introduction

1.1 Background

A subgraph of a graph is called a spanning subgraph if it contains all the vertices of that graph. Spanning
paths and spanning cycles are widely known as Hamiltonian paths and Hamiltonian cycles, respectively.
They are named in honour of Sir William Rowan Hamilton in view of the fact that Hamilton invented
the Icosian Game, a game that challenges the players with various mathematical puzzles that relate to
spanning subgraphs of the dodecahedral graph. E.g., as reported in Barnett (6), Cook (25), using his
Icosian calculus, probably the earliest contribution to what later was to be dubbed Combinatorial Group
Theory, Hamilton could show that, no matter what (simple) path of length 4 in the dodecahedral graph
gets chosen as a starting path, one can always complete that path to a cyclic tour through all the vertices –
a fact that he noted already in a letter to his friend John T. Graves on October 17, 1856. That is, Hamilton
showed not only the existence of a specific pattern of connectedness, namely that of a spanning cycle, but
also the fact that this pattern is robust in the sense that any (simple) path of length four in that graph can
be extended to such a subgraph. The existence of Hamiltonian cycles/paths has become one of the most
studied areas of graph theory since then; See Bondy and Murty (9).

Although Hamilton himself was already not just concerned with the existence of a Hamiltonian cy-
cle/path, it is only a relatively recent trend to systematically study various forms and degrees of connect-
edness of graphs in terms of the existence of certain types of connected spanning subgraphs under various
kinds of robustness requirements – an endeavor that may actually be quite useful for various applications,
e.g., for providing combinatorial Gray codes as discussed in Savage (99), as supplying a spanning struc-
ture yields in general a good way of displaying/generating/connecting all objects under consideration in a
more or less systematic way.

Here, we will concentrate our efforts on rooted path systems, that is, certain natural generalizations of
paths and cycles. To this end, we write [k] for the set {1, . . . , k} for any positive integer k and we assume
that G =

(
V (G), E(G)

)
is a graph with vertex set V (G) and edge set E(G) ⊆

(
V (G)

2

)
. A path P in G

– i.e., a finite sequence x0, . . . , x` of pairwise distinct vertices of G with xi−1xi ∈ E(G) for all i ∈ [`] –
will also be called an x0, x`-path (of length ` > 0) and denoted by P = (x0, . . . , x`), the vertices x0 and
x` will be called the endpoints of this path P , and the set {x0, . . . , x`} of vertices visited by this path P
will be denoted by V (P ). For any vertex v ∈ V (G), we will think of v itself as a path in G of length 0
and with a single endpoint, namely v itself. For a positive integer k, if (x0, x1, . . . , xk+1) is a path and
x0xk+1 belongs toE(G), then we say that the cyclic sequence x0, x1, . . . , xk+1 forms a cycleC of length
k + 2; We adopt the notation 〈x0, x1, . . . , xk+1〉 for this cycle and write V (C) for the set of vertices on
C. A Hamiltonian cycle of a graph is a spanning cycle in it, i.e., a cycle through every vertex, and a
Hamiltonian path is a spanning path. We refer to any cycle passing through a vertex x as an x, x-path.
For any family R = Rk consisting of k pairs of vertices (s1, t1), . . . , (sk, tk) ∈ V (G) × V (G), a path
system of G rooted at R is a family P1, . . . , Pk of k paths/cycles such that Pi is an si, ti-path for each
i ∈ [k] and V (Pi)∩V (Pj) = {si, ti}∩ {sj , tj} holds for every two distinct indices i, j ∈ [k]. In contrast
to path systems as considered in the context of some classical graph connectivity theorems, say Menger′s
Theorem, we are not merely asking for disjoint paths between two vertex sets: We specify a pairing of
these endpoints and view the family consisting of these endpoint pairs as the root of the path system.

If a graph has at least 2k vertices and has a path system rooted atRk for every familyRk =
(
(si, ti)

)
i∈[k]

of k vertex pairs with {si, ti : i ∈ [k]} being a 2k-element subset of the graph vertex set, the graph is
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said to be k-linked; The property of being k-linked was addressed by Larman and Mani (70), Mader
(79), Robertson and Seymour (95). If {s, t1, . . . , tk} is a set of k + 1 distinct vertices, any path system
rooted atR =

(
(s, ti)

)
i∈[k] is called an (s;U)-fan, or simply a k-fan, where U := {t1, . . . , tk}; Lin et al.

(78) established some results about k-fans. When the family R consists of the fixed pair (s, t) with multi-
plicity k and s 6= t, a path system rooted atR is called a k-rail between s and t in Sørensen and Thomassen
(102) while a spanning k-rail is termed a k-container in Hsu (49) and a spanning k-stave in Broersma
et al. (11). A Hamiltonian path P is nothing but a spanning 1-fan (1-rail) rooted at the endpoints of P ;
Forgetting its root, a spanning 2-rail yields just a Hamiltonian cycle. When {s1, . . . , sk, t1, . . . , tk} has
cardinality 2k, a spanning path system rooted atR =

(
(si, ti)

)
i∈[k] is a path cover ofG of size k, namely

a set of k paths such that every vertex v ∈ V (G) belongs to exactly one path; See Arikati and Pandu Ran-
gan (3) for some related work. The “k-DPC problem” is the problem of characterizing those graphs in
which there exists, for any familyR =

(
(si, ti)

)
i∈[k] of k vertex pairs with {s1, . . . , sk, t1, . . . , tk} = 2k,

a spanning path system rooted at R. It originated from the study of interconnection networks by Jo et al.
(59), Park et al. (91) and can be viewed as a “spanning version” of the problem of checking the property
of being k-linked.

In line with the Icosian paradigm, we care about not only the mere existence of connected spanning
subgraphs that belong to certain isomorphisms classes of graphs, but also to which extent the existence
of such subgraphs is rich and robust and can hold various pieces of the graph tightly with flexibility.
Correspondingly, we shall propose a bunch of measures/properties that reflect various forms and degrees
of connectedness of graphs in such terms. We postpone a detailed description of these requirements to §2.

1.2 Interval graphs and spanning connectedness
An interval representation I of a graph G associates, to every v ∈ V (G), a nonempty interval I(v) =
[`I(v), rI(v)] on the real line such that, for all u, v ∈ V (G), one has uv ∈ E(G) if and only if u 6= v and
I(u)∩ I(v) 6= ∅ holds. If I is an interval representation of a graph G such that the length of the intervals
I(v) is a constant value for v ∈ V (G), then we say that I is a unit interval representation. A graph
for which an interval representation exists is called an interval graph and a graph having a unit interval
representation is a unit interval graph. The combinatorics of interval graphs has both rich mathematical
theory and important practical applications. Due to their simple geometric representation, many problems
regarding the path and/or cycle structure of a graph can be solved much more easily for interval graphs
than for arbitrary graphs. Nonetheless, there are still many interesting open problems and conjectures
relating to interval graphs or even unit interval graphs.

A cocomparability graph is a graph for which one can define a partial order “�” on its vertex set such
that, for all u, v ∈ V (G), one has uv ∈ E(G) if and only if neither u � v nor v � u holds. For any graph
G and any v ∈ V (G), the open neighborhood of v in G is the set {w ∈ V (G) : vw ∈ E(G)}, which
is denoted by NG(v), while the closed neighborhood of v in G is {v} ∪ NG(v) and denoted by NG[v].
A simplicial vertex in a graph G is a vertex such that NG(v) (or, equivalently, NG[v]) is a clique in G. A
graph G with n vertices is chordal provided it has a vertex ordering π1 · · ·πn such that πi is simplicial
in G[π1, . . . , πi] for every i ∈ [n]. Equivalently, we define a graph G to be chordal if every chord-free
cycle in G (if any) has exactly three vertices. Three vertices of a graph form an asteroidal triple if every
two of them are connected by a path avoiding the neighbourhood of the third one. Accordingly, a graph
without asteroidal triples is called AT-free. Recall that a graph is an interval graph if and only if it is both
chordal and AT-free, if and only if it is both a chordal graph and a cocomparability graph, and if and only
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if it is a cocomparability graph which does not contain a 4-cycle as an induced subgraph; Many properties
of these graph classes can be found in Golumbic (40). The bulk of this paper is devoted to a systematic
discussion of various connectedness properties of interval graphs and some related graph classes.

Intuitively, a dense graph should be “highly connected” in whichever way this might be defined. Our
main interest here is to design sparse (interval) graphs that exhibit a high degree of connectedness in terms
of connected spanning subgraphs, to expose some structural aspects of the (interval) graphs that enforce
a high degree of connectedness (as measured in these terms), and to elucidate the connection between
various possible spanning connectedness properties of (interval) graphs.

Various parameters for measuring the “spanning connectedness” of graphs, especially their vulnerabil-
ity, have been proposed in the literature. For any nonnegative integer k, a graph G is called k-connected
if it has at least k+1 vertices and the removal of no S ∈

(
V (G)
k−1

)
rendersG disconnected. The vertex con-

nectivity κ(G) of a graph G is the maximum value of k for which G is k-connected. We call S ⊆ V (G)
a minimum vertex separator of G provided G − S is disconnected and |S| = κ(G). For any graph
G, let c(G) denote the number of connected components of G. For any subset S of V (G), denote by
G[S] := (S, V (G) ∩

(
S
2

)
) the induced subgraph of G with vertex set S and put G− S := G[V (G)\S].

For each v ∈ V (G), we often useG−v as a shorthand forG−{v} and call it a vertex-deleted subgraph
of G. The toughness of a graph G, which was first considered by Chvátal (23), is

t(G) := min{ |S|
c(G− S)

: S ⊆ V (G), c(G− S) > 1}

if G is not a complete graph and
t(G) :=∞

if G is a complete graph, while a toughness determining set of G is any subset S of V (G) with t(G) =
|S|

c(G−S) . Further, a graph G is called t-tough for any real number t satisfying 0 ≤ t ≤ t(G). As an
additive dual of the toughness parameter, the scattering number of a graph G, denoted by sc(G) and
studied by Jamrozik et al. (58), Jung (60), is

max{c(G− S)− |S| : S ⊆ V (G), c(G− S) > 1}

if G is not a complete graph, and is
3− |V (G)|

otherwise. Every subset S of V (G) satisfying sc(G) = c(G − S) − |S| and c(G − S) > 1 is called a
scattering set of G; See Broersma et al. (11). Excepting complete graphs, all graphs G satisfy

sc(G) ≥ 2− (|V (G)| − 2) = 4− |V (G)|.

Broersma et al. (11) found that the scattering number determines quite a few seemingly unrelated con-
nectedness properties of interval graphs. The path cover number of a graph G, denoted by π(G), is
the minimum integer k such that G has a path cover of size k. An easy observation of Shih et al. (101,
Proposition 2.2) is that

sc(G) ≤ π(G). (1)

must hold for every graph G.
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1.3 Hamiltonian thickness
This subsection is to identify a graph parameter that we call “Hamiltonian thickness” which will allow
us to present a unified approach for establishing various connectednesss properties of graphs and interval
graphs. Hamilton was actually not the first person to study the spanning connectedness of graphs. Indeed,
in 1759, Euler already solved the knight′s tour problem on a chessboard of sixty-four squares Cook (25,
Fig. 2.11) while Kirkman investigated Hamiltonian cycles in polyhedra one year before Hamilton. Yet,
Hamilton′s Icosian game exhibits many more aspects of connectedness, and so we try to honor him with
the choice of the name Hamiltonian thickness.

The parameters vertex connectivity, scattering number and path cover number have minimum vertex
separator, scattering set and minimal path cover, respectively, as the positive certifying structures. For the
Hamiltonian thickness parameter, the positive certifying structure is some kind of vertex orderings. So,
let us first of all introduce some concepts relating to such orderings. For any set S and any nonnegative
integer k ≤ |S|, we denote by

Sk := {(π1, . . . , πk) ∈ Sk : |{π1, . . . , πk}| = k}

the set of all sequences or words π = π1π2 · · ·πk in Sk without repetition, also known as the set of all
partial k-permutations over S. If S is finite and k coincides with the cardinality |S| of S, the set Sk is
just the set of all permutations or orderings of S that we also denote by S!. For any positive integer k,
any word π ∈ Sk, and any two indices p, q ∈ [k] with 1 ≤ p ≤ q ≤ k, we denote by π[p, q] the word
πp · · ·πq . And for any two words π = π1π2 · · ·πk ∈ Sk and τ = τ1τ2 · · · τj ∈ Sj , we denote by πτ the
word π1 · · ·πkτ1 · · · τj of length k+ j obtained by concatenating the two words π and τ . Note that, given
two sets S and T and two partial permutations π ∈ Sk and τ ∈ T j , their concatenation πτ ∈ (S ∪ T )k+j
is actually a partial permutation of S ∪ T in case S and T are disjoint.

Next, given a graph G on n vertices, a permutation π = π1 · · ·πn ∈ V (G)! and an index i ∈ [n], we
define the forward degree dG,π(i) of the vertex πi with respect to the graph G and the vertex ordering π
by putting

dG,π(i) := |{j : πj ∈ NG(πi), i < j ≤ n}|,

and we dubb the resulting sequence
(
dG,π(1), . . . ,dG,π(n)

)
of all forward degrees of the vertices in

G the forward degree sequence of G with respect to π. Further, given any k ∈ [n − 1], we say
that π is a k-thick ordering of G provided dG,π(i) ≥ min{k, n − i} holds for all i ∈ [n], that is,
if and only if the last k + 1 vertices (relative to π) {πn−k, · · · , πn} form a clique and dG,π(i) ≥ k
holds for all i ∈ [n − k − 1]. An ordering π = (π1, . . . , πn) ∈ V (G)! will be called a Hamiltonian
vertex ordering of G if the sequence (π1, . . . , πn) is a Hamiltonian path of G. For any positive integer
k, a k-thick Hamiltonian vertex ordering is an ordering which is both k-thick and Hamiltonian. To
simplify induction later on and to tackle algorithmic problems on general graphs, say finding a minimum
path cover, we will also say that π is a −k-thick Hamiltonian vertex ordering for some nonnegative
integer k provided |{i ∈ [n − 1] : πiπi+1 /∈ E(G)}| ≤ k + 1 holds. For any π ∈ V (G)!, the
Hamiltonian thickness HG(π) of π with respect to G is the maximum integer k such that π is a k-
thick Hamiltonian vertex ordering of G. Note that HG(π) ≤ 0 if and only if either |V (G)| = n = 1 or
HG(π) = 1− |{i ∈ [n− 1] : πiπi+1 /∈ E(G)}|. For every v ∈ V (G), the height of v in G, denoted by
HG(v), is defined by putting

HG(v) := max{HG(π) : π is an ordering of V (G) starting at v}.
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For any integer k, denote by zk the class of all graphs which possess a k-thick Hamiltonian vertex
ordering. Note that zk ⊇ z` holds for all integers k, ` with k ≤ `. For every graph G, the thickness of
G is the largest integer k such that G has a k-thick ordering and the Hamiltonian thickness of G is

H(G) := max{k : G ∈ zk} = max
v∈V (G)

HG(v).

We write Kn for the complete graph on n vertices and Kn for the complement of Kn, namely the graph
consisting of n isolated vertices. Note that

H(Kn) =

{
0, if n = 1,

2− n, else,

and
H(Kn) = n− 1 = κ(Kn)

for every positive integer n. If G has at least two vertices and H(G) ≤ 1, 2 − H(G) is the minimum
size of a path cover of G, while 1 − H(G) coincides with the so-called Hamiltonian path completion
number of G as discussed by Damaschke et al. (30), namely the minimum number of additional edges
whose addition will turn G into a graph with a Hamiltonian path. We can write this observation simply as

π(G) =

{
1, if G = K1,

max{1, 2−H(G)}, else.
(2)

If G is not a complete graph, it is clear that 2 − |V (G)| ≤ H(G) ≤ |V (G)| − 2 holds. We call a vertex
v of G universal provided NG[v] = V (G) holds. The Hamiltonian thickness of G is not less than a
nonpositive integer k if and only if adding 1 − k universal vertices to G will cause the existence of a
Hamiltonian path.

The concept of forward degree sequence already arises in the study of the chip firing game (divisors
on graphs), say Baker and Norine (5, Remark 1.10, Lemma 3.2, Theorem 3.3), and in the study of the
offer rejection problem, say Chen et al. (20). The concept of thick ordering also appears implicitly in the
literature. Indeed, Bondy and Murty (9, Lemma 9.3) claims that a graph G can have a k-thick ordering
only if k ≤ κ(G) holds, that is,

H(G) ≤ κ(G) (3)

must hold – this also follows both from Theorem 15 and from Theorem 22 g) ⇒ c) in this paper. It is
worth mentioning that the thickness of a graph may be viewed as a concept that is somehow dual to the
degeneracy parameter, which are studied in Chrobak and Eppstein (22), Erdős and Hajnal (34), Kirousis
and Thilikos (64), Lick and White (75): The degeneracy of a graph G, denoted by dgn(G), is the least
integer k for which there exists an ordering of the vertices of G in which each vertex has k or fewer
neighbors that occur earlier than it in the ordering. For each graph G, it is clear that dgn(G) is no smaller
than the minimum degree of G and hence

dgn(G) ≥ κ(G) (4)

follows. IfG is an interval graph, Bondy and Murty (9, Exercise 14.5.10) and Woodall (106, §6.2) showed
that a dgn(G) + 1 is equal to the clique number of G.
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1.4 Our work

Let us now summarize the main contribution of this paper. We find that a graph with Hamiltonian thick-
ness O(k) exhibits a high degree of connectedness in terms of rooted k-path systems (§3.1.1) which will
enable us to construct sparse graphs with good “spanning connectedness”. We will discuss the interest-
ing relationship between the scattering number of a graph and its Hamiltonian thickness as well as the
behavior of the Hamiltonian thickness upon vertex deletion (§3.1.2). For interval graphs, we will show
that almost all spanning connectedness properties introduced in this section and in §2 are equivalent and
are characterized by the Hamiltonian thickness parameter (§3.2.2, §3.2.3, §3.2.4, §3.2.5). This includes
the useful observation that, for interval graphs, Hamiltonian thickness gives the same information as the
scattering number (Theorem 33). It is known that an interval graph is “cycle extendable” if and only if
it is Hamiltonian; See Abueida and Srithran (1), Chen et al. (19). With the help of the equivalence of
various spanning connectedness properties for interval graphs, this extension result about spanning 2-rails
(Hamiltonian cycles) can be extended to general spanning k-rails (Theorem 46). Almost all proofs of our
results are constructive and so correspond to some efficient algorithms. In §3.2.6, we demonstrate the
usefulness of our work on Hamiltonian thickness in algorithm design. We develop a linear-time algorithm
to determine the spanning rail connectivity of an interval graph, thus answering an open problem from
Broersma et al. (11); We also get a linear-time algorithm to calculate a scattering set of an interval graph
that is not complete – another linear-time algorithm for this task has recently been provided in Broersma
et al. (11, Corollary 1). Using the concept of Hamiltonian thickness, we will suggest two spanning ver-
sions of the Chvátal-Erdős Theorem and a spanning version of Menger′s Theorem (§3.2.7). It is clear that
higher powers of a graph will usually have better spanning connectedness. We try to give a quantitative
description on how the operation of taking powers will improve the spanning connectedness from the
viewpoint of the Hamiltonian thickness (§3.2.8). In contrast to Eq. (3), the results in §3.2.7 and §3.2.8
provide lower bounds for Hamiltonian thickness in terms of graph connectivity. Hopefully, the work in
§3.1 and §3.2, as well as many open questions gleaned in §3.3, which are motivated by these work, can
justify the effort to find, describe, and understand the vertex orderings with high Hamiltonian thickness
and may cast new light on some apparently complex situations regarding various spanning connectedness
properties.

The rest of this paper is organized as follows. In §2, we discuss various kinds of spanning connectedness
properties of graphs as well as the necessary terminology around them. Next we display all our main
results and conjectures in §3, where we only supply some short easy proofs of a few facts. Especially,
the Normal Path Algorithm, a major tool for us in exposing the structures of interval graphs in this paper
and a closely related one (74), is introduced in §3.2.1. In §4, we provide all missing proofs for our results
reported in §3.

2 Spanning connectedness properties

In this paper, all graphs are assumed to be finite, simple, undirected and loopless. Let G be a graph with
vertex set V (G) and edge set E(G). Let E be a subset of

(
V (G)

2

)
. We denote the graph (V (G), E(G) \ E)

by G − E and denote the graph (V (G), E(G) ∪ E) by G + E . If E consists of one element xy, we will
often write G− xy and G+ xy in place of G− E and G+ E , respectively. For E ⊆ E(G), G[E ] stands
for the graph G− (E(G) \ E).
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2.1 Endpoint constraints
A graph that contains a Hamiltonian path is called a traceable graph. A graph is Hamiltonian provided
it has a Hamiltonian cycle. A Hamiltonian-connected graph is a graph with at least two vertices in
which every two distinct vertices are the endpoints of a Hamiltonian path. A graph is Hamiltonian-
connected from a vertex v ∈ V (G) if there is a Hamiltonian path from v to every other vertex of G;
See Dean et al. (31). A semi-Hamiltonian-connected graph is a graph in which every vertex is an
endpoint of a Hamiltonian path. Let k be a positive integer. A graph G is spanning k-fan-connected
if it has at least k + 1 vertices and contains a spanning k-(x, U)-fan for every choice of x ∈ V (G)

and U ∈
(
V (G)\{x}

k

)
; See Lin et al. (78). The local rail connectivity between distinct vertices x and

y in a graph G is the maximum number of pairwise internally disjoint x, y-paths, denoted pG(x, y);
See Bondy and Murty (9, p. 206). For {x, y} ∈

(
V (G)

2

)
, define the local spanning rail connectivity

between x and y to be p̂G(x, y) = max{k : there exists a spanning t-rail between x and y in G for
every t ∈ [k]} if there exists a spanning rail between x and y in G and let p̂G(x, y) = 0 otherwise.
A graph is spanning k-rail-connected if it has at least two vertices and there exists a spanning k-rail
between every two different vertices of the graph; See Albert et al. (2), Lin et al. (76, 77, 78). Note
that a spanning k-rail-connected graph G must satisfy min{x,y}∈(V (G)

2 ) pG(x, y) ≥ k. Lin et al. (78)
considered the so-called spanning pipeline-connectivity of a graph. As a rooted version of this concept,
we call a graph G with |V (G)| ≥ k + 1 rooted k-connected provided for any given set of k vertex
pairs R = {(si, ti) ∈ V (G) × V (G) : i ∈ [k]} there exists a spanning k-path system rooted at R. A
graph G with |V (G)| ≥ k+ 1 is weakly rooted k-connected provided for any given set of k vertex pairs
R = {(si, ti) ∈

(
V (G)

2

)
: i ∈ [k]} there exists a spanning k-path system rooted at R.

Let H be a multigraph, possibly with loops, and let G be a graph. For any map f from V (H) to
V (G), a spanning H-subdivision in G with root f is a set S of internally disjoint paths gab in G
where ab runs through all multiple edges of H and gab is an f(a), f(b)-path such that every vertex of
G appears in at least one path from S and it holds for all v ∈ V (H) that f(v) never appears as an
interior vertex of any path from S . Gould and Whalen (41) observed that many spanning connectedness
problems can be unified as the problem of showing the existence of a spanning subdivision of a given
multigraph H . For example, when H is a multigraph with two vertices and several edges between the two
vertices then a spanning H-subdivision is basically a spanning rail with given endpoints, and when H is
a star graph the spanning H-subdivision is basically a spanning fan with given endpoints. If the graph
H has in total k multiple edges, it is not hard to see that the existence of a spanning H-subdivision in a
graph G amounts to the existence of a corresponding spanning k-path system. Moreover, depending on
whether or not H has loops and whether or not the root map f is required to be injective, the existence
of spanning H-subdivisions in G with all “possible” root maps is equivalent to the requirement that G is
rooted k-connected or weakly rooted k-connected with corresponding “freely” chosen root set.

The spanning rail connectivity of a graph G, which we denote by src(G), is the largest integer q
such that G is spanning k-rail-connected for all integers k ∈ [q]. Note that src(G) = 0 means that G is
not Hamiltonian-connected. The spanning fan connectivity of a graph G, denoted sfc(G), is the largest
integer q such that G is spanning k-fan-connected for all integers k ∈ [q]. For src(G), we refer the reader
to Chen et al. (21), Hsu and Lin (50), Huang and Hsu (52), Lin et al. (78) while for sfc(G) we refer the
reader to Lin et al. (78). For a Hamiltonian-connected graph G, it is not hard to see the following claim
of Lin et al. (78, Theorem 1):

κ(G) ≥ src(G) ≥ sfc(G). (5)
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Given a graph G and a vertex set S ∈
(
V (G)
k

)
, a k-fixed-endpoint path cover of the graph G with

respect to S is a path cover of G such that the vertices from S all appear as endpoints of the paths in
the path cover. The k-fixed-endpoint path cover problem, namely the kPC problem, for a graph G
is to determine a k-fixed-endpoint path cover of G of minimum size for any input S ∈

(
V (G)
k

)
. The

k-fixed-endpoint Hamiltonian path problem, namely the kHP problem, for a graph G is to determine
whether or not a k-fixed-endpoint path cover ofG of size one exists for any specific input S ∈

(
V (G)
k

)
and

output such a Hamiltonian path if it does exist. Note that kHP can have a positive solution only if k ≤ 2.
Damaschke (29) indicated in 1993 that no polynomial algorithm is known for the 1HP problem or 2HP
problem on interval graphs. Asdre and Nikolopoulos (4) discovered an O(|V (G)|3) time algorithm for
the 1PC problem on any interval graph G, thus also solving the 1HP problem posed by Damaschke about
20 years ago. Li and Wu (74) recently improve the work of Asdre and Nikolopoulos (4) by designing
an O(|V (G)| + |E(G)|) time algorithm for the 1PC problem on any interval graph G. We remark that
many concepts and results in this paper are motivated by the analysis and the design of this linear-time
algorithm as reported in Li and Wu (74).

2.2 Packability
A linear forest is a forest of which every component is a path. The size of a linear forest is the sum of
its number of edges and its number of length-zero paths (isolated vertices). For any graph G, ∂(G) and
=(G) stand for the set of degree 1 vertices in G and the set of vertices in G whose degrees are at least
two, respectively. Given E ⊆ E(G), we often write ∂(E) for ∂(G[E ]) and write =(E) for =(G[E ]) if no
confusion will arise.

For a graphG on n vertices, the spanning connectedness problem is to find a sandwich graphH between
Kn and G, namely Kn ⊆ H ⊆ G, which is of certain basic connection pattern, say a cycle or a path. It
is natural to consider the more constrained problem obtained by replacing Kn by a subgraph of G which
is of some specific form, say being a linear forest. That is to say, we are interested in those graphs which
possess a spanning graph of some connection pattern into which a given subgraph of some specific form
can be packed.

A graph G is k-packable Hamiltonian if for each linear forest F in G of size k or less, there is a
Hamiltonian cycle containing all the edges of F ; See Pósa (92). A graph G is k-packable traceable if
for every subgraph F of G which is a linear forest of size at most k, there is a Hamiltonian path in G
containing all the edges of F . A graph G is k-packable Hamiltonian-connected if for every subgraph F
of G which is a linear forest of size at most k and for any two vertices u, v ∈ V (G) \ =(F ) which do not
fall into the same component of F, there is a spanning u, v-path in G containing all the edges of F .

2.3 Ordering constraints
Let k be a positive integer and let G be a graph with at least k vertices.

• The graph G is k-vertex-ordered Hamiltonian if G has at least k vertices and for every sequence
v1, . . . , vk of distinct vertices of G there is a Hamiltonian cycle which encounters v1, . . . , vk cycli-
cally in this order. Relevant discussions can be found in Chen et al. (18), Kierstead et al. (63), Ng
and Schultz (85).

• The graph G is k-vertex-ordered Hamiltonian-connected provided G has at least k + 2 vertices
and for every sequence of k distinct vertices v1, . . . , vk, and every two distinct vertices u and u′
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such that u /∈ {v2, . . . , vk} and u′ /∈ {v1, . . . , vk−1}, G contains a Hamiltonian path that starts at
u, ends at u′, and encounters the vertices v1, . . . , vk in this order. See Ng and Schultz (85) for some
results about this property.

For any k ≥ 3, according to Ng and Schultz (85, Proposition 1), a k-vertex-ordered Hamiltonian
graph must be (k − 1)-connected. Ng and Schultz (85, Theorem 10) also claimed that every Hamiltonian
graph is 3-vertex-ordered Hamiltonian and for any k ≥ 3, every (k − 1)-vertex-ordered Hamiltonian-
connected graph is a k-vertex-ordered Hamiltonian graph. Moreover, for each integer k ≥ 4, there exists
a (k − 2)-vertex-ordered Hamiltonian-connected graph that is not k-vertex-ordered Hamiltonian; See Ng
and Schultz (85, Theorem 12).

Besides passing through a sequence of vertices in order, we are also interested in the existence of a
Hamiltonian cycle/path which passes through the components of a linear forest in arbitrarily prescribed
order. Let us introduce the relevant spanning connectedness properties as below. To this end, we first
prepare some terminology. Let G be a graph and F be a subgraph of G which is a linear forest. Assume
that O gives an ordering of the components of F , say O1, . . . ,O`. We assert that a path (cycle) P of G
passes through F according to O provided F ⊆ P and along P you will meet the components O1, . . . ,O`
in this order from one endpoint to the other endpoint (cyclically). We may think of the graph F along with
the ordering O of its components as an ordered structure and directly say a path/cycle passes through the
ordered linear forest F with the ordering O in mind. Note that a path passes through the ordered linear
forest O1, . . . ,O` if and only if it passes through its reversal O`, . . . ,O1.

Fix a positive integer k and let G be a graph with at least k vertices.

• The graph G is k-ordered Hamiltonian if it has at least k vertices and for every linear forest F in
G of size at most k and any ordering of the components of F , there is a Hamiltonian cycle of G
which is a supergraph of F and encounters the components of F in that specified order, namely the
Hamiltonian cycle traverses F in the given ordering.

• The graph G is k-ordered traceable if it has at least k vertices and for every linear forest F in G
of size at most k and any ordering of the components of F , there is a Hamiltonian path of G which
passes through F in that specified ordering.

• The graph G is k-ordered Hamiltonian-connected provided it has at least k + 2 vertices and for
every linear forest F of size at most k contained in G as well as an ordering O1, . . . ,O` of its
components, for every two vertices x and y such that x ∈

(
V (G) \ V (F )

)
∪
(
V (O1) \ =(O1)

)
,

y ∈
(
V (G)\V (F )

)
∪
(
V (O`)\=(O`)

)
and no component of F contains both x and y, we can find

a Hamiltonian path of G which leads from x to y and traverses through the ordered linear forest F .

To go one step further, for each path of positive length in the linear forest F,we may not only request the
existence of an interconnection structure which passes through the components of F in a given ordering
but may even impose the direction of passing through each component of F .

2.4 Extension property
A graph G is k-HC-extendable if it contains a path of length k and if every such path is contained in
some Hamiltonian cycle of G; A graph G is strongly-k-HP-extendable if it contains a path of length k
and if every such path P can be extended into a Hamiltonian path of G that starts with P . Both of these
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properties are considered by Miklavič and Šparl (83). A graph on n vertices is cycle extendable (path
extendable) if for every cycle (path) C of less than n vertices there is another cycle (path) containing all
vertices of C plus a single new vertex. A graph on n vertices is k-rail extendable if for every k-rail C
of less than n vertices there is another k-rail which has the same root as C and contains all vertices of C
plus a single new vertex.

To display the existence of some spanning pattern, a common two-step approach, as suggested by Gould
and Whalen (41), consists of firstly showing that given conditions are sufficient to imply the existence of
a particular subgraph and then demonstrating that the existing subgraph can be extended till it becomes
a spanning subgraph. In this sense, we can view those extension properties as spanning connectedness
properties.

2.5 Fault-tolerance
Let G be a graph and let k be a nonnegative integer. A graph G is k-edge-fault-tolerant Hamiltonian
if G − E is Hamiltonian for every set E ∈

(
E(G)
≤k
)
; See Harary and Hayes (43), Hsieh et al. (48), Huang

et al. (53). A graph G is k-vertex-fault-tolerant Hamiltonian if G − V is Hamiltonian for every set
V ∈

(
V (G)
≤k
)
; Related research includes Chartrand et al. (14), Lai and Shao (68). A graph G is k-fault-

tolerant Hamiltonian if G − F is Hamiltonian for every set F ∈
(
V (G)∪E(G)

≤k
)
; See Su et al. (103).

A graph G is k-vertex-fault-tolerant Hamiltonian-connected if the deletion of every set of at most k
vertices from G results in a Hamiltonian-connected graph; See Chen and Quimpo (16), Hu et al. (51), Lai
et al. (69), Ore (87). A graph G is exact-k-edge-fault-tolerant Hamiltonian if G−E is Hamiltonian for
every set E ∈

(
E(G)
k

)
. A graph G is exact-k-vertex-fault-tolerant traceable if G − V is traceable for

every set V ⊆
(
V (G)
k

)
– such a graph is called (|V (G)| − k)-traceable in Bullock et al. (12). Similarly, we

can define k-edge-fault-tolerant traceable graphs, k-fault-tolerant spanning t-rail-connected graphs,
k-fault-tolerant spanning t-fan-connected graphs, etc.

For any two vertices x and y of a graph G, an x, y-vertex-cut in G is a subset S of V (G) \ {x, y} such
that x and y belong to different components ofG−S. The minimum size of a vertex cut separating x and y
is denoted by cG(x, y). We make the convention that cG(x, y) =∞ whenever xy ∈ E(G). This function
c is called the local cut function on G. For any pair of distinct vertices x and y in G and any positive
integer k, the kth local spanning cut function ĉkG(x, y) is the minimum size of a set S ⊆ V (G) \ {x, y}
such that G − S does not have a spanning k-rail connecting x and y. We understand that ĉ1G(x, y) = ∞
when G is a complete graph and we can see that ĉ1G(x, y) < ∞ when G is not a complete graph. In
addition, let us define the local spanning cut function for any pair of distinct vertices x and y in G to be
ĉG(x, y) = maxk ĉ

k
G(x, y), which is the minimum size of a set S ⊆ V (G) \ {x, y} such that G− S does

not have any spanning rail between x and y.
Note that if G is k-vertex-fault-tolerant traceable, then it holds π(G − S) ≤ max{1, 1 + |S| − k} for

every S ⊆ V (G). It is also easy to see that a graph must be (k + 2)-connected if it is k-vertex-fault-
tolerant Hamiltonian. The converse is not true, as there exist arbitrarily highly connected nonhamiltonian
graphs, say Kn,n+1 (also see Example 59).

2.6 Passing through specified edges with fault-tolerance
Let G be a graph. The graph G is k-vertex-super-Hamiltonian provided, for all nonnegative integers t1
and t2 such that t1+ t2 ≤ k, the removal of every t1 vertices from G results in a t2-packable Hamiltonian
graph. The graphG is k-vertex-super-traceable provided, for all nonnegative integers t1 and t2 such that
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t1 + t2 ≤ k, the removal of arbitrarily given t1 vertices from G results in a t2-packable traceable graph.
The graph G is k-vertex-super-Hamiltonian-connected provided, for all nonnegative integers t1 and t2
such that t1 + t2 ≤ k, for each subset V ⊆ V (G) of size t1 and each set E ⊆ E(G − V) such that G[E ]
is a linear forest of totally t2 edges and for every two vertices u and v which lie in V (G − V) \ =(E)
and do not appear in the same component of G[E ], G − V contains a spanning u, v-path passing through
all edges in E . The graph G is k-super-Hamiltonian provided for all nonnegative integers t1, t2 and
t3 such that t1 + t2 + t3 ≤ k, for every set V ⊆ V (G) of size t1, every set F ⊆ E(G − V) of size
t2 and every set E ⊆ E(G − V) \ F such that G[E ] is a linear forest of totally t3 edges, G − V − F
contains a Hamiltonian cycle passing through all edges in E . In similar fashion, we can define a graph to
be k-super-Hamiltonian-connected, k-super-traceable, and so on.

3 Main results
3.1 General graphs

3.1.1 Spanning connectedness properties
Theorem 1 Let k be a positive integer and let G be an n-vertex graph possessing a k-thick Hamiltonian
vertex ordering π. Then G has a spanning k-rail between π1 and πn. What is more, we can require that
πn−1 is adjacent to πn on one of the k paths in this spanning k-rail.

We mention that a generalization of Theorem 1 has been proved in Wu et al. (107): For any integers
k ≥ t ≥ 2, if a graph G has a k-thick Hamiltonian vertex ordering π, then ĉtG(π1, π|V (G)|) ≥ k − t+ 1.

The next result is immediate from Theorem 1. An alternative proof without using Theorem 1 will be
presented in §4.1.1 and that proof is closer to the idea used in the linear-time algorithm of Li and Wu (74)
for solving the 1PC problem on interval graphs.

Corollary 2 Suppose thatG is a graph from z2. Then, for any v ∈ V (G), the graphG has a Hamiltonian
path with v as an endpoint, namely 1HP is always solvable on G.

Example 3 Let G be the graph on eight vertices as depicted in Fig. 1. It is a routine matter to derive
that G[i, . . . , 7] is Hamiltonian for each i ∈ [5]. Furthermore, one can check that G has no 2-thick
Hamiltonian vertex ordering. This means that the converse of Theorem 1 is not true when k = 2. Note
that G is neither a chordal graph nor an AT-free graph (and so not a cocomparability graph by Lemma
106).

1

4 63 5 72

Fig. 1: The graph G in Example 3.
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For any graph G and any W ⊆ V (G), write NG(W ) for
(
∪v∈W NG(v)

)
\ W and write NG[W ]

for NG(W ) ∪ W. If a graph G with n vertices has a k-thick vertex ordering π, surely the size of
NG({π1, . . . , πi}) is greater than or equal to k for each i ∈ [n − k], but not vice versa. The next ex-
ample says that we could not replace the k-thickness condition by the latter weaker condition in Theorem
1.

Example 4 Take an integer n ≥ 5 and let G be the graph with V (G) = {πi : i ∈ [n]} and E(G) =
{π1πn−1, π2πn} ∪ {πiπi+1 : i ∈ [n − 1]}. For every i ∈ [n − 2], it holds |NG({π1, . . . , πi})| ≥ 2 and
|NG({πn, . . . , πn+1−i})| ≥ 2. But G has no Hamiltonian cycle, namely no spanning 2-rail between π1
and πn.

Based on the concept of degree sequence, many sufficient conditions for the existence of a Hamiltonian
cycle or a Hamiltonian path with two arbitrarily fixed endpoints have been developed. See Ozeki and
Yamashita (88) and its references. Theorems 5, 7 and 9 shed a little light on establishing corresponding
results in terms of forward degree sequence.

Theorem 5 Let k be an integer not less than 2. If G ∈ zk holds, then G is (k − 2)-vertex-super-
Hamiltonian.

Theorem 5 has the following direct consequence.

Corollary 6 Let k ≥ 2 be an integer and let G ∈ zk. Take V ⊆ V (G) and E ⊆ E(G − V) such that
G[E ] is a linear forest and |E|+ |V| ≤ k− 2. Then, for any vertex v ∈ V (G−V) \=(E), G−V contains
a Hamiltonian path starting from v and passing through all the edges in E . (See §2.2 for the definition of
=(E)).

Theorem 7 For any positive integer k, all graphs G ∈ zk are (k − 1)-vertex-super-traceable.

Example 8 Take two integers t and n such that t > 1 and n ≥ 3. Consider the complete multipartite
graph Kt;n whose vertex set is the union of n disjoint t-sets V1, . . . , Vn and there is an edge between u
and v if and only if there exit i 6= j such that u ∈ Vi and v ∈ Vj . We can check that deleting any vertex
subset of size at most t+1 from Kt;n yields a traceable graph while the Hamiltonian thickness of Kt;n is
n− 1.

Theorem 9 If k is an integer greater than 2, then every graphG ∈ zk is (k−3)-vertex-super-Hamiltonian-
connected.

Ng and Schultz (85, Problem 4) suggested to study the existence of small degree k-vertex-ordered
Hamiltonian-connected graphs. The next result provides a method to construct such graphs.

Theorem 10 Let k be a positive integer. If G ∈ z2k+2, then G is k-ordered Hamiltonian-connected.

Corollary 11 Let k be a positive integer. If G ∈ z2k, then G is k-ordered traceable.

Theorem 12 Let k be a positive integer. If G ∈ z2k+1, then G is k-ordered Hamiltonian.

The following result shows a link between Hamiltonian thickness and the general spanning multigraph
subdivision problem as discussed in §2.1.

Theorem 13 Let k be a positive integer and pick G ∈ z2k+1. Then G is weakly rooted k-connected.
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Let k be an integer not less than 3 and pick G ∈ zk. An immediate consequence of Theorem 13 is that

min{sfc(G), src(G)} ≥ bk − 1

2
c.

Incorporating some new idea, Wu et al. (107) deduced the stronger results that sfc(G) ≥ k − 1 and
src(G) ≥ k. When G is specified to be an interval graph, Theorem 37 iii) to be presented in §3.2.4 will
give even more exact information on sfc(G) and src(G).

Corollary 14 Let G be a graph and let k be a positive integer. If G ∈ z2k−1, then G is k-vertex-ordered
traceable.

3.1.2 Scattering number and Hamiltonian thickness
A graph G is mottling if either G = K1 or

π(G) = max{1, sc(G)}.

By Eq. (2) and the definition of Hamiltonian thickness, we know that G is mottling if and only if G is
either traceable or fulfils 2 = sc(G) +H(G).

We are ready to define several graph classes. Note that in the definitions of the first three graph classes
given below we could replace “if and only if” by merely “if”, since the “only if” part holds always for
every graph. Let C be a graph class.

• The graph class C is path-tough if, for every G ∈ C, G is traceable if and only if sc(G) ≤ 1. See
Kratsch et al. (67, Definition 2.1).

• We call C cycle-tough if, for every G ∈ C with |V (G)| ≥ 3, G is Hamiltonian if and only if
sc(G) ≤ 0 (or equivalently, t(G) ≥ 1). See Kratsch et al. (67, Definition 2.1).

• The graph class C has the Deogun-Kratsch-Steiner property if, for every G ∈ C with |V (G)| ≥
3, G is Hamiltonian if and only if G − v is traceable for every v ∈ V (G). See Deogun et al.
(32), Kratsch et al. (67).

• The graph class C is a Jung′s family if every graph G ∈ C is mottling, is Hamiltonian when
sc(G) = 0, and is Hamiltonian-connected when sc(G) ≤ −1; See Giakoumakis et al. (38), Jung
(60). Giakoumakis et al. (38, Definition 1) called every graph from a Jung′s family a Jung graph.

The graph classes specified by the above-mentioned spanning connectedness properties may support
quite well the design of polynomial-time certifying recognition algorithms as they possess good positive
certificate and negative certificate, as argued by Deogun et al. (32, p. 100).

Cocomparability graphs are path-tough by Lehel (72), are cycle-tough by Deogun et al. (32, Theorem
10), and have the Deogun-Kratsch-Steiner property by Deogun et al. (32, Theorem 9). Hochstättler and
Tinhofer (47, Theorem 2) showed that P4-extendible graphs are mottling. In addition, Jung graphs include
P4-free graphs (cographs) according to Jung (60) and cocomparability graphs according to Deogun et al.
(32, Theorem 8). For every P4-tidy graph, a good discussion on when it is a Jung graph is given in
Giakoumakis et al. (39). In the process of giving a linear-time certifying algorithm for the minimum
path cover problem on interval graphs, Hung and Chang (54, Corollary 3.3) again confirmed that interval
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graphs, a special class of cocomparability graphs, are mottling. Note that our Theorem 33 will be a
strengthening of this fact.

In §3.1.1, we suggested that a thickest Hamiltonian vertex ordering of a graph may serve as a positive
certificate of its various spanning connectedness. We now propose that, as already hinted by the previous
discussion in this subsection, a scattering set may often play the role of a negative certificate for several
spanning connectedness properties for some graph classes, especially those graphs G for which we know
sc(G) +H(G) in advance from their structural properties.

In light of Eq. (2), the first inequality in the next proposition is a small improvement of Eq. (1). The
second inequality in Theorem 15 should be in the folklore.

Theorem 15 For every graph G, it holds sc(G) +H(G) ≤ 2 ≤ sc(G) + κ(G).

Deogun et al. (32) defined the scattering number of a graph in a way that is a bit different with ours.
However, it can be checked that the proof of Deogun et al. (32, Proposition 7) can be adapted a little to
give

sc(G) =


max
v∈V (G)

G−v is not a complete graph

sc(G− v)− 1, if G is not a complete graph,

max
v∈V (G)

sc(G− v)− 1, if G is a complete graph,
(6)

where G is any connected graph with at least two vertices. This fact will be used in our proof of Theorem
16. Note that, thanks to Theorem 15, a graph G for which equality in Eq. (3) holds, i.e., H(G) = κ(G),
must satisfy sc(G) +H(G) = 2.

Theorem 16 Let C be a graph class such that sc(G) +H(G) = 2 holds for all G ∈ C.

i) The graph class C is path-tough;

ii) The graph class C is cycle-tough;

iii) The graph class C is a Jung′s family;

iv) The graph class C has the Deogun-Kratsch-Steiner property.

Theorem 17 If G is a forest, then sc(G) +H(G) = 2.

Let k be a positive integer and let G be a graph with n ≥ k+1 vertices. An ordering π ∈ V (G)! is said
to be an exact-k-thick Hamiltonian vertex ordering of G provided π is a Hamiltonian vertex ordering
and dG,π(i) = min{k, n − i} holds for all i ∈ [n]. We call G an exact-k-thick Hamiltonian graph if
it has an exact-k-thick Hamiltonian vertex ordering. An exact-k-thick Hamiltonian graph is also called a
maximal k-degenerate graph in Lick and White (75).

Theorem 18 Let k be a positive integer and let G be a graph. Then dgn(G) = H(G) = k if and only if
G is an exact-k-thick Hamiltonian graph. In addition, every exact-k-thick Hamiltonian graph G satisfies
2− sc(G) = H(G) = κ(G) = dgn(G).

Recall that any graph obtained from a graph G by deleting one vertex from it is called a vertex-deleted
subgraph of G. A graph is a hypotraceable if it is not traceable but every vertex-deleted subgraph of it
is traceable; A graph is hypohamiltonian if it is nonhamiltonian but every vertex-deleted subgraph of it
is Hamiltonian. We point out that there do exist hypotraceable/hypohamiltonian graphs of many vertices;
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See Thomassen (104), Wiener and Araya (105). A graph is hypo-Hamiltonian-connected if it is not
Hamiltonian-connected but every vertex-deleted subgraph of it is Hamiltonian-connected.

Theorem 19 Let G be a chordal graph with more than two vertices. Then G is not hypotraceable, not
hypohamiltonian and not hypo-Hamiltonian-connected.

Example 20 a) Let G be a graph which is the disjoint union of two traceable graphs. Then sc(G) = 2
andH(G) = 0.

b) For any positive integer m, the graph K2,m is a cocomparability graph. When m ≥ 3, we have
sc(K2,m) = m − 2 and H(K2,m) = 4 − m and so sc(K2,m) + H(K2,m) = 2. When m = 2,
sc(K2,2) = 0,H(K2,2) = 1 and so sc(K2,2) +H(K2,2) = 1. Note that K2,m is traceable if and only
if m ≤ 2. Also recall that, as shown in Deogun et al. (32, Theorem 8), every cocomparability graph is
mottling.

c) The Petersen graph G, also known as the Kneser graph KG(5, 2) or the Odd graph O2, has vertex set(
[5]
2

)
and S, T ∈

(
[5]
2

)
are adjacent in G if and only if S ∩T = ∅. It holds sc(G) = −1 andH(G) = 1.

For {S, T} ∈
(
V (G)

2

)
, there is a spanning S, T -path in G if and only if |S ∩ T | = 1. The Petersen

graph is the only hypohamiltonian graph with at most ten vertices; See Gaudin et al. (37), Thomassen
(104).

d) Deleting any vertex subset of size at most 2 from the Petersen graph results in a traceable graph. But
the Petersen graph does not have a 2-thick Hamiltonian path, not mentioning a Hamiltonian cycle.
This means that the Petersen graph does not have the Deogun-Kratch-Steiner property.

e) (Ziqing Xiang) There are exactly three graphs G with at most 9 vertices satisfying both

max
v∈V (G)

HG(v) > min
v∈V (G)

HG(v)

and
sc(G) +H(G) < 0.

We enumerate them as G1, G2 and G3 in Fig. 2. One can check the following: {HG1
(v) : v ∈

V (G1)} = {2, 1}, sc(G1) = −3; {HG2
(v) : v ∈ V (G2)} = {3, 2}, sc(G2) = −4; {HG3

(v) : v ∈
V (G3)} = {4, 3}, sc(G3) = −5.

f) Let k be a positive integer and letGk be the disjoint union of k copies of the graphH with V (H) = [6]
and E(H) = {12, 23, 31, 14, 25, 36}. It holds sc(Gk) = k,H(Gk) = 2 − 2k and so sc(Gk) +
H(Gk) = 2− k.

g) For the graph G in Fig. 1 (Example 3), it holds sc(G) = 0 andHG(v) = 1 for all v ∈ V (G).

h) For the graph G in Fig. 3, it holds sc(G) = −2 andHG(v) = 1 for all v ∈ V (G).

Let us close this section with a result about the influence on the Hamiltonian thickness parameter by
some graph modifications.

Theorem 21 Let G be a graph withH(G) ≤ 2 ≤ |V (G)|.
a) For every v ∈ V (G), it holdsHG(v) ∈ {H(G),H(G)− 1} and henceH(G− v) ≥ H(G)− 1.

b) For every e ∈ E(G), it holdsH(G− e) ∈ {H(G),H(G)− 1}.
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(a) G1 (b) G2 (c) G3

Fig. 2: Three graphs G satisfying both maxvHG(v) > minvHG(v) and sc(G) +H(G) < 0.

G

Fig. 3: maxv∈V (G)HG(v) = minv∈V (G)HG(v) = 1, sc(G) = −2.

3.2 Interval graphs
According to Gould (42, §3), little has been done in developing existence of cycles in graph classes defined
by forbidden subgraphs. We move on now to some discussions about interval graphs, which may form a
very surprising exceptional graph class regarding the preceding statement. In §3.2.1 we introduce a basic
algorithm, which not only appears in the statement of some of our results but also plays an important role
in our mathematical analysis of relevant problems. In the ensuing seven subsections we present our main
work on interval graphs.

3.2.1 Normal path algorithm
We start with the following Normal Path Algorithm (Algorithm 3.1) for graph search, which is very
similar to the rightmost neighbour algorithm proposed in Corneil et al. (27), Mertzios and Corneil (82).
Roughly speaking, the algorithm greedily chooses the neighbor which appears earliest in a given vertex
ordering at each step and grows a path that eventually snakes around the whole graph.

If the graph G is from some structured graph class, the ordering ξ is usually chosen to be a one
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Algorithm 3.1 Find a special vertex ordering with a given starting point according to a given vertex
ranking

Input: Graph G, ξ ∈ V (G)!, a ∈ V (G)
Output: An ordering π ∈ V (G)!

1: function NP(G, ξ, a)
2: π1← a
3: for i← 1 to |V (G)| − 1 do
4: if There exists an unvisited vertex of NG(πi) then
5: πi+1← an unvisited vertex of NG(πi) which appears earliest in ξ
6: else
7: πi+1← an unvisited vertex which appears earliest in ξ
8: return π

with some characteristic property, say a cocomparability ordering (umbrella-free ordering) suggested by
Kratsch and Stewart (65, p. 402), a perfect elimination ordering defined by Dirac (33) or an interval order-
ing proposed by Raychaudhuri (93), respectively, if G is a cocomparability graph, a chordal graph or an
interval graph. We call an output of NP(G, ξ, a) a normal vertex ordering with respect to ξ if a = ξ(1).
The normal path algorithm is very powerful in detecting the spanning connectedness of cocomparability
graphs. For example, if a cocomparability graph has a Hamiltonian path, then it has a normal Hamiltonian
vertex ordering with respect to an LDFS cocomp ordering as claimed by Mertzios and Corneil (82, Theo-
rem 2), and every normal vertex ordering of G with respect to an LDFS cocomp ordering is Hamiltonian
by Corneil et al. (27, Theorem 4.14).

Let I be an interval representation of a graph G. With respect to the interval representation I, we
say that a maximal clique Q of G is to the left of another maximal clique Q′ whenever ∩v∈QI(v) is
an interval to the left of the interval ∩v∈Q′I(v), namely, minv∈Q rI(v) < maxv∈Q′ `I(v). Moreover,
it is well-known that all maximal cliques of the interval graph G can be listed as Q1, . . . , Qr such that
Qi is to the left of Qj with respect to I if and only if i < j. We say a ∈ V (G) is a leftmost vertex
for I if rI(a) = min{rI(v) : v ∈ V (G)} and we say b ∈ V (G) is a rightmost vertex for I if
`I(b) = max{`I(v) : v ∈ V (G)}. The right-endpoint ordering of G according to I is an ordering
π of V (G) such that rI(πp) ≤ rI(πq) whenever p < q. We will refer to this ordering π as ξI . If a is a
vertex belonging to the leftmost clique of G with respect to I, NP(G, ξI , a) is the so-called Straight Path
(Normal Path) Algorithm for interval graphs studied in Arikati and Pandu Rangan (3) and we will often
write it as

NP(G, I, a).

Note that the basic ideas of this algorithm also appear in Damaschke (29), Ioannidou et al. (56), Keil
(62), Manacher et al. (80). An ordering of the vertex set of an interval graph generated by the normal path
algorithm is called an almost normal vertex ordering. If we further require that a is a leftmost vertex
for I in the procedure NP(G, I, a), then Damaschke (29) called the output ordering of NP(G, I, a) a
normal vertex ordering of G with respect to I.

3.2.2 Characterizations of zk

We need some more terminology before we can state our first main result on interval graphs. Two (not-
necessarily distinct) vertices u and v of an interval graph G form an opposite pair if one is a rightmost
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vertex and the other is a leftmost vertex of G with respect to one of its interval representations. A typical
k-rail of an interval graph is a spanning k-rail between opposite vertices. A typical k-fan of an interval
graph with respect to an interval representation I of G is a spanning k-(x;U)-fan where x is a leftmost
vertex and U is a k-set lying inside the rightmost clique with respect to I.

Theorem 22 For every interval graph G and every positive integer k < |V (G)|, the following statements
are equivalent.

a) For every interval representation I of G and every opposite pair a and b of G with respect to I, there
exists a spanning k-rail of G between a and b.

b) The graph G possesses a typical k-rail.

c) The graph G is (k − 1)-vertex-fault-tolerant traceable.

d) The graph G is exact-(k − 1)-vertex-fault-tolerant traceable.

e) All normal vertex orderings of G are k-thick Hamiltonian vertex orderings.

f) The graph G has a k-thick normal vertex ordering, which, surely, is a Hamiltonian vertex ordering.

g) The graph G has a k-thick Hamiltonian vertex ordering, namely the graph G lies in zk.

h) The graph G possesses a typical k-fan.

Theorem 22 b) ⇔ c) for k = 2 just says that interval graphs have the Deogun-Kratsch-Steiner prop-
erty. Recall that, more generally, by Deogun et al. (32, Theorem 9), all cocomparability graphs have the
Deogun-Kratsch-Steiner property.

Theorem 23 Let G be a graph and let I be an interval representation of G. Let C1, . . . , Cs be the
sequence of all maximal cliques of G listed from left to right according to I. Let Li = C1 ∪ · · · ∪ Ci for
each i ∈ [s]. For any positive integer k, the graph G has a spanning k-rail if and only if G[Li] has a
typical k-fan with respect to I for every i ∈ [s].

When k = 2, Theorem 23 is already known by Keil and is useful in designing an efficient algorithm
for deciding the Hamiltonicity of interval graphs; See Chen et al. (19, Lemma 2.3) and Keil (62).

Theorem 24 If G is an interval graph, then |HG(v)−HG(w)| ≤ 1 holds for all v, w ∈ V (G).

Corollary 25 Let G be an interval graph withH(G) = k and |V (G)| ≥ 2. For every v ∈ V (G), it holds
HG(v) ≥ k − 1 and G− v ∈ zk−1.

Proof: It is a trivial consequence of Theorem 24. 2

Lemma 26 LetG be an interval graph with at least two vertices. Then minv∈V (G)H(G−v) ≥ H(G)−1.
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Theorem 27 Let G be a traceable interval graph with at least two vertices, namely an interval graph
with Hamiltonian thickness at least 1. Then

H(G) = min
v∈V (G)

H(G− v) + 1. (7)

It also holds
H(G) = min

v∈V (G)
HG(v) + 1 (8)

unless G is a complete graph.

Theorem 28 Let G be an interval graph with at least two vertices. For every integer k ≥ 2, the following
hold.

a) The graph G is a member of zk if and only ifH(G− v) ≥ k − 1 for every v ∈ V (G).

b) If G is not a complete graph, then G ∈ zk if and only ifHG(v) ≥ k − 1 for every v ∈ V (G).

For the graph G = K3 or K2, HG(v) = H(G) and G − v ∈ z0 for all v ∈ V (G) but G /∈ z1. This
means that the condition ofH(G) ≥ 1 in Theorem 27 and the condition of k ≥ 2 in Theorem 28 are both
necessary.

Theorem 29 Let G be an interval graph. For any integer k satisfying |V (G)| > k ≥ 3, the following
statements are equivalent.

i) The graph G lies in zk.

ii) For every nonnegative integer s ≤ k − 3 and every S ∈
(
V (G)
s

)
, it holds sfc(G− S) ≥ k − s− 1.

iii) The graph G is spanning (k − 1)-fan-connected.

iv) The graph G is (k − 3)-vertex-fault-tolerant Hamiltonian-connected.

For k = 2, the next result on interval graphs basically follows from Theorem 5.

Theorem 30 Let G be an interval graph. For any given integers k and t such that k ≥ t ≥ 2, it holds
G ∈ zk if and only if G is (k − t)-vertex-fault-tolerant spanning t-rail-connected. Especially, for any
k ≥ 2, G ∈ zk if and only if G is (k − 2)-vertex-fault-tolerant Hamiltonian.

It looks much harder to obtain edge-fault-tolerance results based on an induction on the number of ver-
tices. We mention that Lee and Park provided a good understanding of the vertex-fault-tolerant unpaired
k-DPC problem on unit interval graphs but left its edge-fault-tolerant version as an open problem; See
Lee and Park (71, p. 616). Luckily, we can get an edge version of Lemma 26, namely Theorem 31, from
which Theorem 32, a result on the fault-tolerant Hamiltonian property, is only a few strides away.

Theorem 31 For every interval graph G and E ⊆ E(G), it holdsH(G− E) ≥ H(G)− |E|.

Theorem 32 Let G be an interval graph and let k ≥ 2 be an integer. The graph G lies in zk if and only
if it is (k − 2)-fault-tolerant Hamiltonian.



146 Peng Li, Yaokun Wu

Given any nonnegative integer k, Theorems 30 and 32 imply that, for an interval graph, being k-fault-
tolerant Hamiltonian is equivalent to being k-vertex-fault-tolerant Hamiltonian. Its edge version is not
correct. For example, we can consider the graph G with vertex set {u, u′, v1, . . . , v4k+1, w1, . . . , w4k+1}
and the interval representation I such that I(u) = I(u′) = [−1, 1], I(v1) = · · · = I(v4k+1) = [−2,−1],
and I(w1) = · · · = I(w4k+1) = [1, 2]. Note that G− u is not Hamiltonian but G is k-edge-fault-tolerant
Hamiltonian.

In some sense, Eq. (7) can be viewed as a dual of Eq. (6). Together, they strongly suggest the following
result.

Theorem 33 For every interval graph G, it holds sc(G) +H(G) = 2.

As an immediate application of Theorem 33, we can derive the following result of Broersma et al. (11).

Corollary 34 Let G be an interval graph.

I) Broersma et al. (11, Theorem 2) For any positive integer k, G has a typical k-rail if and only if
sc(G) ≤ 2− k.

II) Broersma et al. (11, Theorem 3) For any integers k < 0, sc(G) = k if and only if G is −(k + 1)-
vertex-fault-tolerant Hamiltonian-connected but not−k-vertex-fault-tolerant Hamiltonian-connected.

Proof: I) Theorem 22 b)⇔ g) and Theorem 33.
II) Theorems 29 i)⇔ iv) and Theorem 33. 2

The join of two graphs G1 and G2, denoted by G1

∨
G2, is the graph obtained from the disjoint union

of G1 and G2, denoted by G1 ∪G2, by adding all possible edges joining V (G1) and V (G2). Theorem 33
allows us obtain the following characterization of zk for any nonpositive integer k.

Theorem 35 Let G be an interval graph. For every integer k ≤ 0, the following statements are equiva-
lent.

a) The graph G lies in zk.

b) π(G) ≤ 2− k.

c) The graph G
∨
K1−k lies in z1.

d) All normal vertex orderings of G are k-thick Hamiltonian vertex orderings.

e) The graph G has a normal k-thick Hamiltonian vertex ordering.

f) It holds sc(G) ≤ 2− k.

3.2.3 Ordering constraints
LetG be a graph on n vertices satisfying Ore′s condition that degG(x)+degG(y) ≥ n for any nonadjacent
pair of vertices x and y. Chen et al. (18) found that such a graph is k-vertex-ordered Hamiltonian if either
k < n

12 and G is dk+1
2 e-connected or k ≤ n

176 and G is d 3k2 e-connected. Eq. (3) suggests that there
might be a counterpart of this result in terms of Hamiltonian thickness. The next result confirms this
anticipation.
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Theorem 36 Let k be a positive integer and let G be an interval graph.

1) If G has a (b 3k2 c+ 2)-thick Hamiltonian vertex ordering, then G is k-ordered traceable.

2) If G has a (b 3k2 c+ 3)-thick Hamiltonian vertex ordering, then G is k-ordered Hamiltonian.

3.2.4 Equivalences among various connectedness parameters
Our first result is about the spanning rail connectivity and the spanning fan connectivity of interval graphs.
Note that it is consistent with Eq. (5).

Theorem 37 Let G be an interval graph.

i) If |V (G)| ≤ 3, then src(G) = sfc(G).

ii) IfH(G) ≤ 2 and |V (G)| ≥ 4, then src(G) = sfc(G) = 0.

iii) IfH(G) ≥ 3, then src(G) = H(G) = sfc(G) + 1.

A graph class is hereditary if it is closed under taking induced subgraphs. A hereditary graph class C
is maroon provided, for every G ∈ C, G is connected if and only if G is traceable.

Lemma 38 Let C be a maroon class of interval graphs. For every G ∈ C, it holds

H(G) =

{
κ(G), if c(G) = 1,

2− c(G), if c(G) > 1.
(9)

A rigid chordal graph is a graph possessing a unique clique tree; See Ibarra (55), Li and Wu (73).
A rigid chordal graph must be connected unless it is the disjoint union of two complete graphs. A rigid
chordal graph is a rigid interval graph if it is also an interval graph; Li and Wu (73) studied rigid interval
graphs with the help of graph search algorithms.

Lemma 39 A rigid interval graph is connected if and only if it is traceable.

Concerning the previous lemma, we remark that a connected interval graph is not necessarily traceable
as can be seen from the claw graph K1,3.

Theorem 40 Eq. (9) holds for every unit interval graph G.

Theorem 40 is a refinement of the known fact of Bertossi (8) that every connected unit interval graph is
traceable. We can also read from Theorems 29, 30 and 40 the known result of Chen and Chang (15), Chen
et al. (17) that a unit interval graph is Hamiltonian if and only if it is 2-connected and a unit interval
graph is Hamiltonian-connected if and only if it is 3-connected. The Matthews-Sumner Conjecture, as
discussed in Broersma et al. (10), Matthews and Sumner (81), asserts that every 4-connected claw-free
graph is Hamiltonian. Note that claw-free interval graphs are just unit interval graphs; See Roberts (94).
Therefore, the fact that every 2-connected unit interval graph is Hamiltonian verifies the Matthews-Sumner
Conjecture for interval graphs.

Let G be a chordal graph which is not complete. Taking any clique tree T of G, it is known that a set
S ⊆ V (G) is a minimal vertex separator of G if and only if S = C ∩ C ′ for two maximal cliques C and
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C ′ of G such that CC ′ ∈ E(T ); See Ho and Lee (45). Especially, on the condition that the chordal graph
G is connected, we can derive that

κ(G) = min
CC′∈E(T )

|C ∩ C ′|. (10)

Chen and Chang (15, Theorem 3) asserted without proof that κ(G) = 2 − sc(G) holds for every
connected unit interval graph. The next result confirms that κ(G), sc(G) and several other parameters
give the same information about a unit interval graph G.

Theorem 41 Let G be a connected unit interval graph. Then κ(G) = H(G) = 2 − sc(G). If G has
a clique tree T with at least two vertices, it even holds 2 t(G) = κ(G) = H(G) = 2 − sc(G) =
minCC′∈E(T ) |C ∩ C ′|.

Theorem 41 tells us that equality in Eq. (3) holds for all connected unit interval graphs G. We mention
that equality in Eq. (4) does not necessarily hold for unit interval graphsG. To see this, we pick an integer
n > 1 and think of the graph Dn obtained from two disjoint copies of Kn by adding a universal vertex. It
is easy to check that Dn is a unit interval graph while dgn(Dn) = n > 1 = κ(Dn).

It is a well-established research direction to study the minimum number of edges to guarantee a
Hamiltonian-connected graph. A classical result of Moon (84) says that the minimal number of edges
in a Hamiltonian-connected graph with n ≥ 4 vertices is b 3n+1

2 c. Some recent studies can be found in
Ho et al. (46).

Theorem 42 The minimum number of edges in a Hamiltonian-connected interval graph on n ≥ 3 vertices
is 3n− 6, which is attained if and only if the interval graph is K3 or an exact-3-thick Hamiltonian graph.

Theorem 43 Let P be an interval poset and G the cocomparability graph of P. The maximum Hamilto-
nian thickness of an ordering of V (G) that is a linear extension of P is equal toH(G).

3.2.5 Extension properties
For any graph G with at least two vertices and π ∈ V (G)!, we define

fG(π) =

{
min{i : dG,π(i) = HG(π)}, ifHG(π) > 0;

max{i : i < n,dG,π(i) = 0}, ifHG(π) ≤ 0.
(11)

For a graph G with H(G) ≥ 1, Theorem 27 asserts the existence of a vertex v such that H(G) =
H(G− v) + 1. The next result beefs up this observation by pointing out how to get such a vertex v.

Theorem 44 Let G be an interval graph with H(G) > 0. Let π be any normal vertex ordering of G and
let T = {πj : πj ∈ NG(πfG(π)), j > fG(π)}. Then it holdsH(G− S) = H(G)− |S| for every S ⊆ T .

Theorem 45 For every integer k ≥ 2 and every interval graphG, the following statements are equivalent.

i) The graph G lies in zk.

ii) The graph G is (k − 2)-packable Hamiltonian.

iii) The graph G is (k − 2)-HC-extendable.

iv) The graph G is strongly (k − 2)-HP-extendable.
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v) The graph G− S is traceable for every S ∈
(
V (G)
≤k−1

)
such that G[S] is a complete graph.

Observe that for k = 2, Theorem 22 c)⇔ g) becomes Theorem 45 i)⇔ v).

Theorem 46 Let k be a positive integer, let G be an interval graph and let S be a proper subset of V (G).
If both G and G[S] have typical k-rails, then there exists x ∈ V (G) \ S such that G[S ∪ {x}] also has a
typical k-rail.

In 1990, Hendry (44) conjectured that all chordal Hamiltonian graphs are cycle extendable, that is, the
vertices of each non-Hamiltonian cycle are contained in a cycle of length one greater. Setting k = 1 and
2 in Theorem 46, we derive the following two results from Theorem 22.

Corollary 47 An interval graph is path extendable if and only if it is traceable.

Corollary 48 Abueida and Srithran (1, Theorem 4.2) Chen et al. (19, Theorem 1.2) An interval graph is
cycle extendable if and only if it is Hamiltonian.

3.2.6 Several linear time algorithms
Theorem 49 Let G be an interval graph. Then,H(G) equals to the Hamiltonian thickness of any normal
vertex ordering of G and hence can be computed in linear time.

Proof: Theorem 22 e)⇔ g) and Theorem 35 a)⇔ d). 2

Broersma et al. (11) posed the open problem of determining the computational complexity of calculat-
ing the spanning rail connectivity for interval graphs or even proper interval graphs. Our next result gives
an answer to this problem.

Corollary 50 For every interval graph G, we can determine the parameters src(G) and sfc(G) in linear
time.

Proof: According to Theorem 37, to determine src(G) and sfc(G), it suffices to compute H(G). It then
follows from Theorem 49 that the computation of src(G) and sfc(G) can be done in linear time. 2

Very simple linear-time algorithm for computing the path cover number of an interval graph has been
known; See Arikati and Pandu Rangan (3, Theorem 7) and Damaschke (29, Corollary 2). Recently, it is
improved to be a certifying algorithm by Hung and Chang (54). Let us show that one can develop a linear
time algorithm based on the concept of Hamiltonian thickness.

Corollary 51 Let G be an interval graph and let π be any normal vertex ordering of G. Then(
π(G), sc(G)

)
=
(
2−HG(π), 2−HG(π)

)
if and only ifHG(π) ≤ 0, while (

π(G), sc(G)
)
=
(
1, 2−HG(π)

)
if and only ifHG(π) > 0. Therefore,

(
π(G), sc(G)

)
can be determined in linear time.
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Proof: Eq. (2), Theorem 33 and Theorem 49. 2

An O(|V (G)|4) time algorithm for calculating the scattering number of an interval graph G was re-
ported by Kratsch et al. (66) in 1994. In 2011, Hung and Chang (54) devised an O(|E(G)| + |V (G)|)
time algorithm to determine the scattering number of an interval graph G, on the condition that this scat-
tering number is positive. In 2013, a linear time algorithm for getting both the scattering number and a
scattering set of an interval graph was finally discovered by Broersma et al. (11, Corollary 2). Observe
that our Corollary 51 already confirms that the scattering number of an interval graph can be calculated
in linear time. Based on the concept of Hamiltonian thickness, the remainder of the present section will
establish the correctness of the following algorithm (Algorithm 3.2) to determine a scattering set of an
interval graph. Examining Algorithm 3.1, Algorithm 3.2 and Algorithm 3.3, we see easily that Algorithm
3.2 (SC(G, I, π)) can be executed in O(|V (G)|+ |E(G)|) time.

Algorithm 3.2 A scattering set of an interval graph

Input: Interval graph G which is not a complete graph, interval representation I of G, normal vertex
ordering π of G with respect to I

Output: A scattering set of G
1: function SC(G, I, π)
2: ifHG(π)> 0 then
3: fG(π)← min{i : dG,π(πi) = HG(π)}
4: S ← {πj : πj ∈ NG(πfG(π)), j > fG(π)}
5: a← vertex such that rI(a) = min{rI(v) : v ∈ V (G− S)}
6: τ ← normal vertex ordering NP(G− S, I|V (G)\S , a)
7: return S ∪ SC’(G− S, τ , 0)
8: else
9: return SC’(G, π,HG(π))

Algorithm 3.3 A scattering set of an interval graph with nonpositive Hamiltonian thickness

Input: Interval graph G which is not a complete graph, normal vertex ordering π of G satisfying
HG(π) ≤ 0

Output: A scattering set of G
1: function SC’(G, π,HG(π))
2: n← |V (G)|
3: m←max{i ∈ [n] : πi−1πi /∈ E(G)}
4: Q← {πm, . . . , πn}
5: if NG(Q) = ∅ andHG(π) = 0 then
6: return ∅
7: else
8: return NG(Q) ∪ SC’(G−NG[Q], π −NG[Q],HG(π)− |NG(Q)|+ 1)

Let S be a proper subset of V. For any permutation π ∈ V !, let π − S denote the element of (V \ S)!
such that x appears earlier than y in π if and only if x appears earlier than y in π − S for every two
elements x, y ∈ V \ S.
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Theorem 52 Let G be an interval graph with n ≥ 2 vertices and let π be a normal vertex ordering of G.
Let m ∈ {2, . . . , n} be an integer such that πm−1πm /∈ E(G) and let Q = {πm, . . . , πn}.

(I) The ordering π−NG(Q) is a normal vertex ordering ofG−NG(Q) and it holdsH
(
G−NG(Q)

)
=

H(G)− |NG(Q)|;

(II) It holds πm−1 ∈ V (G) \NG[Q]. Moreover, the ordering π−NG[Q] is a normal vertex ordering of
G−NG[Q] andH

(
G−NG[Q]

)
= H(G)− |NG(Q)|+1+ |{t ∈ [m,n− 1] : πtπt+1 /∈ E(G)}|.

Theorem 53 The algorithm SC(G, I, π) (Algorithm 3.2) is correct.

3.2.7 Spanning version of the Chvátal-Erdős Theorem and the Menger′s The-
orem

For a graph G, we use the notation α(G) for its independence number, namely the maximum size of
an independent set of G. Chvátal and Erdős (24) opened a new vista for the study of Hamiltonian-type
properties in 1972 by establishing the so-called Chvátal-Erdős Theorem: If α(G) ≤ κ(G) − 1, then G
is Hamiltonian-connected; If α(G) ≤ κ(G), then G is Hamiltonian; If α(G) ≤ κ(G) + 1, then G is
traceable. We try to give one possible spanning version of the Chvátal-Erdős Theorem for interval graphs.

Theorem 54 Let G be an interval graph. Then H(G) ≥ κ(G)− α(G) + 2 if G is not a complete graph
andH(G) = κ(G)− α(G) + 1 otherwise.

Let G be a graph and let v ∈ V (G). We write αG(v) and κG(v) for the independence number and
the vertex connectivity, respectively, of the graph G[NG[v]]. Aiming to get a localization version of the
Chvátal-Erdős Theorem, Saito (98, Conjecture 5) conjectured that a connected graph G with at least three
vertices is Hamiltonian provided αG(v) ≤ κG(v) holds for each v ∈ V (G). This conjecture was proved
true by Oberly and Sumner (86) when αG(v) ≤ 2 ≤ κG(v) for each v ∈ V (G). As implied by the next
theorem, this conjecture also holds true for interval graphs.

Theorem 55 LetG be a connected interval graph and k be any nonnegative integer. If αG(v) ≤ κG(v)−
k holds for all v ∈ V (G), thenG ∈ zk+2 unlessG is a complete graph in which case we haveG ∈ zk+1.

For a graph G, we have introduced the functions pG, cG and ĉ1G in §2.1 and §2.5. The well-known
Menger′s Theorem, namely Bondy and Murty (9, Theorem 9.1), asserts that cG(u, v) = pG(u, v) for
any two nonadjacent vertices u and v in a graph G. Let us report below our effort of trying to deduce a
spanning version of this Menger′s Theorem for interval graphs.

Theorem 56 Let G be an interval graph with |V (G)| − 1 > H(G) ≥ 0. For any two distinct vertices u
and v in G, it holds ĉ1G(u, v) ≤ H(G).
Theorem 57 Let G be an interval graph which is not any complete graph. For any two distinct vertices
u and v in G, it holds

ĉ1G(u, v) ≤ p̂G(u, v). (12)

Example 58 Let G be a graph with vertex set {vi : i ∈ [7]} and with an interval representation I such
that I(v1) = [1, 3], I(v2) = [2, 5], I(v3) = I(v4) = [4, 7], I(v5) = [6, 9], I(v6) = [8, 10], I(v7) =
[1, 10]. Then we see that

(v2, v1, v7, v6, v5), (v2, v3, v5), (v2, v4, v5)

form a spanning 3-rail between v2 and v5 in G. But it is clear that G − v7 does not have any spanning
rail between v2 and v5, hence 1 = ĉ1G(v2, v5) < p̂G(v2, v5) = 3.
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Example 59 Take an integer n ≥ 4. LetG = (K1,n∪K1,n)
∨
Kn and let u and v be the only two vertices

whose degree is 2n in G. Then G is an interval graph which is not traceable and has local spanning rail
connectivity p̂G(u, v) = n. This example also says that there exist nontraceable graphs with arbitrarily
high vertex connectivity and arbitrarily high local spanning rail connectivity.

Example 60 (Xuding Zhu) LetG be the Coxeter graph as defined in Bondy and Murty (9), Coxeter (28).
Let u and v be two vertices whose distance in G is 3 or 4. Then ĉ1G(u, v) ≥ 2 > p̂G(u, v).

3.2.8 Graph power and traceable number
Let G be a connected graph. For any u, v ∈ V (G), distG(u, v) denotes the distance between u and v
in G. For any positive integer k, we define the kth power of G, denoted by Gk, to be the graph with
V (Gk) = V (G) and E(Gk) = {uv : 1 ≤ distG(u, v) ≤ k}. For any word π = π1 · · ·πn over V (G), let
distG(π) =

∑
i∈[n−1] distG(πi, πi+1). Following Saenpholphat et al. (97), the traceable number of G,

denoted as trn(G), is defined to be

min{distG(π) : π is an ordering of V (G)}.

A trivial observation is that trn(G) ≤ (|V (G)| − 1)k provided Gk is traceable.
It is natural to expect that sufficiently large power of a graph will have strong spanning connectedness

property. A classical result says that the cube of every connected graph is Hamiltonian-connected; See
Karaganis (61), Sekanina (100). In 2013, Park and Ihm (90, Theorem 2) showed that the cube of a
connected graph with at least four vertices is spanning 3-rail-connected; More generally, Sabir and Vumar
(96, Theorem 5) proved that if a connected graph G has at least k + 1 ≥ 4 vertices then Gk is spanning
k-rail-connected. It is also noteworthy that Park and Ihm (90, Theorem 1) characterized those connected
graphs G for which G3 are spanning 3-fan-connected. Recall that the powers of an interval graph are
still interval graphs; See Raychaudhuri (93). Thus, when restricting to interval graphs, an application of
Theorem 30 gives the interpretation of the Sabir-Vumar Theorem (96, Theorem 5) that Gk ∈ zk for any
connected interval graph G with at least k + 1 ≥ 4 vertices. Since we have shown that high Hamiltonian
thickness will guarantee various spanning connectedness properties, we will follow this line of research
by developing lower bounds of the Hamiltonian thickness of graph powers, including a generalization of
the aforementioned interpretation of the Sabir-Vumar Theorem for interval graphs (Corollary 67).

Following Corneil et al. (26, Definition 1.2), for any graph G, we call an element π ∈ V (G)! a path
ordering of G provided for every three vertices πi, πj and πk with 1 ≤ i < j < k ≤ |V (G)|, it holds
either πiπk ∈ E(G) or πi and πk fall in different components ofG−NG[πj ]. Corneil et al. (26, Definition
1.2) named a graph possessing a path ordering a path orderable graph. Corneil et al. (26, p. 106) pointed
out that all cocomparability graphs are path orderable.

Theorem 61 LetG be a connected graph with a path ordering π. Then π is a Hamiltonian vertex ordering
of G3.

Theorem 62 Let k and p be two positive integers and let G be a p-connected path orderable graph. If
k ≥ 4 and G has at least (k − 1)p+ 1 vertices, then it holds Gk ∈ z(k−1)p. If k = 3 and G has at least
(k − 2)p+ 1 = p+ 1 vertices, then it holds Gk = G3 ∈ zp.

Let G be a graph with n vertices and let π = π1 · · ·πn be an ordering of all the vertices of G. We call
this ordering π a k-good vertex ordering of G provided the following hold:
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• n ≥ k + 1;

• distG(πi, πi+1) ≤ k and G[πi, . . . , πn] is connected for each i ∈ [n− k].

Let (P,<) be a poset. For any x ∈ P, let x ↑P denote the set {y ∈ P : x < y}. An element x ∈ P is
called a bottom element of P if the set x ↑P has the maximum possible size. Note that a bottom element
must be a minimal element but the converse may not be true. Let π = π1 · · ·πn be an ordering of the
elements of P . We call π an ordinary ordering provided πi is a bottom element in the subposet induced
by {πi, . . . , πn} for every i ∈ [n− 1].

Theorem 63 Let π be an ordinary ordering of a poset P with n elements. Let G be the cocomparability
graph of P. If G is connected and n ≥ 3, then π is a 2-good vertex ordering of G.

Theorem 64 Let k and p be two positive integers. If k ≥ 2, then for every p-connected cocomparability
graph G with at least (k − 1)p+ 1 vertices, it holds Gk ∈ z(k−1)p.

For any connected graph G on n vertices and any s ∈ [n − 1], we define the s-thickness exponent of
G, denoted by expH(G, s), to be the minimum positive integer k such that Gk ∈ zs.

Example 65 Letm be an integer greater than 4. LetG be the graph with V (G) = {x, s1, t1, . . . , sm, tm}
and E(G) = {xsi, siti : i ∈ [m]}. It is not hard to check that G2 /∈ z1 and G3 ∈ z1. This means that
expH(G, 1) = 3. This also illustrates that Theorem 64 cannot be extended to all graphs.

Theorem 66 Let G be a graph and k a positive integer. It holds Gk ∈ zk as long as G has a k-good
vertex ordering.

Corollary 67 Let k be an integer not less than 2. Let G be a connected cocomparability graph with at
least k + 1 vertices. Then Gk ∈ zk.

Proof: Follows from Theorems 63 and 66. 2

Theorem 68 Let k and p be two positive integers. If k ≥ 2, then for every p-connected interval graph G
with at least kp+ 1 vertices, it holds Gk ∈ zkp.

Corollary 69 Let k and p be two positive integers. For every p-connected unit interval graph G with at
least kp+ 1 vertices, it holds Gk ∈ zkp.

Proof: Theorems 40 and 68. 2

Corneil et al. (26) showed that

{cocomparability graphs} ( {path orderable graphs } ( {AT-free graphs}. (13)

When restricted to cocomparability graphs, Theorem 64 says that the Hamiltonian thickness bound (k −
1)p in Theorem 62 applies not only for k ≥ 4 but for all k ≥ 2.When restricted to cocomparability graphs
and p = 1, Corollary 67 strengthens Theorem 62 by replacing zk−1 with zk. When further restricted to
interval graphs and k ≥ 2, Theorem 68 improves Theorem 62 by substituting z(k−1)p by zkp. Finally,
when considering merely unit interval graphs, Corollary 69 goes one step ahead from Theorem 68 by
including the case of k = 1.

Let us present an estimate of trn(G) in terms ofH(G).
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Theorem 70 Let G be a connected interval graph with n ≥ 2 vertices. Then it holds n − 1 + β ≤
trn(G) ≤ n− 1 + 2β where β = max{0, 1−H(G)}.

Example 71 Consider the following set of intervals on the real line: I(1) = [1, 2], I(2) = [1, 6], I(3) =
[3, 4], I(4) = [7, 9], I(5) = [8, 11], I(6) = [10, 12], I(7) = [5, 12]. They correspond to the interval
graphG with V (G) = [7] andE(G) = {12, 23, 27, 45, 47, 56, 57, 67}. It is easy to see that both 1234567
and 6547231 are normal vertex orderings of G, for which we have trn(G) = distG(6547231) = 7 <
8 = distG(1234567).

3.3 Further research
Question 72 Theorems 5, 7 and 9 are three results on “vertex-super” properties. Will the results still
hold true when we replace “vertex-super” by “super”? To tackle this question requires us consider not
only the vertex constraints but also the edge constraints. It may bring us up to an entirely new difficulty
level, as can be seen from our proof of Theorem 32.

Question 73 It is well-known that the chromatic number χ(G) of a graph G is at most dgn(G)+1. What
are those graphs G satisfying χ(G) ≤ H(G) + 1? By Theorem 18, exact-k-thick Hamiltonian graphs are
among those graphs.

When restricted to interval graphs, the next conjecture is confirmed by the equivalence of a) and d) in
Theorem 22 (also by Theorems 16 and 33). Theorem 19 may be counted as another minor step towards a
possible proof of Conjecture 74. Note that the graph Gk in Example 20 f) is chordal and so we could not
expect a proof of Conjecture 74 via a straightforward application of Theorem 16.

Conjecture 74 The class of chordal graphs have the Deogun-Kratsch-Steiner property.

Theorem 19 and the c)⇔ d) implication in Theorem 22 suggest the next question.

Question 75 For which natural graph class G is the following statement true? Take any G ∈ G and
any positive integer k smaller than |V (G)| − 1, the deletion of any k vertices from G always results in
a traceable graph if and only if the deletion of at most k vertices from G always results in a traceable
graph. Will it hold when G is the class of cocomparability graphs?

Results like Theorems 21, 27, 31, 44 and 52 should be useful for an induction approach to establish
various spanning connectedness properties of graphs with sufficiently high Hamiltonian thickness. With
this in mind, we put forward the following sequence of conjectures in Conjecture 76. In §3.1.2, we indicate
that there may exist close relationship between Hamiltonian thickness and scattering number and so our
next conjecture is also a pursuit of some counterpart for Eq. (6).

Conjecture 76 Let G be a graph.

a) For every v ∈ V (G), it holdsH(G) ≤ H(G− v) + 1.

b) The set {HG(v) : v ∈ V (G)} consists of a set of consecutive integers.

c) For every uv ∈ E(G), it holdsHG(v) ≤ HG(u) + 1.

d) For every {u, v} ∈
(
V (G)

2

)
, it holdsHG(u) ≤ HG−v(u) + 1.

For the four statements in Conjecture 76, we can easily see the following implications:
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a) ⇐ d) ⇒ c) ⇒ b)

Ziqing Xiang verified Conjecture 76 d) with computer for all graphs with at most nine vertices.
We call a graph G flat provided HG(v) ∈ {H(G),H(G) − 1} for every v ∈ V (G). Observe that all

flat graphs satisfy Conjecture 76 a). Theorem 21 a) says that all graphs G with H(G) ≤ 2 are flat. In
addition, Theorem 24 says that all interval graphs are flat. Ziqing Xiang checked via computer experiment
that all graphs with at most eight vertices are all flat. However, he also found that there are exactly thirteen
graphs on nine vertices which are not flat and even constructed an infinite family of graphs which are not
flat (Example 77).

Example 77 (Ziqing Xiang) Let n ≥ 8. Let Hn be the graph with V (Hn) = {vi : i ∈ [n − 1] ∪ {0}}
and E(Hn) = E1 ∪ E2 ∪ E3 ∪ E4 where E1 = {v0v1, . . . , vn−2vn−1, vn−1v0}, E2 = {v2v4, v3v5,
. . . , vn−5vn−3}, E3 = {vn−3vn−1, vn−1v1} and E4 = {vn−4vn−1, vn−3v0}. Then HHn(v0) = 2 and
HHn(vi) = 1 for i ∈ [n − 1]. Let Ĥn+1 be the graph obtained from Hn by adding a new vertex vn and
the set of new edges {vnvi : i ∈ [n − 1]}. Then HĤn+1

(v0) = 3, HĤn+1
(vn) = 1 and HĤn+1

(vi) = 2

for i ∈ [n− 1]. See Fig. 4 for the graphs H8 and Ĥ9.
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v3
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v5

v7

v0
v1

v6

(a) H8

v2

v3
v4

v5

v7

v0
v1

v6
v8

(b) Ĥ9

Fig. 4: The graph H8 is flat while the graph Ĥ9 is not flat.

Question 78 Provide sufficient or necessary conditions for a (non-vertex-transitive) graph to be flat.

Let G be an n-vertex graph, let S and T be two disjoint subsets of V (G), and let w ∈ V (G) \ (S ∪ T ).
For any µ ∈ S! and τ ∈ T !, letHG(µ; τ) denote

max{HG(π) : π ∈ V (G)!, π[1, |S|] = µ, π[n− |T |+ 1, n] = τ}.

Let ε denote the empty word, namely the word of length 0. Observe that HG(µ; ε) = HG(µ1) whenever
µ = µ1 is a length one word. To tackle Conjecture 76 or Question 78, and more generally to understand
the Hamiltonian thickness of graphs, it may be of interest to examine the relationship between HG(µ; τ)
andHG−w(µ; τ).

Example 79 Let G be the diamond graph depicted in Fig. 5. Unlike those statements in Conjecture 76, it
does not holdHG(v1; v4) ≤ HG−v2(v1; v4) + 1, as it occursHG(v1; v4) = 2 andHG−v2(v1; v4) = 0.
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v1

v2

v3

v4

Fig. 5: The diamond.

Question 80 Are there counterparts of Theorems 22, 29, 30 or 35 for strongly chordal graphs?

Theorem 36 may be strengthened as follows.

Conjecture 81 Let G be a chordal graph and let k be a positive integer. If G has a k-thick Hamiltonian
vertex ordering, then G is k-ordered Hamiltonian.

It is an easy observation of Lin et al. (78, Lemma 1) that a graph with at least three vertices is spanning
1-fan-connected if and only if it is spanning 2-fan-connected. More generally, we have the next conjecture,
whose truth for interval graphs is guaranteed by Theorem 37.

Conjecture 82 Let k be a positive integer. i) If G is spanning (k + 1)-fan-connected, then it must be
spanning k-fan-connected. ii) If G is spanning (k + 2)-rail-connected, then it must be spanning (k + 1)-
rail-connected.

The bump number of a poset P is an invariant of its cocomparability graph; Indeed, Damaschke et al.
(30, Theorem 2, Theorem 3) proved that it is equal to the path cover number of its cocomparability graph.
This fact together with Theorem 43 suggests the next question.

Question 83 For a poset P and its cocomparability graph G, is the maximum thickness of a linear exten-
sion of P a graph invariant? What is its relationship withH(G)?

The following conjecture is a strengthening of Theorem 46.

Conjecture 84 Given any positive integer k, every interval graph G ∈ zk is k-rail extendable.

In §3.2.5, we mention a conjecture of Hendry (44) on chordal Hamiltonian graphs. Corollary 47 there
hints at the following variant of that conjecture.

Conjecture 85 All chordal traceable graphs are path extendable.

Conjecture 86 Let G be a connected graph such that G2 is Hamiltonian. Then it holds G2 ∈ z2.

For any graph G, Chvátal (23) found that t(G) ≥ κ(G)
α(G) and equality holds when G is a complete

bipartite graph. Combined with Theorems 1 and 54, this leads to the classical result that an interval
graph with at least three vertices is Hamiltonian if and only if it is 1-tough; See Keil (62) and Chen et al.
(19, Lemma 2.4). Deogun et al. (32, Theorem 10) strengthened this classical result by proving that a
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cocomparability graph with at least three vertices is 1-tough if and only if it is Hamiltonian. The next
conjecture, if proved true, can provide a new proof of this result of Deogun et al.

Conjecture 87 Theorem 54 remains true if we allow the graph G to be a general cocomparability graph.

Question 88 Is Theorem 55 still true when the parameter k takes negative value?

Theorem 55 says that the following conjecture holds for interval graphs.

Conjecture 89 Let G be a connected graph and k be a nonnegative integer. If αG(v) ≤ κG(v)− k holds
for each v ∈ V (G), then G ∈ zk+2 unless G is a complete graph in which case we have G ∈ zk+1.

The next conjecture is motivated by Theorem 57.

Conjecture 90 Let G be an interval graph. For any two nonadjacent vertices u and v in G, it holds
ĉG(u, v) ≤ p̂G(u, v).

Question 91 Bauer et al. (7) studied sufficient conditions on the vertex degrees for guaranteeing a t-
tough graph. Can we replace degree sequences by forward degree sequences and deduce corresponding
results? Especially, for claw-free graphs, is there any relationship between the Hamiltonian thickness and
the toughness?

Theorem 64 and Example 65 together leads us to the next question.

Question 92 Let p be a positive integer, let k be an integer not less than 3 and let n be an integer not less
than (k− 1)p+1. Let G be a p-connected graph on n vertices. Is it always true that Gk ∈ z(k−1)p? For
p = 1, we can establish this inequality and will report it among other results elsewhere.

In view of Theorem 66, to deduce the spanning connectedness of graph powers in terms of the Hamil-
tonian thickness parameter, it may be useful if the following conjecture can be proved true.

Conjecture 93 Every 2-connected graph has a 2-good vertex ordering.

For every integer p ≥ 2 and every AT-free graph G, Chang et al. (13, Theorem 4) found that Gp is
a cocomparability graph. As a consequence of Corollary 67, we then see that for any integers k and p
greater than or equal to 2, it holds Gkp ∈ zk for every connected AT-free graph G with at least k + 1
vertices. Recall Eq. (13).

Question 94 Can we deduce lower bounds of the Hamiltonian thickness of powers of AT-free graphs
which, when restricted to path orderable graphs, is no worse than the bound in Theorem 62?

Conjecture 95 Let G be an interval graph with H(G) ≥ 4. Let x and y be two different vertices in G
which are of distance d apart. For each integer i ∈ [d, |V (G)|

2 ], there is a Hamiltonian cycle of G such
that the distance between x and y along C is exactly i.

Question 96 Let G be a graph which is not complete and let λ(G) = min{u,v}∈(V (G)
2 )(degG(u) +

degG(v)− |V (G)|+2). When G is an interval graph or when λ(G) ≤ 1, one can check that G ∈ zλ(G)

holds. For integers n ≥ 2 and t ≥ 1, if G is the complete multipartite graph Kt;n (Example 8), we know
thatH(G) = n−1 < (n−2)t+2 = λ(G). Can we characterize those graphsG for whichH(G) ≥ λ(G)
holds?
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We have seen as above the usefulness of the concept of Hamiltonian thickness in getting new results
and motivating new problems on spanning connectedness. We believe that much work lies ahead along
this direction and the concept of Hamiltonian thickness will continue to intrigue and inspire. Especially,
degree sequence appears in much wider research field and we wonder if one can try to replace degree
sequence by forward degree sequence with the aid of a good search (vertex ordering) strategy and thus
open up some hidden doors to more mathematical surprises.

4 Proofs
Let G be a graph, P = (x1, . . . , xs) and Q = (y1, . . . , yt) be two vertex-disjoint paths of G. If x1xs ∈
E(G), we write 〈P 〉 for the cycle 〈x1, . . . , xs〉. If P and Q are vertex disjoint and xsy1 ∈ E(G), we
call (x1, . . . , xs, y1, . . . , yt) the path obtained from P and Q by connecting xs and y1 and denote it by
Pxsy1Q. If xs = y1 = a and V (P ) ∩ V (Q) = {a}, we designate the path (x1, . . . , xs, y2, . . . , yt) by
PaQ and refer to it as the path obtained by connecting P and Q at a. We sometimes simply put PQ to
represent either Pxsy1Q or PaQ if it is clear from the context.

4.1 General graphs

4.1.1 Proofs of Theorems 1, 5, 7 and 9

Proof of Theorem 1: We may assume that V (G) = [n] and πi = i for all i ∈ [n]. For any number
sequence P we use maxP to denote the largest element in the sequence. We will define k increasing
sequences P1(t), . . . , Pk(t) inductively from t = 1 till step t = s so that, for all j ∈ [k], the last term in
the increasing sequence Pj(s) equals n, namely maxPj(s) = n. Indeed, we can think that we have k
paths P1, . . . , Pk which are growing as time t evolves. We start from P1(1) = · · · = Pk(1) = 1. Suppose
that P1(t), . . . , Pk(t) have been defined, min{maxPj(t) : j ∈ [k]} < n and i is the smallest number
such that maxPi(t) = min{maxPj(t) : j ∈ [k]}. We put Pj(t + 1) = Pj(t) for j 6= i. If there exists
q ∈ [n] \ (∪kj=1Pj) such that qmaxPi(t) ∈ E(G) and maxPi(t) < q, we take the smallest such q and
add it to the end of the sequence Pi(t) to produce a new increasing sequence Pi(t+1). If no such q exists,
we add n to the end of the sequence Pi(t) to construct Pi(t+1). We continue this process of growing the
sequences P1, . . . , Pk and finally arrive at P1(s), . . . , Pk(s) for some s such that maxPj(s) = n for all
j ∈ [k].

To complete the proof, it is enough to verify that P1(s), . . . , Pk(s) form a spanning k-rail between
1 = π1 and n = πn. Indeed, since every path in this spanning k-rail is an increasing sequence, πn−1 must
be adjacent to πn on one of the k paths in the asserted spanning k-rail.

Note that a consequence ofH(G) ≥ k > 0 is that n ≥ k+1. This means that the set of second vertices
on P1(s), . . . , Pk(s) are exactly the smallest k neighbors of 1 in G and so P1(s), . . . , Pk(s) must be k
different sequences.

We continue to show that P1(s), . . . , Pk(s) form a k-rail between 1 = π1 and n = πn. For this purpose,
we arbitrarily pick j ∈ [k] and suppose that Pj(s) = (v1, . . . , vm) where v1 = 1 and vm = n. Our task is
to prove that Pj(s) is a path, or, equivalently, vm−1vm = vm−1n ∈ E(G). If vm−1 ≥ n − k, it follows
from HG(π) ≥ k that vm−1n ∈ E(G). Now consider the case that vm−1 < n− k, for which, in view of
HG(π) ≥ k, we have dG,π(vm−1) ≥ k. Take the integer t such that n ∈ Pj(t) \ Pj(t − 1); Surely we
have t ≤ s. If vm−1n /∈ E(G), the pigeonhole principle implies that there exists ` ∈ [k] \ {j} such that
NG(vm−1)∩{vm−1+1, . . . , n}∩P`(t) contains two different vertices x and y. We assume that x < y and
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let r1 < r2 be the two integers less than t such that x ∈ P`(r1)\P`(r1−1) and y ∈ P`(r2)\P`(r2−1). By
virtue of x > vm−1, we know from the rule of growing paths that P` will stand still from time r1 till the
time t when Pj will grow in next step from vm−1 to n. This contradicts the fact that y ∈ P`(r2) \ P`(r1)
and r1 < r2 < t.

We are left with the task of demonstrating that every q ∈ [n] appears in one of the pathsP1(s), . . . , Pk(s).
If this were not true, let q be the minimum integer in [n] which does not belong to ∪kj=1Pj(s). Clearly,
q > 1. This means that there is an ` such that q − 1 ∈ P`(s) and then we can infer from q /∈ ∪j 6=`Pj(s)
that the next number in the increasing sequence P`(s) must be q, which violates our assumption. �

Lemma 97 Let G be a graph with a 2-thick Hamiltonian vertex ordering π1 · · ·πn. For any i ∈ [n− 1],
there are a j ∈ [i] and a spanning πi, πj-path of G[π1, . . . , πi] such that [i] ∩ {k : k > j + 1, πkπj ∈
E(G)} = ∅.

Proof: If i = 1, then we can surely pick j = 1. We then assume that 1 < i < n. Because π is 2-thick,
there is a sequence α0 − 1 = 1 < α0 = 2 ≤ α1 − 1 < α1 ≤ α2 − 1 < α2 ≤ α3 − 1 < α3 < · · · ≤
αk − 1 < αk ≤ n satisfying αk−1 ≤ i < αk and αt = min{α : α > αt−1, παt−1−1πα ∈ E(G)} for
t ∈ [k].

We write P (p, q) for the sequence πpπp+1 · · ·πq when p ≤ q and for the sequence πpπp−1 · · ·πq
when p ≥ q. Let j = αk−1 − 1. If k − 1 is even, say k − 1 = 2t, then the required spanning
πi, πj-path can be chosen as P (α2t − 1, α2t−1)P (α2t−2 − 1, α2t−3) · · ·P (α2 − 1, α1)P (α0 − 1, α1 −
1)P (α2, α3− 1) · · ·P (α2t−2, α2t−1− 1)P (α2t, i); If k− 1 is odd, say k− 1 = 2t+1, then the path can
be chosen to be P (α2t+1 − 1, α2t)P (α2t−1 − 1, α2t−2) · · ·P (α1 − 1, α0 − 1)P (α1, α2 − 1)P (α3, α4 −
1) · · ·P (α2t−1, α2t − 1)P (α2t+1, i). This finishes the proof. 2

Proof of Corollary 2: We apply induction on the number n of vertices of G. The result is obvious when
n ≤ 3. Now assume that n ≥ 4 and the assertion holds for smaller n.

Let π1 · · ·πn be a 2-thick Hamiltonian vertex ordering of G. Take arbitrarily an i ∈ [n]. We intend to
show that G has a Hamiltonian path with πi as an endpoint. When i ∈ {1, n}, (π1, . . . , πn) is a required
path. We thus turn to the case of 1 < i < n. Because π is 2-thick, Lemma 97 implies that there is
j ∈ [i − 1] such that G[π1, . . . , πi] has a spanning πi, πj-path, say P, and that πjπk ∈ E(G) for some
k > i. By the induction assumption, G[πi+1, . . . , πn] has a Hamiltonian path Q starting from πk. In light
of πjπk ∈ E(G), we can combine P and Q to obtain a Hamiltonian path of G starting at πi, completing
the proof. �

Lemma 98 Let G be a graph and let V ⊆ V (G). Take E ⊆ E(G − V) such that G[E ] is a linear forest
with one of its components being a u, v-path P . If V (G−V)\V (P ) 6= ∅ and {u, v}∪

(
V (G−V)\V (P )

)
is a clique in G, then G− V has a Hamiltonian cycle containing all edges in E .

Proof: It is apparent that we can extend the path P to arrive at a required Hamiltonian cycle. 2

Proof of Theorem 5: We prove the claim by an induction on n = |V (G)|. For the base step, namely
when n = k + 1, the graph G is the complete graph Kk+1 and so the result is trivially true. We now
assume n > k + 1 and the result holds for smaller n.
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Let π = π1 · · ·πn be a k-thick Hamiltonian vertex ordering of G. Take any V ⊆ V (G) and E ⊆
E(G−V) such that G[E ] is a linear forest. We assume that |E|+ |V| ≤ k− 2 and we intend to show that
G− V contains a Hamiltonian cycle which passes through all the edges in E .

If E ∪V = ∅, the result is implied by Theorem 1, and also follows from Lemma 97 by setting i = n−1.
It remains to consider the case of E ∪ V 6= ∅.

CASE 1. =(E) = ∅, namely E is a matching.
Let α = min{i : πi ∈ ∂(E) ∪ V} andW = {πi : α < i ≤ n}. Pick one endpoint from each edge in
E and add them into V to form a new set V . Note that |V| = |V|+ |E| ≤ k − 2.

CASE 1.1. πα ∈ V .

CASE 1.1.1. α = 1.

The result follows from the induction assumption on the graph G[W].

CASE 1.1.2. α = 2.

It holds |NG(π1)| ≥ k > k − 2 ≥ |V|. Henceforth, π1 has two neighbors outside of V , say πβ and πγ .
Note that πβπγ ∈ E will never occur due to our choice of V.

CASE 1.1.2.1. n ≤ k + 3.

In this case, G[W] is a complete graph. Taking P = (πβ , π1, πγ) and applying Lemma 98 gives the
result.

CASE 1.1.2.2. n > k + 3.

In this case, π3 · · ·πn is a k-thick Hamiltonian vertex ordering of G[W]. Let H be the graph G[W] +
πβπγ . The induction assumption on the graphH says that there is a Hamiltonian cycleC ofH−(V\{πα})
which contains E∪{πβπγ}. Replacing the edge πβπγ by the path (πβ , π1, πγ) onC, we yield the required
Hamiltonian cycle of G− V which passes through E .

CASE 1.1.3. α− 1 > 1.

On account of Lemma 97, there exist β ∈ [α− 2] and a spanning πα−1, πβ-path Q of G[π1, . . . , πα−1]
such that {γ : γ > β + 1, πβπγ ∈ E(G)} ⊆ {α, . . . , n}. Recall that the ordering π is k-thick. So, we
know that either G[πβ , . . . , πn] is a complete graph or dG,π(β) ≥ k. For the former case, we can appeal
to Lemma 98 and obtain the result. Henceforth, we can assume that dG,π(β) ≥ k, which implies that πβ
has one neighbor v ∈ {πα, . . . , πn} \ V = W \ V . Likewise, we further distinguish two subcases, either
G[πα−1, . . . , πn] is a complete graph or dG,π(α− 1) ≥ k.

CASE 1.1.3.1. G[πα−1, . . . , πn] is a complete graph.
By considering the v, πα−1-path (v, πβ)πβQ, we can use Lemma 98 again to find a desired Hamiltonian

cycle of G− V passing through E .

CASE 1.1.3.2. dG,π(α− 1) ≥ k and hence πα−1 has one neighbor u ∈ W \ (V ∪ {v}).
Let H = G[W] + uv. We utilize the induction assumption on the graph H to find that H − (V \ {πα})

has a Hamiltonian cycle C passing through all edges from E as well as uv. Substituting the edge uv by
(u, πα−1)πα−1Qπβ(πβ , v) in C results in a Hamiltonian cycle for G− V containing all edges from E .

CASE 1.2. πα ∈ ∂(E). Let us assume that παπα′ ∈ E and V is chosen in a way so that πα′ ∈ V .
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CASE 1.2.1. α = 1.

Since the ordering π is k-thick, either G is a complete graph or π1 has a neighbor v /∈ V . We need only
address the latter case.

Consider the graph H with V (H) = V (G) \ {π1} and E(H) = E(G − π1) ∪ {πα′v}. We use the
induction assumption on the graph H and find that H − V has a Hamiltonian cycle C passing through
(E \ {π1πα′})∪{πα′v}. Substituting the edge πα′v by the path (πα′ , π1, v), we obtain from C a required
Hamiltonian cycle of G− V passing through E .

CASE 1.2.2. α > 1.

In light of Lemma 97, there exist β ∈ [α− 1] and a spanning πα, πβ-path Q of G[π1, . . . , πα] such that
{γ : γ > β + 1, πβπγ ∈ E(G)} ⊆ {α+ 1, . . . , n}.

Because π is a k-thick ordering of G, we see that G[πβ , . . . , πn] is either complete or has Hamiltonian
thickness at least k. The first case is easily dealt with by Lemma 98 and so we focus attention on the
second case. In this case, we can choose β′ > α so that πβπβ′ ∈ E(G) and πβ′ /∈ V . Note that G has
a πα′ , πβ′ -path R = (πα′ , Q1, . . . , Qα, πβ′), where (πα = Q1, . . . , Qα = πβ) = Q. Define H to be
the graph G[W] + πα′πβ′ . The graph H is either complete or has Hamiltonian thickness at least k. By
the induction assumption, H − V has a Hamiltonian cycle passing through (E \ {παπα′}) ∪ {πα′πβ′}.
Replacing the edge πα′πβ′ on this cycle by the path R creates a Hamiltonian cycle of G − V containing
all edges from E , as wanted.

CASE 2. =(E) 6= ∅.
We may assume that P1, . . . , Pt are all components of G[E ] that contain degree 2 vertices. For each

i ∈ [t], let the two endpoints of Pi be ai and bi and let Qi denote the set of remaining vertices on Pi.
Let H be the graph with vertex set V (H) = V (G) and edge set E(H) = E(G) ∪ {aibi : i ∈ [t]}.
It is clear that π is also a k-thick Hamiltonian vertex ordering of H . Let V ′ = V ∪ (∪i∈[t]Qi) and let
E ′ = {aibi : i ∈ [t]} ∪

(
E \ ∪i∈[t]E(Pi)

)
.

According to the analysis for Case 1, H − V ′ has a Hamiltonian cycle C containing E ′. By replacing
the edge aibi by Pi for each i ∈ [t], we derive from C a required Hamiltonian cycle of G− V containing
E . This is what we wanted to show. �

Proof of Theorem 7: The result is trivial when k = 1. We now assume k ≥ 2 and so, by Theorem 5, G
is (k − 2)-vertex-super-Hamiltonian. Take any nonnegative integers t1 and t2 such that t1 + t2 ≤ k − 1.
For any V ∈

(
V (G)
t1

)
and E ∈

(
E(G−V)

t2

)
such that E is the edge set of a linear forest F , we need to find

a Hamiltonian path of G − V passing through E . If t1 ≥ 1, we let V ′ = V \ {v} for one element v ∈ V
and then, as G is (k−2)-vertex-super-Hamiltonian, we can find a Hamiltonian cycle C of G−V ′ passing
through E , and then clearly the path obtained from C by removing the vertex v is a required Hamiltonian
path ofG−V.We next consider t1 = 0. If t2 ≤ k−2,we still get the result directly from the fact thatG is
(k−2)-vertex-super-Hamiltonian. We can thus suppose t2 = k−1 ≥ 1. Pick ab ∈ E such that a is a degree
1 vertex in the linear forest F. Since G is (k − 2)-vertex-super-Hamiltonian, there exist a Hamiltonian
cycle C of G−V = G passing through E \ {ab}, say 〈v0, . . . , vm〉, where v0 = b and vi = a for i ∈ [m].
If i = 1, the required Hamiltonian path can be chosen as (v1, v0, vm, vm−1, . . . , v2); If i = m, we will
instead find the Hamiltonian path (vm, v0, v1, v2, . . . , vm−1). Now assume that i ∈ {2, . . . ,m − 1}. As
F is a linear forest and v0vi ∈ E , it is impossible that both v0v1 and v0vm fall into E . By symmetry, we
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assume that v0v1 /∈ E . It is not hard to check that we can set the required Hamiltonian path of G−V = G
that passes through E to be (v1, . . . , vi = a, b = v0, vm, vm−1, . . . , vi+1), finishing the proof. �

Proof of Theorem 9: We induct on n = |V (G)|. If n = k + 1, we have G = Kk+1 and so the result is
straightforward. We now assume n > k + 1 and the result holds for smaller n. We may assume that G is
not a complete graph.

Choose π1 · · ·πn to be a k-thick Hamiltonian vertex ordering of G. Fix V ⊆ V (G) and E ⊆ E(G−V)
such that the edge induced graph G[E ] is a linear forest. Take integers s and t such that 1 ≤ s < t ≤ n
and πs and πt fall into V (G) \

(
V ∪ =(E)

)
and do not lie in a common component of G[E ]. We assume

that |E| + |V| ≤ k − 3 and we aim to show that G − V contains a spanning πs, πt-path passing through
all the edges in E .

Let α = min{i : πi ∈ {πs} ∪ V ∪ ∂(E)},W = {πi : α < i ≤ n} and H = G[W].

CASE 1. =(E) = ∅, namely E , which may be empty, consists of a set of independent edges.
Pick one endpoint from each edge in E and add them into V to form a new set V ∈

(
V (G)
≤k−3

)
. In many

cases, we can arbitrarily choose one point between the two endpoints of an edge in E as a member of V .
But in some cases, we need to be more careful with our choice in order to make the induction proof work.
That is, in different subcases we encounter below, we may construct different V .

CASE 1.1. α = s.

CASE 1.1.1. πs /∈ ∂(E).
According to Lemma 97, there exist r ∈ [s] such that [s] ∩ {q : q > r + 1, πqπr ∈ E(G)} = ∅ and a

Hamiltonian path Q of G[π1, . . . , πs] leading from πs to πr. It remains to find a neighbor πs′ of πr inW
as well as a spanning πs′ , πt-path of H − V passing through all the edges in E .

If G[πr, . . . , πn] is a complete graph, the existence of such a path is self-evident. Otherwise, πr has at
least k − 1 neighbors insideW and so we can choose one of its neighbors from them, say πs′ , such that
πs′ /∈ V ∪ {πt}. Let us assume that πt /∈ V . Noting =(E) = ∅, we see that πs′ and πt do not appear
in the same component of G[E ]. Either H is a complete graph or we are allowed to apply the induction
assumption on H , guaranteeing the existence of the wanted πs′ , πt-path of H − V .

CASE 1.1.2. πs ∈ ∂(E).
Let s′ be the unique number such that πsπs′ ∈ E .

CASE 1.1.2.1. s = 1.
Clearly, our task is now to find a spanning πs′ , πt-path of H − V which passes through all edges in
E \ {π1πs′} and this simply follows from the induction assumption.

CASE 1.1.2.2. s ≥ 2.
By Lemma 97, there exist r ∈ [s − 1] such that [s − 1] ∩ {q : q > r + 1, πqπr ∈ E(G)} = ∅ and a

Hamiltonian path Q of G[π1, . . . , πs−1] leading from πs−1 to πr.
If G[πs−1, . . . , πn] is a complete graph, by distinguishing whether or not G[πr, . . . , πn] is a complete

graph, it is routine to confirm the existence of a spanning πs, πt-path of G − V which passes through all
the edges in E .

Suppose for the moment that G[πs−1, . . . , πn] is not a complete graph. Since π is k-thick, both πs−1
and πr have at least k − 1 neighbors inW . Considering that |V| ≤ k − 3, we can pick {u,w} ∈

(W\V
2

)
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so that uπr, wπs−1 ∈ E(G). Note that H is either a complete graph or has a k-thick Hamiltonian
vertex ordering. We choose the set V in a way to guarantee {πs, πt} ∩ V = ∅, which then tells us that
(E\{πsπs′})∪{uw} induces a linear forest inH of which no component contains both πt and πs′ . So, the
induction assumption ensures that we can find a spanning πs′ , πt-path of H − V which traverses through
all edges in (E \{πsπs′})∪{uw}. Replacing uw in this path with the u,w-path (u, πr)πrQπs−1(πs−1, w)
and then adjoining it to πsπs′ at πs′ gives the desired Hamiltonian path of G− V .

CASE 1.2. πα ∈ V .
In this case, we require that V is chosen so that the following hold: If πs ∈ ∂(E), then πs /∈ V; If

πt ∈ ∂(E), then πt ∈ V .

CASE 1.2.1. α = 1.
The result is trivially true since π2 · · ·πn is a k-thick Hamiltonian vertex ordering of G− π1.

CASE 1.2.2. α ≥ 2.
By Lemma 97, we can find a number β ∈ [α−1] such that [α−1]∩{q : q > β+1, πqπβ ∈ E(G)} = ∅

as well as a spanning πα−1, πβ-path Q of G[π1, . . . , πα−1].
By further dividing into two subcases, depending on whether or not G[πβ , . . . , πn] is a complete graph,

the case that G[πα−1, . . . , πn] is a complete graph can be easily disposed of.
We now turn to the case that G[πα−1, . . . , πn] is not a complete graph. Recall that π is a k-thick

Hamiltonian vertex ordering of G while |W ∩ V| = |V \ {πα}| ≤ k − 4. Accordingly, we can choose
{u,w} ∈

(W\(V∪{πs})
2

)
so that uπβ , wπα−1 ∈ E(G).

It is not hard to check that uw /∈ E , H[E ∪ {uw}] is a linear forest, and more importantly, due to the
requirement on V , the two vertices πs and πt from V (H) \

(
V ∪ =(E ∪ {uw})

)
cannot fall into the same

component of H[E ∪ {uw}]. We can now conclude from our induction assumption that there exists a
spanning πs, πt-path in (H + uw) − (V \ {πα}) passing through E ∪ {uw}. Replacing the edge uw by
(u, πβ)πβQπα−1(πα−1, w) then gives rise to the required spanning πs, πt-path in G− V .

CASE 1.3. α 6= s and πα ∈ ∂(E). We suppose that α′ is the index such that παπα′ ∈ E .
It follows from Lemma 97 that there is β ∈ [α] such that G[π1, . . . , πα] has a spanning πα, πβ-path

Q and that either πβ has at least k − 1 neighbors in W or G[πβ , . . . , πn] is a complete graph. There is
nothing to prove when G[πβ , . . . , πn] is a complete graph and so we assume that πβ has at least k − 1
neighbors inW .

CASE 1.3.1. α′ = s.
We require πs ∈ V and πt /∈ V . Choose a neighbor v of πβ inW \ (V ∪ {πt}). Let H ′ = H + πsv.

The induction assumption now dictates that H ′ − V has a spanning πs, πt-path R passing through (E \
{παπs})∪πsv. Replacing the edge πsv by the πs, v-path (πs, πα)παQπβ(πβ , v), we turn the path R into
a required spanning πs, πt-path of G− V covering all edges in E .

CASE 1.3.2. α′ = t.
Swapping the role of πs and πt, we can proceed as in Case 1.3.1 and draw the required conclusion.

CASE 1.3.3. α′ /∈ {s, t}.
When choosing the set V , we ensure that {πs, πt}∩(∂E \V) = ∅. Take a neighbor v of πβ inW\V. Let

H ′ stand for H + πα′v. An application of the induction assumption on H ′ yields a spanning πs, πt-path
R of H ′ − V passing through all edges of (E \ {παπα′}) ∪ {πα′v}. To go from this path R to a required
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spanning πs, πt-path of G − V containing all edges of E , what is to be done is just to replace the edge
πα′v by the path (πα′ , πα)παQπβ(πβ , v), finishing the proof.

CASE 2. =(E) 6= ∅.
Analogous to the proof of Theorem 5, this case follows from Case 1. �

4.1.2 Proofs of Theorems 10, 12 and 13

Proof of Theorem 10: Let n = |V (G)| and let π = π1 · · ·πn be a (2k + 2)-thick Hamiltonian vertex
ordering of G. Fix a subgraph F of G which is a linear forest of size not greater than k. We enumerate the
components of F as O1, . . . ,O`. Let E = E(F ) and V = V (F )\(∂(E)∪=(E)). Take arbitrarily {s, t} ∈(
[n]
2

)
such that πs ∈

(
V (G) \ V (F )

)
∪
(
V (O1) \ =(O1)

)
and πt ∈

(
V (G) \ V (F )

)
∪
(
V (O`) \ =(O`)

)
.

We require that πs and πt do not fall into the same component of F.We aim to find a spanning πs, πt-path
of G which has F as a subgraph and traverses its components O1, . . . , and O` in this order. Note that,
without loss of generality, we may assume that πs, πt /∈ V. Besides that, we can even assume that s < t –
Otherwise, consider s′ = t, t′ = s,O ′i = O`+1−i for i ∈ [`] and continue the proof for the new parameters
s′, t′, and O ′i for i ∈ [`].

We carry out an induction on n. When n ≤ 2k + 3, the graph G is a complete graph and so the result
is trivially true. We now assume that n > 2k + 3 and the result holds for smaller n.

If |E|+|V| ≤ 1, the result is straightforward from Theorem 9. We hereafter assume that 2 ≤ |E|+|V| ≤
k. Let α = min{i : πi ∈ V (F )}, letW = {πi : α + 1 ≤ i ≤ n} and let j ∈ [`] be the index such that
πα ∈ V (Oj).

CASE 1. α < s.

CASE 1.1. πα ∈ V .
In this case,

|V (F )| =|{πα}|+ |V \ {πα}|+ 2|E| − |=(E)|
≤1 + 2(|V| − 1) + 2|E|
=1 + 2(|V|+ |E| − 1)

≤2k − 1.

(14)

CASE 1.1.1. α = 1.
Since π is (2k+2)-thick, π1 has two neighbors, say πβ and πγ , which are outside of V (F )∪ {πs, πt}.

Let H denote the graph G[W] + πβπγ . Let F ′ be the ordered linear forest obtained from the ordered
linear forest (F,O) by replacing Oj with (πβ , πγ).

Applying the induction assumption on H yields a spanning πs, πt-path P of H passing through the
ordered linear forest F ′. Replacing the edge πβπγ by the path (πβ , π1, πγ) on P , we yield the required
spanning πs, πt-path of G which traverses the ordered linear forest F , as required.

CASE 1.1.2. α > 1.
On account of Lemma 97, we can take a β ∈ [α − 1] and a spanning πα, πβ-path Q of G[π1, . . . , πα]

such that {γ : γ > β + 1, πβπγ ∈ E(G)} ⊆ {α + 1, . . . , n}. Recall that the ordering π is (2k + 2)-
thick. So, we know from Eq. (14) that either G[πβ , . . . , πn] is a complete graph or πβ has one neighbor
v ∈ W \ {V (F ) ∪ {πs, πt}}.
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The former case is quite trivial. For the latter case, letting F ′ be the ordered linear forest obtained
from (F,O) by replacing Oj with a new component (πα, v), an application of the induction assumption
on the graph H = G[πα, . . . , πn] + παv shows that H has a spanning πs, πt-path P passing through F ′.
Replacing the edge παv by Qπβ(πβ , v) in P results in a spanning πs, πt-path of G passing through the
ordered linear forest F .

CASE 1.2. πα ∈ ∂(E).
By Lemma 97, there exist β ∈ [α] and a spanning πα, πβ-path Q of G − W such that {πγ : γ >

β + 1, πβπγ ∈ E(G)} ⊆ W . Suppose that α′ ∈ [n] is the index such that παπα′ ∈ E .

CASE 1.2.1. (NG(πβ) ∩W) \ {V (F ) ∪ {πs, πt}} 6= ∅.
Pick u ∈ (NG(πβ) ∩ W) \ {V (F ) ∪ {πs, πt}} and let H = G[W] + πα′u. Note that H is either a

complete graph or contains a (2k + 2)-thick Hamiltonian vertex ordering πα+1 · · ·πn. In the graph H
we connect the path Oj − πα and the path (πα′ , u) at their common endpoint πα′ to form a new path
which we denote by O ′j . Consider the ordered linear forest F ′ that is obtained from (F,O) by replacing
the component Oj by O ′j . We can find a spanning πs, πt-path R of H passing through the ordered linear
forest F ′,which follows from the induction assumption onH whenH is not a complete graph and is quite
trivial when H is complete. Substituting the path (πα′ , πα)παQπβ(πβ , u) for the edge (πα′ , u) in R, we
turn R into a new path which is a spanning πs, πt-path of G passing through the ordered linear forest F.

CASE 1.2.2. (NG(πβ) ∩W) \ {V (F ) ∪ {πs, πt}} = ∅.

CASE 1.2.2.1. |W| ≥ 2k + 2.
Since |W| ≥ 2k + 2, πβ · · ·πn is a (2k + 2)-thick Hamiltonian vertex ordering of G[πβ , . . . , πn]. Our

assumption on πβ then implies that

|NG(πβ) ∩W| ≥ dG,π(β)− 1 ≥ 2k + 1. (15)

Further observe that

NG(πβ) ∩W ⊆ (V (F ) \ {πα}) ∪ {πs, πt} (16)

and that

|V (F )| = |V|+ 2|E| − |=(E)| ≤ 2(|V|+ |E|) ≤ 2k. (17)

Putting together Eqs. (15), (16) and (17), we now find that NG(πβ) ∩W = (V (F ) \ {πα}) ∪ {πs, πt},
|V (F )| = 2k, |=(E)| = |V| = 0, k = ` and each Oi, i ∈ [`], is a length 1 path, say (ai, bi), and
{πs, πt} ∩ V (F ) = ∅. We assume that πα = aj and πα′ = bj for an index j ∈ [`] = [k].

If j < `, let u = aj+1 ∈ NG(πβ), let H = G[W] + bju and let F ′ be the linear forest whose
components are O1, . . . , Oj−1, O ′j , Oj+2, . . . , O` in this order where O ′j = (bj , u, bj+1); If j = `,
let u = πt ∈ NG(πβ), let H = G[W] + bju and let F ′ be the linear forest whose components are
O1, . . . ,O`−1,O ′` in this order where O ′` = (bj , u). By the induction hypothesis, H has a spanning
πs, πt-path R which traverses the ordered linear forest F ′. Replacing the edge bju in the path R by the
subpath (bj , aj)ajQπβ(πβ , u) yields a new path which is a spanning πs, πt-path of G passing through the
ordered linear forest F, as desired.
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CASE 1.2.2.2. |W| ≤ 2k + 1.
If |W| ≤ 2k + 1, taking into account of the fact that π is (2k + 2)-thick, we see thatW is a clique of

G and NG(πβ) ∩W =
(
{V (F ) ∪ {πs, πt}}

)
\ {πα}. Let

O ′i =

{
Oi, if i ∈ [`] \ {j},

Oi − πα, if i = j,

and let F ′ be the ordered linear forest ofG[W] whose ordered components are given by O ′. It is clear that
G[W] has a spanning πs, πt-pathR passing the ordered linear forest F ′. Let v be a vertex ofW\O ′j which
is adjacent to πα′ on the path R. We now replace the edge πα′v by the path (πα′ , πα)παQπβ(πβ , v) and
then obtain from R a spanning πs, πt-path of G passing through the ordered linear forest F, as wanted.

CASE 1.3. πα ∈ =(E).
Let us assume that {παπα′ , παπα′′} ∈

(E
2

)
. Noting that |E(Oj)| ≥ 2 and so |E(Oj)| ≤ 2(|E(Oj)|−1).

Also note that |E(Oi)|+ 1 ≤ 2|E(Oi)| whenever |E(Oi)| ≥ 1. It then follows

|V (F )| =
∑̀
i=1

(|E(Oi)|+ 1)

≤|V|+ 2
∑

i∈[`]\{j}
|E(Oi)|+ (2(|E(Oj)| − 1) + 1)

≤2(|V|+ |E|)− 1

≤2k − 1.

(18)

CASE 1.3.1. α = 1.
Because the ordering π is (2k + 2)-thick, either G is a complete graph or π2 · · ·πn is a (2k + 2)-thick

Hamiltonian vertex ordering of G− π1. We need only consider the latter case.
We adopt the shorthand H for (G − πα) + πα′πα′′ . Note that O′ = (Oj − πα) + πα′πα′′ is a path in

H . Let F ′ be the ordered linear forest obtained from F by substituting O′ for Oj .
We use the induction assumption on the graph H and find a spanning πs, πt-path P of H passing

through the ordered linear forest F ′. Replacing the edge πα′πα′′ by the path (πα′ , π1, πα′′), we obtain
from P a required spanning πs, πt-path of G passing through F .

CASE 1.3.2. α ≥ 2.
Owning to Lemma 97, we can get a β ∈ [α − 1] and a spanning πα−1, πβ-path Q of G[π1, . . . , πα−1]

such that {γ : γ > β + 1, πβπγ ∈ E(G)} ⊆ {α, . . . , n}.
If |W| ≤ 2k + 1, we can finish the proof by following the strategy of the proof for Case 1.2.2.2. We

thus assume below that |W| ≥ 2k + 2 and so πα · · ·πn is a (2k + 2)-thick Hamiltonian vertex ordering
of G[πα, . . . , πn]. Choose one endpoint of the path Oj , say u, such that u /∈ {πs, πt}. By virtue of Eq.
(18), it holds

|(V (F ) ∪ {πs, πt}) ∩W| = |(V (F ) \ {πα}) ∪ {πs, πt}| ≤ 2k.

Henceforth, we can pick πγ′ from (NG(πβ)∩W)\({πs, πt}∪V (F )) and then pick πγ′′ from
(
NG(πα−1)∩

W
)
\
(
{πs, πt, πγ′} ∪ (V (F ) \ {u})

)
.
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Denote by H the graph G[W] + {πα′πα′′ , πγ′πγ′′}. When πγ′′ = u, we let O ′j =
(
(Oj − πα

)
+

πα′πα′′)u(u, πγ′) and let F ′ be the ordered linear forest obtained from F by substituting O ′j for Oj .
When πγ′′ 6= u, we let O ′j = (Oj − πα) + πα′πα′′ , let O′ = (πγ′′ , πγ′), and let F ′ be the ordered linear
forest obtained from F by substituting O ′j for Oj and inserting a new component O′ in any place of the
component ordering.

We use the induction assumption on the graph H and find a spanning πs, πt-path P of H passing
through the ordered linear forest F ′. Replacing the edge πα′πα′′ by the path (πα′ , πα, πα′′) and the edge
πγ′πγ′′ by the path (πγ′′ , πα−1)πα−1Qπβ(πβ , πγ′), we obtain from P a required spanning πs, πt-path of
G traveling across F in the required order.

CASE 2. α = s.
First note that it holds j = 1 in this case.

CASE 2.1. πs /∈ V .
Let us assume that α′ is the index satisfying παπα′ ∈ E .

CASE 2.1.1. α = s = 1.
Let F ′ be the ordered linear forest obtained from (F,O) by replacing Oj by Oj − πα. We use the

induction assumption on the graph G[W] and find a spanning πα′ , πt-path P of G[W] passing through
the ordered linear forest F ′. Let P ′ = (πα, πα′)πα′P . It is not difficult to check that P ′ is a required
spanning πs, πt-path of G passing through the ordered linear forest F .

CASE 2.1.2. α = s > 1.
It follows from Lemma 97 that there exist β ∈ [α−1] and a spanning πα−1, πβ-pathQ ofG[π1,. . . ,πα−1]

such that {γ : γ > β + 1, πβπγ ∈ E(G)} ⊆ {α, . . . , n}.
If |W| ≤ 2k+1, the claim will easily follow from the same argument as in Case 1.2.2.2. We thus assume

that |W| ≥ 2k + 2 and so πα · · ·πn is a (2k + 2)-thick Hamiltonian vertex ordering of G[πα, . . . , πn].
We assume that Oj is a πα, u-path in G for some vertex u. Observe that |

(
V (F ) ∪ {πs, πt}

)
∩W| =

|
(
V (F ) \ {πα}

)
∪ {πt}| ≤ 2k. Therefore, we can find πγ′ from

(
NG(πβ) ∩ W

)
\
(
{πs, πt} ∪ V (F )

)
and find πγ′′ from

(
NG(πα−1)∩W

)
\
(
{πs, πt, πγ′} ∪ (V (F ) \ {u})

)
. Define H to be G[W] + πγ′πγ′′ .

When πγ′′ = u, we let O ′j = (Oj − πα)u(u, πγ′) and let F ′ be the ordered linear forest obtained from F
by substituting O ′j for Oj . Let O′ = (πγ′′ , πγ′). When πγ′′ 6= u and Oj = O1 is just {πα, u}, let F ′ be
the ordered linear forest obtained from F by replacing O1 withO′. When πγ′′ 6= u and Oj = O1 contains
vertices other than πα and u, we let O ′j = Oj − πα, and let F ′ be the ordered linear forest obtained from
F by substituting O ′j for Oj and inserting a new component O′ in any place of the component ordering.

We employ the induction hypothesis on the graphH and find a spanning πα′ , πt-path P ofH traversing
the ordered linear forest F ′. Replacing the edge πγ′πγ′′ by the path (πγ′ , πβ)πβQπα−1(πα−1, πγ′′), we
obtain from Pπα′(πα′ , πα) a required spanning πs, πt-path of G passing through the components of F
according to the given ordering O , as wanted.

CASE 2.2. πs ∈ V .
From 2 ≤ |E|+ |V| we see that ` ≥ 2 and so we can find an α′ ∈ [n]\{s, t} such that πα′ is an endpoint

of the path O2. Let F ′ = F + παπα′ with ordered components O ′1 = O1παO2 and O ′i+1 = Oi+2 for
i ∈ [` − 2]. By Case 2.1, G contains a spanning πs, πt-path passing through the components of F ′

according to its component ordering O ′. It is clear that it is a required Hamiltonian path of G in which the
ordered linear forest (F,O) embeds.
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CASE 3. α > s.
Again, in view of the argument used in Case 1.2.2.2, we need only consider the case that n − s ≥

2k + 2. This means that πs · · ·πn is a (2k + 2)-thick Hamiltonian vertex ordering of G[πs, . . . , πn].
On account of Lemma 97, there exist β ∈ [s] and a spanning πs, πβ-path Q of G[π1, . . . , πs] such that
{γ : γ > β + 1, πβπγ ∈ E(G)} ⊆ {s + 1, . . . , n}. Let u be one endpoint of the path O1. Then we
know that πβ has a neighbor, say v, such that v ∈ (π[s + 1, n] \ {V (F ) ∪ {πs, πt}}) ∪ {u}. We use the
induction assumption on the graph G[πs+1, . . . , πn] and find a spanning v, πt-path P of G[W] passing
through the ordered linear forest F . Finally, we can check that QπβvP is a required spanning πs, πt-path
of G passing through the ordered linear forest F . �

Prior to the statement of Theorem 35, we have defined the join of two graphs. The next result is an
observation on the join of a graph and a complete graph.

Lemma 99 For every graph G and every positive integer n, it holdsH(G
∨
Kn) ≥ H(G) + n.

Proof: If G is a complete graph, it is clear thatH(G
∨
Kn) = H(G) + n. We hereafter assume that G is

not complete. Let us take π ∈ V (G)! such that HG(π) = H(G) and aim to find π′ ∈ V (G
∨
Kn)! such

thatHG∨
Kn(π

′) ≥ H(G) + n.
IfH(G) ≥ 1, the required ordering π′ can be chosen to be πτ where τ is any element from V (Kn)!.
We then turn to the case of H(G) ≤ 0. Since G 6= K1, along the ordering π, we will read out of π(G)

paths (c.f. Eq. (2)), say P1, . . . , Pπ(G), where Pi = (πti+1, . . . , πti+1
) for i ∈ [π(G)], t1 = 0, tπ(G)+1 =

|V (G)|. If n ≤ π(G) − 1, construct the vertex ordering π′ of G
∨
Kn from π by inserting a vertex

from Kn inbetween πti+1
and πti+1+1 for each i ∈ [n]; If n ≥ π(G), construct the vertex ordering π′ of

G
∨
Kn from π by inserting a vertex from Kn inbetween πti+1

and πti+1+1 for each i ∈ [π(G)− 1] and
list the remaining n + 1 − π(G) vertices from Kn at the end of the sequence. It is routine to check that
HG∨

Kn(π
′) = H(G) + n, implying thatH(G

∨
Kn) ≥ H(G) + n. 2

Proof of Corollary 11: Let G′ = G
∨
K2. Lemma 99 tells us that G′ ∈ z2k+2. By Theorem 10, G′ is

k-ordered Hamiltonian-connected, from which we can deduce that G is k-ordered traceable. �

Proof of Theorem 12: Fix a subgraph F ofGwhich is a linear forest of size at most k.Given any ordering
O of the components of F, we need to show that there is a Hamiltonian cycle of G which is a supergraph
of F and encounters the components of F in that specified ordering O .

Let n = |V (G)|. We prove the claim by induction on n. When n ≤ 2k + 2, the graph G is a complete
graph and so the result trivially holds. We now assume that n > 2k+2 and the result holds for smaller n.

We put E = E(F ) and V = V (F ) \
(
∂(E) ∪ =(E)

)
. If F is a linear forest of size zero, namely

E ∪ V = ∅, the result is straightforward from Theorem 1. It remains to consider the case of E ∪ V 6= ∅.
Let π = π1 · · ·πn be a (2k+1)-thick Hamiltonian vertex ordering ofG. Let α = min{i : πi ∈ V (F )}

andW = {πi : α < i ≤ n}.

CASE 1. πα ∈ V .
We can assume that α < n as otherwise any Hamiltonian cycle, whose existence is guaranteed by

Theorem 1, will fulfil the requirement. On account of Lemma 97, there are β ∈ [α] and a spanning
πα, πβ-path Q of G −W such that {γ : γ > β + 1, πβπγ ∈ E(G)} ⊆ {α + 1, . . . , n}. Recall that the
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ordering π is (2k + 1)-thick and note that |V (F ) \ {πα}| ≤ 2(k − 1) = 2k − 2. Accordingly, either
G[πβ , . . . , πn] is a complete graph or πβ has one neighbor v ∈ W \ V (F ).

The former case is quite trivial. To deal with the latter case, we consider the linear forest F ′ that has
vertex set V (F ) ∪ {v} and edge set E(F ) ∪ {παv}. We utilize the induction assumption on the graph
H = G[πα, . . . , πn]+παv and find thatH has a Hamiltonian cycle C passing through the linear forest F ′

in the order inherited from O by substituting the component πα with the component (πα, v). Substituting
the edge παv byQπβ(πβ , v) inC results in a Hamiltonian cycle ofGwith the components of F appearing
in the given order O .

CASE 2. πα ∈ ∂(E). Let us assume that παπα′ ∈ E .
In light of Lemma 97, we can find β ∈ [α] and a spanning πα, πβ-path Q of G[π1, . . . , πα] such that
{γ : γ > β + 1, πβπγ ∈ E(G)} ⊆ {α + 1, . . . , n}. Because π is a (2k + 1)-thick ordering of G, we
see that either G[πβ , . . . , πn] is complete or we can choose β′ so that πβ′ ∈ W \ V (F ), πβ′πβ ∈ E(G).
The first case can be easily disposed of and so we focus attention on the second case. We now have a
πα′ , πβ′-path R = (πα′ , πα)παQπβ(πβ , πβ′) in G on the vertex set {πα′ , πβ′ , π1, . . . , πα}. Define H
to be G[W] + πα′πβ′ . Let F ′ be the linear forest obtained from F by replacing the vertex πα with πβ′
and replacing the edge παπα′ with πβ′πα′ . Naturally, we have an ordering O ′ of the components of F ′

following the ordering O .
By the induction assumption on the graph H , we can find a Hamiltonian cycle C of H with the com-

ponents of F ′ appearing in the order O ′. Substituting the edge πα′πβ′ by the path R, we obtain from C a
required Hamiltonian cycle of G with the components of F appearing in the given order O .

CASE 3. πα ∈ =(E). Let us assume that πα′ and πα′′ are two different vertices such that

{παπα′ , παπα′′} ⊆ E .

CASE 3.1. α = 1.
Because the ordering π is (2k + 1)-thick, either G is a complete graph or π2 · · ·πn is a (2k + 1)-thick

Hamiltonian vertex ordering of G− π1. We need only consider the latter case.
Let H = (G−π1)+πα′πα′′ and let F ′ be the linear forest (F −π1)+πα′πα′′ . Applying the induction

assumption on the graph H , we get a Hamiltonian cycle C of H with the components of F ′ appearing in
the order coinciding with the order O of their natural counterparts in F . Substituting the edge πα′πα′′ by
the path (πα′ , π1, πα′′), we obtain from C a required Hamiltonian cycle of G in which the components of
F appear in the given order.

CASE 3.2. α ≥ 2.
In view of Lemma 97, there exist a β ∈ [α − 1] and a spanning πα−1, πβ-path Q of G[π1, . . . , πα−1]

such that {γ : γ > β + 1, πβπγ ∈ E(G)} ⊆ {α, . . . , n}.
If G[πα−1, . . . , πn] is a complete graph, we can complete the proof by considering two subcases, either

G[πβ , . . . , πn] is a complete graph or not. Consequently, it suffices for our purpose now to assume that
πα−1 · · ·πn is a (2k + 1)-thick Hamiltonian vertex ordering of G[πα−1, . . . , πn]. To proceed, we note
that

|V (F )| = |V|+ 2|E| − |=(E)| ≤ 2(|V|+ |E|)− |=(E)| ≤ 2k − 1.

Henceforth,
|W ∩ V (F )| ≤ |V (F ) \ {πα}| ≤ 2k − 2.
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This enables us to find two distinct vertices πγ′ and πγ′′ such that πγ′ ∈
(
NG(πβ) ∩ W

)
\ V (F ) and

πγ′′ ∈
(
NG(πα−1) ∩ W

)
\ V (F ). Taking the union of (F − πα) + πα′πα′′ and the one edge path

(πγ′ , πγ′′) yields a subgraph F ′ of G which is a linear forest of the same size with F . Set H to be
G[W] + {πα′πα′′ , πγ′πγ′′}. By the induction assumption on the graph H , we find a Hamiltonian cycle
C of H which contains F ′ as a subgraph and passes through the components of F ′ other than (πγ′ , πγ′′)
in the order corresponding to the ordering of the corresponding components of F . Substituting the edge
πα′πα′′ by the path (πα′ , πα, πα′′) and the edge πγ′πγ′′ by the path (πγ′ , πβ)πβQπα−1(πα−1πγ′′), we
obtain from C a required Hamiltonian cycle of G with the components of F appearing in the given order.
�

An s, s-pseudo-path in a graph G is either a cycle in G passing through s of length at least 3, or an
edge of G incident with s or a path of length zero consisting of s itself. For s 6= t, an s, t-pseudo-path
in a graph G is any s, t-path in G. The inner vertices of an s, t-pseudo-path is the set of vertices on this
s, t-pseudo-path other than s and t. A graph G is almost rooted k-connected if the following holds:

(*) for any set R = {(si, ti) ∈ V (G) × V (G) : i ∈ [k]}, we can find a pseudo-path system of G
rooted at R, namely a set of si, ti-pseudo-paths Pi in G for i ∈ [k] such that the inner vertices of these
Pi form a partition of V (G) \ S, where S = ∪i∈[k]{si, ti}.

Proof of Theorem 13: We will indeed prove a stronger claim.

CLAIM: Let k be a positive integer and let G be either a complete graph or a graph from z2k+1. Then
G is almost rooted k-connected; That is, (*) holds.

We make an induction on n = |V (G)|. If G is a complete graph, the claim is trivial. If n ≤ 2k + 2,
then G must be a complete graph. Accordingly, we now assume that n > 2k + 2.

Let π = π1 · · ·πn be a (2k + 1)-thick Hamiltonian vertex ordering of G. Let S = ∪i∈[k]{si, ti},
α = min{i : πi ∈ S} and q = |{i ∈ [k] : πα ∈ {si, ti}}|. Without loss of generality, we assume that
si = πα for all i ∈ [q] and πα /∈ ∪i∈[k]\[q]{si, ti}.

CASE 1. α = n.
Since 2k + 1 > 2, Theorem 5 implies that G is a Hamiltonian graph. Consequently, we can take P1 to

be a Hamiltonian cycle of G and put P1+i, i ∈ [k− 1], to be the length-zero path at vertex πn, getting the
required pseudo-path system.

CASE 2. α < n.
By virtue of Lemma 97, there exist β ∈ [α] and a spanning πα, πβ-pathQ = (Q1 = πα, . . . , Qα = πβ)

of G[π1, . . . , πα] such that {γ : γ > β + 1, πβπγ ∈ E(G)} ⊆ {α+ 1, . . . , n}.

CASE 2.1. si = ti = πα for all i ∈ [q].
For every i ∈ [q − 1], we set Pi to be the length zero path consisting of the only vertex πα.
When α = 1, let Pq be the length zero path consisting of one vertex π1 and then apply the induction

assumption on G− π1 will conclude the proof.
When α > 1, we know that β < α. If πβπα ∈ E(G), then Q together with πβπα results in a

cycle, which we use as Pq . The remaining pseudo-paths can now be obtained by applying induction on
G[πα+1, . . . , πn]. If πβπα /∈ E(G), we know that πβ has at least 2k neighbors among {πα+1, . . . , πn}
and so we can find t such that tπβ ∈ E(G) and t ∈ {πα+1, . . . , πn}\S.Applying the induction hypothesis
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on H = G[πα, . . . , πn], we see that H has a pseudo-path system P rooted at {(si, ti) : i ∈ [k] \ [q]} ∪
{(πα, t)}. Replacing the πα, t-path in P by the cycle obtained from this path by adjoining the path Q
yields a new pseudo-path system P ′. It is obvious that P ′ ∪ {Pi : i ∈ [q − 1]} then becomes a required
pseudo-path system for G.

CASE 2.2. There exists i ∈ [q] such that πα = si 6= ti.
For each i ∈ [q] with si = ti = πα, we can choose the path of length zero consisting of the single

vertex πα. In this way, our consideration can be reduced to the case that si = πα 6= ti for all i ∈ [q].

CASE 2.2.1. n > α > n− 2k.
This means thatG[πα, . . . , πn] is a complete graph and so must be rooted k-connected. Accordingly, we

can find an si, ti-pseudo-path P ′i for each i ∈ [k] such that the inner vertices of these P ′i form a partition
of {πα, . . . , πn} \ S. Because π is (2k + 1)-thick, we can now deduce that NG(πβ) ⊇ {πα+1, . . . , πn}.
Replacing the vertex πα by the path Q in P ′1 and keeping those P ′i for i ≥ 2 unchanged, we get the
claimed k pseudo-paths.

CASE 2.2.2. α ≤ n− 2k.
Since π is a (2k + 1)-thick Hamiltonian vertex ordering of G while |{πα+1, . . . , πn}| ≥ 2k, we can

choose a set W = {s′1, . . . , s′q} of q different vertices of {πα+1, . . . , πn} \ S such that s′1πβ ∈ E(G)
and W \ {s′1} ⊆ NG(πα). By the induction assumption, G[πα+1, . . . , πn] has a pseudo-path system P
rooted at {(s′i, ti) : i ∈ [q]} ∪ {(si, ti) : i ∈ [k] \ [q]}. Replacing the unique s′1, t1-path in P , say P ′1,
by the path obtained from Q and P ′1 by connecting them at s′1πβ and replacing the unique s′i, ti-path in
P for each i ∈ [q] \ {1}, say P ′i , by the path obtained from P ′i by adding the additional edge παs′i, we
derive the required pseudo-path system of G. �

Proof of Corollary 14: Take π1 · · ·πk ∈ V (G)k. As 2k − 1 = 2(k − 1) + 1, Theorem 13 says that G
has a spanning (k−1)-path system rooted at {(πi, πi+1) : i ∈ [k−1]}. Amalgamating the k−1 paths in
this path system gives rise to a Hamiltonian path passing through π1, . . . , πk in this order, as wanted. �

4.1.3 Proofs of Theorems 15, 16, 17, 18, 19 and 21
Lemma 100 For every graph G and every positive integer n, it holds sc(G

∨
Kn) = sc(G)− n.

Proof: When G is a complete graph, the result is trivial. When G is not a complete graph, adding a
universal vertex to G will cause the scattering number decrease by 1 as this universal vertex will appear
in any scattering set of the new graph, which completes the proof. 2

Proof of Theorem 15: Note that sc(Kn) +H(Kn) = sc(Kn) + κ(Kn) = (3− n) + (n− 1) = 2. So,
we may assume below that G is not a complete graph.

Choose a set S ∈
(
V (G)
κ(G)

)
fulfilling c(G−S) ≥ 2. We then see that sc(G) ≥ c(G−S)−|S| ≥ 2−κ(G),

as desired.
It remains to show sc(G) +H(G) ≤ 2. By Lemmas 99 and 100, we can and will assume thatH(G) =

k ≥ 1. As a result of Theorem 7, the deletion from G of any vertex subset of size at most k − 1 results in
a traceable graph and so sc(G) ≤ 2− k = 2−H(G) follows. �
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Proof of Theorem 16: Pick G ∈ C. If sc(G) ≤ 1, we will have H(G) ≥ 1 and so, according to the
definition of H(G), G is traceable. If sc(G) ≤ 0, we will have H(G) ≥ 2 and so, by Theorem 1, G is
Hamiltonian. If sc(G) ≤ −1, we will have H(G) ≥ 3 and so, taking Theorem 9 into consideration, G is
Hamiltonian-connected. This finishes the proof of the first three readings.

We now assume that |V (G)| ≥ 3, G − v is traceable, and hence H(G − v) ≥ 1, for every v ∈ V (G),
and try to show that G is Hamiltonian. Firstly, the assumption implies the connectedness of G and so Eq.
(6) is valid. But Theorem 15 asserts

max
v∈V (G)

sc(G− v) ≤ 2− min
v∈V (G)

H(G− v) ≤ 1.

Therefore, Eq. (6) now yields sc(G) ≤ 0 and then the assumption of sc(G) + H(G) = 2 leads to
H(G) ≥ 2. Finally, it follows from Theorem 5 that G is Hamiltonian, completing the proof of iv). �

The following proof of Theorem 17 indeed suggests an algorithm to find an optimal path cover of a
forest. The algorithm is basically the same with the one presented by Franzblau and Raychaudhuri (36,
Lemma 2, Lemma 3).

Proof of Theorem 17: Since a forest has no cycle, Theorem 1 asserts that H(G) ≤ 1. Making use of
Eqs. (1) and (2), our task is to prove

π(G) ≤ sc(G). (19)

For any two graphs H1 and H2, it holds π(H1 ∪H2) = π(H1) + π(H2) and sc(H1 ∪H2) ≥ sc(H1) +
sc(H2). Therefore, we may even assume that G is connected. Let H be the minimal subtree of G which
contains all vertices of G with degree at least 3. If G is a path (and hence H is empty), we can easily
verify Eq. (19). Otherwise, take v ∈ V (H) which is either the only vertex of H or a leaf of H. We can
enumerate the components of G − v as G′, P1, . . . , Ps, where s ≥ 2, and G[Pi ∪ {v}] are all paths for
i ∈ [s]. Let P be the path G[P1∪{v}∪P2]. Note that sc(G) ≥ sc(G−P )+sc(P ) = sc(G−P )+1 and
π(G) ≤ π(G − P ) + π(P ) = π(G − P ) + 1. The induction hypothesis gives π(G − P ) ≤ sc(G − P )
and so Eq. (19) follows, as desired. �

Proof of Theorem 18: We assume that |V (G)| = n. Consider the function f of a real variable such that
f(x) = x(n− x) + x(x−1)

2 for x ∈ R. It is clear that

f(dgn(G)) ≥ |E(G)| ≥ f(H(G)), (20)

where the first inequality already appeared in Lick and White (75, Proposition 3). Note that

max{dgn(G),H(G)} ≤ n− 1

while f(x) is an increasing function for x ∈ (−∞, n− 1
2 ]. This demonstrates

dgn(G) ≥ H(G). (21)

If G has an exact-k-thick Hamiltonian vertex ordering π, we surely have H(G) ≥ k and |E(G)| =
f(k). As f(x) is an increasing function when x < n − 1

2 , further recalling |E(G)| ≥ f(H(G)) (Eq.
(20)), we get to

H(G) = k. (22)
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Note that in the reversal of π, each vertex has at most k neighbors appeared earlier. This says that
dgn(G) ≤ k. This along with Eqs. (21) and (22) proves that dgn(G) = H(G) = k.

Conversely, let us assume that dgn(G) = H(G) = k. In light of Eq. (20), it holds

|E(G)| = f(H(G)) = f(k). (23)

Let π be a k-thick Hamiltonian vertex ordering of G. According to Eq. (23), we see that π is indeed an
exact-k-thick Hamiltonian vertex ordering of G, showing that G is an exact-k-thick Hamiltonian graph.

By Eq. (4) and Theorem 15, we have

sc(G) +H(G) ≤ 2 ≤ sc(G) + κ(G) ≤ sc(G) + dgn(G).

Consequently, the relation dgn(G) = H(G) will force 2−sc(G) = H(G) = κ(G) = dgn(G), as desired.
�

Proof of Theorem 19: To prove the result, we need only consider the case that G is connected. Suppose
that we pick a simplicial vertex v and a neighbor u of v in G. If there is any path containing v, we can
add u into it to make a new path where u is adjacent to v in the new path. Thus, G has to be traceable or
Hamiltonian provided G − u is traceable or Hamiltonian, respectively. This consideration easily proves
that G is neither hypotraceable nor hypohamiltonian.

We now show that G cannot be hypo-Hamiltonian-connected. Given any two vertices w1 and w2 of
G, we need to verify that G has a spanning w1, w2-path provided G − u is Hamiltonian-connected for
every u ∈ V (G). If G is a complete graph, the result is trivial. So, we assume that G has a clique tree
with at least two leaves, say Q1 and Q2. As discussed above, we only need to find a vertex u /∈ {w1, w2}
which is a neighbor of a simplicial vertex in G. Let S be the set of nonsimplicial vertices of G that are
contained in Q1. If |S| = 1, then deleting the only vertex in S will disconnect the graph, a contradiction.
If S = {x1, x2}, we can find that G− x1 does not contain any Hamiltonian path with x2 as one endpoint,
a contradiction again. Therefore, we see that |S| ≥ 3 and so any vertex in S \ {w1, w2} can be chosen as
u, finishing the proof. �

Proof of Theorem 21: a) If H(G) = 2, the result follows from Corollary 2. We now assume that
H(G) ≤ 1 and so, by Eq. (2), we can take a path cover ofG of size π(G) = 2−H(G) in which the vertex
v appears on a path P. The path P can be split into two disjoint paths where v is the endpoint of one of
them and thus we get a path cover of size at most 2−H(G)+1, showing thatHG(v) ∈ {H(G),H(G)−1},
as desired.

b) Deleting an edge from a Hamiltonian graph surely yields a traceable graph. Thus, Theorem 1 settles
the case of H(G) = 2. If H(G) ≤ 1, Eq. (2) implies that G has a path cover of size π(G) = 2−H(G).
Let E be the set of edges appeared in this path cover and let E ′ = E \ {e}. As G[E ′] corresponds to a path
cover of G − e of size at most π(G) + 1, we use Eq. (2) again to deduce that H(G − e) ≥ H(G) − 1,
completing the proof. �



174 Peng Li, Yaokun Wu

4.2 Interval graphs

4.2.1 Preliminaries
A simple vertex in a graph is a simplicial vertex whose neighbors have closed neighborhoods that are
linearly ordered by inclusion. As defined by Farber (35), a graph is strongly chordal if and only if every
one of its induced subgraphs has a simple vertex.

Lemma 101 Let G be a traceable graph. Let v be a simple vertex of G and let w be a neighbor of v in G
such that

NG[w] = ∩w′∈NG(v)NG[w
′]. (24)

Then both G− v and G− {v, w} are traceable.

Proof: Suppose that P = (x1, . . . , xk, v, y`, . . . , y1) is a Hamiltonian path of G. It is easy to see that (x1,
. . . , xk, y`, . . . , y1) is a Hamiltonian path of G− v.

We next turn to show that G−{v, w} is traceable. To this end, it suffices to find a neighbor u of v in G
such that G − {v, u} is traceable, as Eq. (24) says that we can derive a Hamiltonian path of G − {v, w}
by replacing possibly w with u in a Hamiltonian path of G− {v, u}.

If v is an endpoint of P , say k = 0, then we can choose u to be y`. In case that v is not an endpoint
of P, since v is simple, we may assume that NG[xk] ⊆ NG[y`], we can choose u = xk and check that
(x1, x2, . . . , xk−1, y`, y`−1, . . . , y1) is a Hamiltonian path of G− {v, xk}. 2

The following lemma and its generalizations appear in Arikati and Pandu Rangan (3), Damaschke
(29), Hung and Chang (54), Isaak (57), Manacher et al. (80). It bears a striking resemblance to Damaschke
et al. (30, Theorem 3).

Lemma 102 If an interval graphG is traceable, then every normal vertex ordering ofG is a Hamiltonian
vertex ordering.

Proof: Setting n = |V (G)|, we only need to consider the case of n ≥ 3. Let π1 · · ·πn be a normal vertex
ordering of G with respect to an interval representation I and we intend to show that HG(π) ≥ 1. Note
that the connectedness of G gives π1π2 ∈ E(G). We also check that π1 is a simple vertex of G and hence
an application of Lemma 101 yields that both G− π1 and G− {π1, π2} are traceable.

If rI(π2) = min{rI(πi) : i ∈ {2, . . . , n}}, then π2 · · ·πn is a normal vertex ordering of G− π1. By
the induction hypothesis, (π2, . . . , πn) is a Hamiltonian path of G− π1, which implies that (π1, . . . , πn)
is a Hamiltonian path of G.

Else, we have π3π1 /∈ E(G), π3π2 ∈ E(G) and rI(π3) = min{rI(πi) : i ∈ {2, . . . , n}}. This says
that π3 · · ·πn is a normal vertex ordering of G − {π1, π2} and so the induction assumption guarantees
that (π3, . . . , πn) is a Hamiltonian path of G − {π1, π2}. It is now immediate that (π1, . . . , πn) is a
Hamiltonian path of G, finishing the proof. 2

Lemma 103 Manacher et al. (80, Lemma 2) Let π be an almost normal vertex ordering of an n-vertex
interval graph G with respect to an interval representation I. For any i, j > 1, if `I(πi) < `I(πj) and
rI(πi) < rI(πj), then i < j. In addition, if πnπn−1 ∈ E(G), then πn and πn−1 belong to the rightmost
clique of G with respect to I.
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Proof: We aim to derive a contradiction under the assumption of i > j. Since π is an almost normal
vertex ordering, the assumption of i > j together with rI(πi) < rI(πj) entails πj−1πj ∈ E(G) and
πj−1πi /∈ E(G). It is impossible that rI(πj−1) < `I(πi) as it implies rI(πj−1) < `I(πi) < `I(πj) and
so πj−1πj /∈ E(G). We now obtain from πj−1πi /∈ E(G) that rI(πi) < `I(πj−1). We can continue like
this to get rI(πi) < `I(πt) for t = j − 2, . . . , 1. This contradicts the fact that π1 appears in the leftmost
clique in the given interval representation I of G.

To prove the second reading, it suffices to prove that there is no k such that rI(πn−1) < `I(πk) and
there is no k′ such that rI(πn) < `I(πk′). If either such k or such k′ exists, from the first assertion in the
lemma we deduce either k = n or k′ > n, respectively, both of which being absurd. 2

Lemma 104 Let I be an interval representation of a graph G. Let a and b be two different vertices of G
such that rI(a) = min{rI(v) : v ∈ V (G)} and `I(b) = max{`I(v) : v ∈ V (G)}. Then G is traceable
if and only if G has a Hamiltonian path which starts at a and ends at b.

Proof: Only the forward direction needs to be addressed. We define an interval representation I ′ of G by
setting I ′(b) = [`I(b) + 1, `I(b) + 2], I ′(w) = [`I(w), `I(b) + 1] for w ∈ NG(b) and I ′(z) = I(z) for
z /∈ NG[b]. By Lemma 102, each ordering π constructed by the normal path algorithm NP(G, I ′, a) is a
Hamiltonian vertex ordering. Notice that `I′(z) < `I′(b) and rI′(z) < rI′(b) for every z ∈ V (G) \ {b}.
It then follows from Lemma 103 that π|V (G)| = b and hence π is a Hamiltonian vertex ordering of V (G)
which starts at a and ends at b, completing the proof. 2

Lemma 105 Suppose that G is a graph and I is one of its interval representations. Let a and b be
a leftmost vertex and a rightmost vertex of G, respectively, with respect to the interval representation I.
Suppose thatG contains an a, b-path P and V (G)\V (P ) is the disjoint union of T1, . . . , T`, Q1, . . . , Qm
such that G[Ti ∪ {a}] contains a spanning path starting from a for each i ∈ [`] and G[Qi ∪ {b}] contains
a spanning path starting from b for each i ∈ [m]. Then G possesses a spanning a, b-path.

Proof: It is clear that G[V (P ) ∪ T1] contains a Hamiltonian path. In light of Lemma 104, G[V (P ) ∪ T1]
has a Hamiltonian path P ′ connecting a to b. Repeating this argument eventually absorbs all vertices on
T2, . . . , T`, Q1, . . . , Qm one by one into P ′ and thus yields a required Hamiltonian path of G. 2

The next result implies that every cocomparability graph is AT-free and so, naturally, the idea of its
proof should be in the folklore.

Lemma 106 Let G be the cocomparability graph of a poset (S,<). Let a, b, c be three elements of V (G)
and take an a, b-path P in G. If NG[c] ∩ V (P ) = ∅, then either a < c, b < c or c < a, c < b.

Proof: Let P = (v1, . . . , vk). The assumption of NG[c] ∩ V (P ) = ∅ means that c is comparable with
every vertex on P in the poset. If there exists vi < c and c < vj , then we can find integers t and t + 1
such that vt < c < vt+1 or vt+1 < c < vt and hence vtvt+1 /∈ E(G), arriving at a contradiction. 2
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4.2.2 Proof of Theorem 22
To present a proof of Theorem 22, our first main result for interval graphs, we have to prepare three more
lemmas.

Lemma 107 Let I be an interval representation of a graph G and let a and b be two vertices such that
rI(a) = min{rI(z) : z ∈ V (G)} and `I(b) = max{`I(z) : z ∈ V (G)}. Let k be a positive integer and
suppose that G has a spanning k-rail between a and b. Take a subset T of NG(a)\{b} such that |T | ≤ k.
Then G has a typical k-rail consisting of k paths P1, . . . , Pk such that |V (Pi) ∩ T | ≤ 1 for i ∈ [k].

a b

vi vj−1 vj

(a) Two neighbors of a on one path.

a b

vj

vi

(b) Rearranging the two paths.

Fig. 6: Distributing neighbors to different paths in the proof of Lemma 107.

Proof: The idea of the proof is depicted in Fig. 6. If the given spanning k-rail T between a and b does
not satisfy the requirement, we will find two paths Q1 = (a = v1, v2, . . . , vm = b) and Q2 = (a =
u1, u2, . . . , u` = b) among the k paths of T such that {u2, . . . , u`−1}∩T = ∅ and there exist two indexes
i and j such that 1 < i < j < m and vi, vj ∈ T . We focus on the path Q = (vj−1, . . . , v1 = a =
u1, u2, . . . , u` = b). In view of Lemma 104, there is an a, b-path Q′2 whose set of vertices is the same as
that of Q. Let Q′1 be the path (a, vj , vj+1, . . . , vm = b). Now replace Q1 and Q2 by Q′1 and Q′2 in T to
get a new spanning k-rail. We continue this process and will finally reach a desired typical k-rail of G. 2

Lemma 108 Let G be a graph and H a subgraph of G. Let I be an interval representation of H and let
ã and b be two vertices of H such that rI(ã) = min{rI(z) : z ∈ V (H)} and `I(b) = max{`I(z) :
z ∈ V (H)}. Let k be a positive integer and suppose that H has a spanning k-rail between ã and b.
Take a ∈ V (G) \ V (H) such that ab /∈ E(G) and |NG(a) ∩ NH(ã)| ≥ k − 1. Further assume that
G− (V (H) \ {ã}) has a spanning a, ã-path P . Then G has a spanning k-rail between a and b.

Proof: In view of ab /∈ E(G) and |NG(a) ∩ NH(ã)| ≥ k − 1, it follows from Lemma 107 that we
can assume that H has a spanning k-rail between ã and b consisting of P1, . . . , Pk such that for each
i ∈ [k− 1], Pi contains a neighbor of a, say vi, as an inner vertex. For each i ∈ [k− 1], let the subpath of
Pi from vi to b beQi. Since avi ∈ E(G), to obtain the asserted k-rail, we only need to find a Hamiltonian
path from a to b in G − (∪i∈[k−1]V (Qi) \ {b}). Due to the existence of the path P, it remains to find a
Hamiltonian path from ã to b in H − (∪i∈[k−1]V (Qi) \ {b}), which is guaranteed by Lemma 105, ending
the proof. 2
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Lemma 109 Let k be a positive integer and let G be an interval graph. If G has a typical (k + 1)-rail,
then it has a typical k-rail.

Proof: This is direct from Lemma 105. 2

It is now time to reap the benefits of our long sowing work.

Proof of Theorem 22: Let n = |V (G)|. To prove the theorem, let us establish the following string of
implications.

a)⇒ b) This is straightforward.

b)⇒ c) Suppose that I is an interval representation ofG and a, b are two vertices ofG such that rI(a) =
min{rI(z) : z ∈ V (G)} and `I(b) = max{`I(z) : z ∈ V (G)}. Further suppose that P1, . . . , Pk are
k distinct pairwise-internally-disjoint a, b-paths which cover V (G). Let P ′i = V (Pi) \ {a, b} for every
i ∈ [k].

If ab ∈ E(G), then G is a complete graph and so the result is trivial. In the sequel, we suppose that
ab /∈ E(G) and hence P ′i 6= ∅ for every i ∈ [k].

We shall proceed by induction on k. If k = 1, there is nothing to prove. Suppose k > 1 and the claim
holds for each smaller k. Let Z be a set of at most k−1 distinct vertices and we intend to show thatG−Z
is traceable. We separate two cases.

CASE 1. {a, b} ∩ Z 6= ∅.
In this case, Z ′ = Z \ {a, b} contains less than or equal to k− 2 vertices. Recall from Lemma 109 that

G has a typical (k − 1)-rail. Consequently, our induction hypothesis says that G − Z ′ is traceable. By
Lemma 104, G− Z ′ has a spanning a, b-path, from which we can deduce that G− Z is traceable.

CASE 2. {a, b} ∩ Z = ∅.
If Z = ∅, we can get the result by invoking Lemma 109. We now turn to the case of Z 6= ∅. Take z ∈ Z

and set Z ′ = Z \{z}. Without loss of generality, we assume that V (P1)∩Z = ∅. Note that G′ = G−P ′1
has a spanning (k− 1)-rail connecting the opposite pair a and b. By the induction hypothesis, this implies
that G′ − Z ′ has a Hamiltonian path. Lemma 104 then asserts that G′ − Z ′ has a Hamiltonian path
connecting a and b, say σ. Suppose σ = (a = σ1, σ2, . . . , σh = b), z = σj , 1 < j < h, and P1 = (a =
β1, β2, . . . , βh′ = b). Then (σj+1, . . . , σh = b = βh′ , βh′−1, βh′−2, . . . , β1 = a = σ1, σ2, . . . , σj−1) is a
Hamiltonian path of G− Z, completing the proof.

c)⇒ d) Trivial.

d)⇒ e) Let I be an interval representation of G, let a be a leftmost vertex of G with respect to I, and
let π be an output of NP(G, I, a). By the rule of the normal path algorithm, we see that a k-thick normal
vertex ordering must be a Hamiltonian vertex ordering. It hence suffices to show that π is k-thick.

We first exhibit that dG,π(i) ≥ k for each i ∈ [n− k]. If there exists i ∈ [n− k] such that dG,π(i) < k,
then there exists S ∈

({πi+1,...,πn}
k−1

)
such that NG(πi) ∩ {πi+1, . . . , πn} ⊆ S. Letting G′ = G − S, we

can choose an output of NP(G′, I|V (G′), a), say ξ, such that ξp = πp for all p ∈ [i]. It is clear that
ξiξi+1 /∈ E(G) and so ξ is not a Hamiltonian vertex ordering ofG′. According to Lemma 102, this means
that G′ is not traceable, contradicting statement d).

Our remaining task is to show that G[πn−k+1, . . . , πn] is a complete graph. If k = n − 1, it follows
from d) that G = Kk+1 and thus we are done. Assume now k < n − 1. If G[πn−k+1, . . . , πn] were not
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a complete graph, then we can get two vertices u and w from {πn−k+1, . . . , πn} such that uw /∈ E(G).
Without loss of generality, suppose that

rI(u) < `I(w). (25)

Remember that dG,π(n− k) ≥ k and so

NG(πn−k) ⊇ {πn−k+1, . . . , πn}. (26)

Eq. (26), combined with Eq. (25), gives rI(u) < rI(πn−k). This and the rule of the normal path
algorithm then lead to

πn−k−1u /∈ E(G). (27)

As we knew before that dG,π(n− k − 1) ≥ k, Eq. (27) implies

πn−k−1w ∈ E(G). (28)

As a result of Eqs. (25), (27) and (28), it holds rI(u) < `I(πn−k−1). This leads to a contradiction with
Lemma 103.

e)⇒ f)⇒ g) This is obvious.

g)⇒ a) There is nothing to prove when n ≤ 2.We now consider the case of n ≥ 3 under the hypothesis
that the result holds for smaller n.

Suppose that I is an interval representation of G and a, b form a pair of opposite vertices of G with
respect to I, say rI(a) = min{rI(z) : z ∈ V (G)} and `I(b) = max{`I(z) : z ∈ V (G)}. We also
assume that G has a k-thick Hamiltonian vertex ordering π1 · · ·πn. Our task is to establish the existence
of a spanning k-rail of G between a and b. Note that we may assume that a = πi, b = πj and i < j,
as otherwise we may simply change the interval representation I to be −I. We may also assume that
ab /∈ E(G), as otherwise G is complete and then the result is trivial.

CASE 1. i > 1.
Let H = G[πi, . . . , πn]. From ab /∈ E(G) we can derive that πi · · ·πn is a k-thick Hamiltonian vertex

ordering of H . It then follows from the induction hypothesis that H has a spanning k-rail between a
and b, which consists of k paths, say P1, . . . , Pk. Due to the existence of the path (π1, . . . , πi)πiP1, we
deduce from Lemma 104 that G[V (P1) ∪ {π1, . . . , πi−1}] has a spanning a, b-path P ′1. It is clear that
P ′1, P2, . . . , Pk form a spanning k-rail of G between a and b.

CASE 2. i = 1.
Let ã be the vertex from V (G) \ {π1} such that rI(ã) = min{rI(z) : z ∈ V (G) \ {π1}}. Observe

that NG(a) ⊆ NG[ã]. Since π1b = ab /∈ E(G), we see that π2 · · ·πn is a k-thick Hamiltonian vertex
ordering of G− π1 and hence the induction assumption says that G− π1 has a spanning k-rail between ã
and b. Applying Lemma 108 on H = G− π1 yields the result that G has a spanning k-rail between a and
b, as wanted.

b) ⇒ h) Suppose that I is an interval representation of G, a is a leftmost vertex and b is a rightmost
vertex with respect to I. Further assume thatG has a spanning k-rail between a and b consisting of k paths,
say P1, . . . , Pk. For each i ∈ [k − 1], we can assume that the vertex adjacent to b on Pi is bi /∈ {a, b}. It
is clear that b, b1, . . . , bk−1 all fall in the rightmost clique with respect to I and so P ′i , i ∈ [k] give rise to
a typical k-fan of G, where P ′i = Pi − b for i ∈ [k − 1] and P ′k = Pk, as was to be shown.
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h)⇒ b) Let I be an interval representation of G, a be a leftmost vertex and U ∈
(
V (G)\{a}

k

)
be a subset

of the rightmost clique ofGwith respect to I.Assume that we have a typical k-(x, U)-fan ofG consisting
of k paths P1, . . . , Pk and we assume that Pk contains a rightmost vertex b 6= a. We apply Lemma 104
on Pk to get an a, b-path P ′k of G satisfying V (P ′k) = V (Pk). For each i ∈ [k − 1], we assume that Pi is
an a, bi-path and consider the path P ′i = Pibi(bi, b). It is easy to check that P ′1, . . . , P

′
k form the required

typical k-rail of G between a and b, thus finishing the proof. �

4.2.3 Proofs of Theorems 23, 24, 27, 28, 29 and 30
To prove Theorem 23, we will need the following lemma, which, in some sense, is dual to Theorem 46. It
is interesting that we will need this result again when proving Theorem 46.

Lemma 110 Let k be a positive integer, let G be an interval graph which is not Kk+1, and let x be a
simplicial vertex of G. If G has a typical k-rail, then so does G− x.

Proof: Suppose that I is an interval representation of G, a and b are two vertices of G such that rI(a) =
min{rI(z) : z ∈ V (G)} and `I(b) = max{`I(z) : z ∈ V (G)}, and T is a spanning k-rail of G
between a and b.

If G is a complete graph, the result follows directly. So, we assume below that G is not a complete
graph and hence ab /∈ E(G). For any path

P = (a = v1, v2, . . . , vm = b) (29)

of the given k-rail T , as ab /∈ E(G), we will have m ≥ 3.

CASE 1. x /∈ {a, b}.
Assume that x appears in a path P = (a = v1, v2, . . . , vm = b) of the given k-rail T , say x = vi for

some 1 < i < m. We can replace the path P in T by the path (v1, v2, . . . , vi−1, vi+1, vi+2, . . . , vm) and
then, as ab /∈ E(G), we obtain a required typical k-rail of G− x.

CASE 2. x ∈ {a, b}.
We may suppose x = a. Choose a vertex a′ ∈ V (G) \ {a} such that rI(a) ≤ rI(a′) = min{rI(z) :

z ∈ V (G) \ {a}}. There is nothing to prove when G − a is a complete graph. Accordingly, we may
assume that a′ 6= b and a′b /∈ E(G). For any path P in the given k-rail T , say as displayed in Eq. (29),
we can see that a′v2 ∈ E(G − x) and thus we can let P̃ be the path (a′, v2, . . . , vm) if a′ /∈ V (P ), and
let P̃ be a spanning a′, b-path for G[v2, . . . , vm] if a′ ∈ V (P ), as guaranteed by Lemma 104. Apparently,
the set of paths {P̃ : P ∈ T } forms a typical k-rail of G− x. 2

Proof of Theorem 23: We first consider the backward direction. As G[Ls] = G has a typical k-fan, we
know from Theorem 22 h)⇒ b) that G has a typical k-rail.

Now, the backward direction. By Theorem 22 b)⇒ h), it suffices to show thatG[Li] has a typical k-rail
for every i ∈ [s]. For i = s, G[Li] has a typical k-rail is merely our assumption. If s > 1, G[S] is not a
complete graph for any S ) Ls−1 and G[Ls−1] is obtained from G[Ls] by chopping off all (simplicial)
vertices from Cs \ Cs−1; Thus, Lemma 110 applies to say that G[Ls−1] still has a typical k-rail. Using
this argument repeatedly, we can conclude that G[Li] has a typical k-rail for every i ∈ [s], as wanted. �
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Let P = (w0, . . . , wm) be a path in a graph. For any two integers i and j such that 0 ≤ i ≤ j ≤
m, we use the notation [wi, wj ]P or [wj , wi]P for the path (wi, wi+1, . . . , wj), we use the notation
[wi, wj)P or (wj , wi]P for the path (wi, . . . , wj−1), we use the notation (wi, wj ]P or [wj , wi)P for the
path (wi+1, . . . , wj) and we use the notation (wi, wj)P or (wj , wi)P for the path (wi+1, . . . , wj−1).

Proof of Theorem 24: According to Theorem 21 a), we may assume that H(G) = k ≥ 3. We aim to
show thatHG(u) ≥ k−1 holds for every u ∈ V (G). Let I be an interval representation ofG. Let a and b
be an opposite pair ofGwith respect to I. We suppose that ab /∈ E(G) as otherwiseG is a complete graph
and then everything is trivially true. It follows from g)⇒ e) in Theorem 22 that HG(a) = HG(b) = k.
By g)⇒ a) in Theorem 22, there exists a spanning k-rail of G between a and b which consists of k paths,
say P1, . . . , Pk. Therefore, without loss of generality, we assume that u ∈ V (P1) \ {a, b}.

Let S denote V
(
(a, u]P1

)
. By the implication of g)⇒ e) in Theorem 22, G−S has anH(G−S)-thick

normal vertex ordering π′ from a to b. Let π = [u, a]P1
aπ′ and we will conclude the proof by showing

thatHG(π) ≥ k − 1.
First we check that H(G − S) ≥ k − 1. In view of Theorem 22 b) ⇒ g), we merely need to find a

spanning (k − 1)-rail of G− S between a and b. But this is guaranteed by Lemma 105.
Pick arbitrarily x ∈ S. By the definition of a and b, Lemma 106 together with ab /∈ E(G) implies

NG(x) ∩
(
V (Pi) \ {a, b}

)
6= ∅ for every i ∈ [2, k]. This gives |NG(x) \ S| ≥ k − 1 and thus ends the

proof. �

Proof of Lemma 26: IfH(G) ≤ 2, Theorem 21 a) impliesH(G− v) ≥ H(G)− 1 for all v ∈ V (G).
IfH(G) ≥ 2, applying the g)⇒ c) implication in Theorem 22 we know that (G−v)−S is traceable for

all v ∈ V (G) and S ∈
(
V (G−v)
≤H(G)−2

)
. By Theorem 22 c)⇒ g), this gives minv∈V (G)H(G−v) ≥ H(G)−1.

�

Lemma 111 Let G be an interval graph with at least two vertices and let minv∈V (G)H(G − v) = p. If
p ≥ 1, thenH(G) ≥ p+ 1.

Proof: Since H(G − v) ≥ 1 for all v ∈ V (G) while interval graphs are all chordal, we deduce from
Theorem 19 that G is traceable. By g) ⇒ c) in Theorem 22, from minv∈V (G)H(G − v) = p we can
derive that G− S is traceable for all nonempty set S ∈

(
V (G)
≤p
)
. Taken together, G− S is traceable for all

S ∈
(
V (G)
≤p
)

and so the part of c)⇒ g) in Theorem 22 tells us thatH(G) ≥ p+ 1, as wanted. 2

Proof of Theorem 27: Let minv∈V (G)H(G− v) = p. It follows from Lemma 26 that

H(G) ≤ p+ 1. (30)

Since G is traceable, Eq. (30) gives p ≥ 0. If p ≥ 1, Eq. (30) together with Lemma 111 entails Eq. (7).
If p = 0, Eq. (7) is guaranteed by Eq. (30) and the assumption ofH(G) ≥ 1.

If G is not a complete graph, we haveHG(v) ≤ H(G− v) for all v ∈ V (G). In addition, Corollary 25
givesH(G)− 1 ≤ HG(v) for all v ∈ V (G). This in conjunction with Eq. (7) implies Eq. (8), as desired.
�
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Proof of Theorem 28: For statement a), its backward direction comes from Lemma 111 and its forward
direction follows from Lemma 26 . Statement b) is immediate from Eq. (8) in Theorem 27. �

The subsequent two lemmas together demonstrates the equivalence between statement i) and statement
iii) in Theorem 29.

Lemma 112 Let G be an interval graph and let k be an integer such that 1 < k < |V (G)|. If G is
spanning (k − 1)-fan-connected, then G ∈ zk.

Proof: Take U ∈
(
V (G)
k−1

)
. Utilizing the implication of d)⇒ g) in Theorem 22, it is sufficient to illustrate

that G− U is traceable. Pick any interval representation I of G and choose a leftmost vertex a of G− U
with respect to I. Because G is spanning (k − 1)-fan-connected, it has a spanning (k − 1)-(a, U)-fan.
Thanks to Lemma 105, the existence of this (a, U)-fan tells us that G− U is traceable, as wanted. 2

Lemma 113 Let k ≥ 3 be an integer. Every graph G ∈ zk is spanning (k − 1)-fan-connected.

Proof: We shall proceed by an induction on k.
If k = 3, it is a consequence of Theorem 9 that G is spanning 2-fan-connected.
We now turn to the case of k > 3. Taking x ∈ V (G) and U ∈

(
V (G−x)
k−1

)
, we intend to find a

spanning (x, U)-fan of G. Let I be an interval representation of G and let a and b be an opposite pair
of G with respect to I. By virtue of g) implying a) in Theorem 22, there exists a spanning k-rail of G
between a and b, say, consisting of k distinct paths P1, . . . , Pk. As a result of k − 1 > 2, we obtain
U \ {a, b} 6= ∅ and so, without loss of generality, we may assume that

(
V (P1) ∩ U

)
\ {a, b} 6= ∅.

By Lemma 106, NG[x] ∩ V (P1) 6= ∅. Therefore, we can find a vertex z ∈ NG[x] ∩ V (P1) and a vertex
y ∈

(
V (P1)∩U

)
\{a, b} such that V ([z, y)P1

)∩U = ∅. It follows from x /∈ U that x 6= y. Consequently,
we may assume that either x = z or x /∈ V ([z, y]P1

). Let

S =

{
V
(
[z, y]P1

)
, if x /∈ V

(
[z, y]P1

)
;

V
(
(z, y]P1

)
, if x = z.

An application of Lemma 105 now tells us that G − S has a typical (k − 1)-rail and hence, taking into
account Theorem 22 b) implying g), G− S ∈ zk−1. By the induction hypothesis, G− S has a spanning
(k − 2)-(x, U \ {y})-fan, say R. Let

P =

{
(x, z)z[z, y]P1

, if x 6= z;

[z, y]P1
, if x = z.

Adding P into the (k − 2)-fan R yields a spanning (k − 1)-(x, U)-fan of G, as was to be shown. 2

Proof of Theorem 29: The implication of iii) ⇒ i) is guaranteed by Lemma 112. Taking s = 0 and
s = k − 3 demonstrate ii)⇒ iii) and ii)⇒ iv), respectively. It remains to verify i)⇒ ii) and iv)⇒ i).

i)⇒ ii) Since zk ⊇ · · · ⊇ z1, our task is to show that G − S is spanning (k − s − 1)-fan-connected.
It follows from Corollary 25 that G− S ∈ zk−s and so Lemma 113 gives the result.
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iv)⇒ i) Take any nonnegative integer s ≤ k−1 and any S ∈
(
V (G)
s

)
. By the equivalence of c) and g) in

Theorem 22, it suffices to show thatG−S is traceable. If s ≤ k−3, thenG−S is Hamiltonian-connected
and so is traceable. If s ∈ {k − 2, k − 1}, then we arbitrarily choose a (k − 3)-subset T of S. As G− T
is Hamiltonian-connected, G− T contains a Hamiltonian path with the vertices from S \ T as endpoints.
This implies that G− S is traceable, as asserted. �

Proof of Theorem 30: As a consequence of Theorem 27, we can assume k = t ≥ 2 and so what we
really need to show is that G ∈ zk if and only if G is spanning k-rail-connected. The backward direction
comes from the implication of b) ⇒ g) in Theorem 22. We subsequently turn attention to the forward
direction.

Let I be an interval representation of G and a, b be two vertices of G such that rI(a) = min{rI(z) :
z ∈ V (G)} and `I(b) = max{`I(z) : z ∈ V (G)}. By the claim of g)⇒ a) in Theorem 22, we know
that G has a spanning k-rail between a and b in G. Letting x and y be any two vertices of G, our goal is
to show the existence of a spanning k-rail of G between x and y.

It is clear that G is spanning 2-rail-connected if and only if it is Hamiltonian if and only if it has a
spanning 2-rail. So, the result for k = 2 is straightforward.

We now try to prove the result for k ≥ 3 under the assumption that the result is valid for k − 1. If G
is a complete graph, then everything follows easily. Thus, let us assume that ab /∈ E(G) hereafter. We
can also make the assumption that {a, b} 6= {x, y}. Suppose the spanning k-rail between a and b consists
of k distinct pairwise-internally-disjoint a, b-paths P1, . . . , Pk. Since k ≥ 3, without loss of generality,
we assume that x, y /∈ V (Pk) \ {a, b}. By Lemma 106, there exist u, v ∈ V (Pk) \ {a, b} such that
ux, vy ∈ E(G). Let S = V ([u, v]Pk). It follows from Lemma 105 that G−S has a spanning (k− 1)-rail
between a and b and so, by virtue of b)⇒ g) in Theorem 22, G − S ∈ zk−1. At this moment, we can
apply the induction hypothesis to render a spanning (k − 1)-rail of G − S between x and y. Adding the
path (x, u)u[u, v]Pkv(v, y) into this (k − 1)-rail, we obtain the required spanning k-rail of G between a
and b. �

4.2.4 Proofs of Theorems 31 and 32
The Hamiltonian thickness of a graph G is the maximum height of its vertices. If we consider instead the
minimum height, a trivial estimate is

min
v∈V (G)

HG(v) ≥ 2− |V (G)|.

The next lemma provides a not so trivial estimate on the minimum height and can be thought of as a result
about the fault-tolerance of the complete graph.

Lemma 114 Take two integers n and s such that n ≥ 2 and 0 ≤ s ≤
(
n
2

)
. Let G be a graph with n

vertices and
(
n
2

)
− s edges. Then minu∈V (G)HG(u) ≥ n− s− 2 and there exists {u,w} ∈

(
V (G)

2

)
such

that min{HG(u),HG(w)} ≥ n− s− 1.

Proof: We use induction on n. The claim is vacuously true when n = 2. We now take n > 2 and
assume that the result holds for smaller n. Take v ∈ V (G) so that degG(v) = maxw∈V (G) degG(w). Let
H = G− v.
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CASE 1. degG(v) = n− 1.
Note that H has

(
n−1
2

)
− s edges. The induction assumption says that minu∈V (H)HH(u) ≥ n− s− 3

and there are at least two vertices u and w such that min{HH(u),HH(w)} ≥ n − s − 2. For any x ∈
V (H), let π be an ordering of V (H) starting at x. If π is Hamiltonian,HG(πv) = HH(π)+1; Otherwise,
there exists i ∈ [n−2] such that πiπi+1 /∈ E(G) and it holdsHG(π1 · · ·πivπi+1 · · ·πn−1) = HH(π)+1.
If τ is an (n − s − 2)-thick Hamiltonian vertex ordering of H , it is clear that vτ is an (n − s − 2)-thick
Hamiltonian vertex ordering of G.

CASE 2. degG(v) = n− 2.
It is easy to see that H cannot be a complete graph and so

H(H) ≤ n− 3 (31)

holds.
If n = 3, the graph G has to be a graph with exactly one edge and the result is trivial. We now suppose

n ≥ 4. Note that H has
(
n−1
2

)
− (s − 1) edges. By the induction assumption, minu∈V (H)HH(u) ≥

n− s− 2 and we can get {u,w} ∈
(
V (H)

2

)
such that min{HH(u),HH(w)} ≥ n− s− 1.

Take v′ ∈ NG(v) and select an ordering π = π1 · · ·πn−1 of H such that π1 = v′ and HH(π) =
HH(v′) ≥ n − s − 2. It turns out that τ = vπ1 · · ·πn−1 is an ordering of G with HG(τ) ≥ n − s − 2.
For any ordering σ = σ1 · · ·σn−1 of V (H), on account of Eq. (31) and our assumption that n ≥ 4, it is
easy to see that max{HG(σ̃),HG(σ̂)} ≥ HH(σ), where σ̃ = σ1vσ2 · · ·σn−1 and σ̂ = σ1 · · ·σn−1v.

CASE 3. degG(v) ≤ n− 3.
Note that |E(H)| =

(
n−1
2

)
−
(
s − n + 1 + degG(v)

)
≥
(
n−1
2

)
− (s − 2). The induction assumption

says that minu∈V (H)HH(u) ≥ n − s − 1 and H has at least two different vertices u and w such that
min{HH(u),HH(w)} ≥ n− s. From max{degG(x) : x ∈ V (G)} = degG(v) ≤ n− 3 we deduce that
s ≥ n and so n − s − 1 ≤ −1 and n − s ≤ 0. For any ordering π of V (H) with HH(π) ≤ 0, we can
see that min{HG(πv),HG(vπ)} ≥ HH(π)− 1; For any ordering π of V (H) with HH(π) > 0, it holds
HG(πv) ≥ 0 ≥ n− s− 2. Therefore, we can verify the result for |V (G)| = n and complete the proof. 2

Lemma 115 Take two positive integers k and n such that k < n. Let G be an n-vertex interval graph
possessing a k-thick Hamiltonian vertex ordering π. Choose E ⊆ E(G) with |E| = s < k and let
G′ = G − E . Then minu∈V (G′)HG′(u) ≥ k − s − 1. Moreover, it holds HG′(π1) ≥ k − s when
n ≥ k + 2.

Proof: If n = k+1, thenG is a complete graph and it is direct from Lemma 114 that minu∈V (G′)HG′(u) ≥
n− s− 2 = k − s− 1.

We now assume n ≥ k + 2. By virtue of Theorem 24, it suffices to verify HG′(π1) ≥ k − s. We do
induction on s. When s = 0, it holds E = ∅ and so HG′(π1) = HG(π1) ≥ k = k − s, as desired. To
proceed, suppose that s ≥ 1 and that the result holds for smaller values of s. Let i0 = min{i : πi ∈
∂(E) ∪ =(E)}.

CASE 1. i0 ≥ n− k.
The assumption of n ≥ k + 2 ensures the existence of πn−k−1. Since HG(π) ≥ k, we know that

G[π[n−k, n]] is a complete graph and |NG(πn−k−1)∩π[n−k, n]| ≥ k. By Lemma 114, there are at least
two vertices u and w of π[n−k, n] such that min{HG′[π[n−k,n]](u),HG′[π[n−k,n]](w)} ≥ k+1−s−1 =
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k − s. Without loss of generality, assume that uπn−k−1 ∈ E(G) and τ is a (k − s)-thick Hamiltonian
vertex ordering of G′[π[n − k, n]] with τ1 = u. It follows from the minimality assumption on i0 that
uπn−k−1 /∈ E . In consequence, π1 · · ·πn−k−1uτ2 · · · τk+1 is a (k− s)-thick Hamiltonian vertex ordering
of G′ which starts at π1.

CASE 2. i0 < n− k.
Note that |E| = s < k and πi0 has at least k neighbors among π[i0 + 1, n]. This gives the existence of

u ∈ π[i0 + 1, n] so that πi0u ∈ E(G) \ E .
Since πi0+1 · · ·πn is a k-thick Hamiltonian vertex ordering ofG[π[i0+1, n]], Corollary 25 dictates that

G[π[i0+1, n]] has a (k−1)-thick Hamiltonian vertex ordering which starts at u. Recall that i0 < n−k and
so n−i0 ≥ (k−1)+2. Notice additionally that |E ′| ≤ s−1,where E ′ is the set of edges in E which are not
incident to πi0 . The induction assumption now implies thatHG[π[i0+1,n]]−E′(u) ≥ k−1−(s−1) = k−s,
which enables us obtain a (k − s)-thick Hamiltonian vertex ordering of G[π[i0 + 1, n]] − E ′ starting at
u, say τ . It is clear that π1 · · ·πi0τ1 · · · τn−i0 is a (k − s)-thick Hamiltonian vertex ordering of G′ which
starts at π1, as desired. 2

Proof of Theorem 31: IfH(G) ≤ 2, the result is a consequence of Theorem 21 b).
Suppose H(G) > 2. If |E| < H(G), we can apply Lemmas 114 and 115 to get the conclusion.

Otherwise, let E = E1∪E2 where |E1| = H(G)−1 and |E2| = |E|−H(G)+1. By Lemmas 114 and 115,
the graphG−E1 contains a spanning subgraphH withH(H) = H(G)−(H(G)−1) = 1. Making use of
Theorem 21 b) again, the Hamiltonian thickness ofH−(E2\E(H)) is at leastH(H)−|E2\E(H)|. Finally,
as G−E has H − (E2 \E(H)) as a spanning subgraph, we obtainH(G−E) ≥ H

(
H − (E2 \E(H))

)
≥

H(H)− |E2 \ E(H)| ≥ H(G)− |E|. �

Proof of Theorem 32: The forward direction follows from the combination of Theorem 1, Corollary 25
and Theorem 31. The backward direction is guaranteed by Theorem 30. �

4.2.5 Proofs of Theorems 33 and 35
Lemma 116 For every interval graph G and every positive integer n, it holdsH(G

∨
Kn) = H(G)+n.

Proof: Lemma 99 givesH(G
∨
Kn) ≥ H(G) + n. Corollary 25 impliesH(G) ≥ H(G

∨
Kn)− n. 2

Lemma 117 Let G be a graph which is not a complete graph. For every v ∈ V (G), it holds sc(G) ≥
sc(G− v)− 1. If v is a simplicial vertex of G, we even have sc(G) ≥ sc(G− v).

Proof: Let G′ = G− v.
We first assume that G′ is a complete graph and hence v must be simplicial. Let |NG(v)| = k, where

0 ≤ k ≤ n− 2. It is not hard to check that sc(G) = 2− k ≥ 2− (n− 2) = 3− (n− 1) = sc(G′).
Next consider the case that G′ is not a complete graph. Take any scattering set S′ of G′. It follows

that sc(G) + 1 ≥ c(G − v − S′) − |{v} ∪ S′| + 1 = c(G′ − S′) − |S′| = sc(G′). In case that v is
simplicial in G, we have c(G− S′) ∈ {c(G′ − S′), c(G′ − S′) + 1} and so sc(G) ≥ c(G− S′)− |S′| ≥
c(G′ − S′)− |S′| = sc(G′). 2
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Proof of Theorem 33: By Theorem 15, it remains to show that the interval graph G fulfils

sc(G) +H(G) ≥ 2. (32)

Let n = |V (G)| and let n be the number of vertices which is not universal in G. We finish the proof by
an induction on n.

When n = 0, namely when G is a complete graph, we have H(G) = n − 1 and sc(G) = 3 − n and
hence Eq. (32) holds. We now intend to verify Eq. (32) in the case that n > 0 under the assumption that
Eq. (32) holds for smaller n.

It follows from Lemmas 100 and 116 that sc(G)+H(G) = sc(G
∨
Kn)+H(G

∨
Kn). Consequently,

by adding enough number of universal vertices, Lemma 116 allows us to assume that

H(G) ≥ 3. (33)

By now, to prove Eq. (32) we need only consider the case that

2− sc(G) > 3. (34)

Let I be an interval representation of G, let a be a leftmost vertex of G with respect to I, and let ξ be
the ordering of V (G) according to the right-endpoint ordering of I. Let π be an output of NP(G, ξ, a),
which, according to Eq. (33) and the implication of g)⇒ e) in Theorem 22, must be a Hamiltonian vertex
ordering of G. In particular, this gives

π1π2, π2π3 ∈ E(G). (35)

Since G is not a complete graph and π1 = a is a simplicial vertex of G, we see that c(G−NG(π1)) ≥ 2.
It then follows

|NG(π1)| = c(G−NG(π1))−
(
c(G−NG(π1))− |NG(π1)|

)
≥ 2− sc(G). (36)

By Lemma 117, sc(G) ≥ sc(G− a). Henceforth, the induction assumption says

H(G− a) = 2− sc(G− a) ≥ 2− sc(G). (37)

To simplify the notation, let us write G′ for G− a = G− π1 and write G′′ for G− {π1, π2}.

CASE 1. rI(π2) = min{rI(πi) : i ∈ [2, n]} and so π2 · · ·πn is a normal vertex ordering of G′.
By the equivalence of e) and g) in Theorem 22, we haveH(G′) = HG′(π2 · · ·πn). We can thus derive

from Eqs. (34), (35), (36) and (37) thatHG(π) ≥ 2− sc(G), proving Eq. (32).

CASE 2. The graph G′ is a complete graph.
We can surely modify the interval representation I a bit so that the condition in Case 1 holds and thus

this case can be reduced to Case 1.

CASE 3. rI(π2) > min{rI(πi) : i ∈ [3, n]} and G′ is not any complete graph.
In this case, we have π1π3 /∈ E(G) and rI(π3) = min{rI(πi) : i ∈ [3, n]}. They justify the following

sequence of reasoning:

• Since π is a normal vertex ordering of G, µ = π3 · · ·πn is a normal vertex ordering of G′′;
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• Therefore, Theorem 22 impliesHG′′(µ) = H(G′′);

• It follows from Eq. (33) and Corollary 25 thatH(G′′) ≥ H(G)− 2 ≥ 1;

• As π1 is not universal in G, the induction assumption then yields

1 ≤ HG′′(µ) = H(G′′) = 2− sc(G′′); (38)

• Noting that π3 ∈ NG(π2) \ NG(π1) and that π1 is the leftmost interval, we obtain NG(π1) ⊆
NG(π3) ⊆ NG[π2]. This implies |NG(π2)∩π[3, n]| ≥ |NG(π1)∩π[2, n]|, and hence, by Eq. (36),

|NG(π2) ∩ π[3, n]| ≥ 2− sc(G). (39)

Combining Eqs. (35), (36), (38) and (39), once we can establish

sc(G′′) ≤ sc(G) (40)

we will getHG(π) ≥ 2− sc(G) and hence Eq. (32) will follow, as desired.

CASE 3.1. The graph G′′ is a complete graph.
We observe that π2 is simplicial in G − π1 and π1 is simplicial in G. Also, neither G nor G − π1 is a

complete graph. Eq. (40) thus follows from Lemma 117.

CASE 3.2. The graph G′′ is not a complete graph and so we can find a scattering set S′′ of G′′.

CASE 3.2.1. NG(π1) ⊆ S′′ ∪ {π2}.
This assumption tells us c(G− S′′ − π2) = c(G′′ − S′′) + 1 ≥ 3. Consequently, we get to sc(G′′) =

c(G′′ − S′′)− |S′′| = c(G− S′′ − π2)− 1− |S′′| = c(G− S′′ − π2)− |S′′ ∪ {π2}| ≤ sc(G), verifying
Eq. (40).

CASE 3.2.2. NG(π1) \ (S′′ ∪ {π2}) 6= ∅.
Pick u ∈ NG(π1) \ (S′′ ∪ {π2}). By the rule of the normal path algorithm, we know that

max{`I(u), `I(π2)} ≤ min
i∈[n]

rI(πi) = rI(π1) < rI(π3) < rI(π2) ≤ rI(u).

This shows that
NG[u] ⊇ NG[π2] ⊇ NG[π1]

and hence no two different connected components of G′′ − S′′ can lie in the same connected component
of G− S′′ because of the adding of the two vertices v1 and v2. We thus conclude that

c(G′′ − S′′) ≤ c(G− S′′),

from which we can derive

sc(G′′) = c(G′′ − S′′)− |S′′| ≤ c(G− S′′)− |S′′| ≤ sc(G),

as asserted by Eq. (40). This ends the proof. �
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Proof of Theorem 35: Both d)⇒ e) and e)⇒ a) are trivial. f)⇔ a) is implied by Theorem 33.
a)⇒ b) This is due to Eq. (2) and k ≤ 0.

b)⇒ c) Since the path cover number of G is not greater than 2−k, adding 1−k universal vertices will
surely cause the existence of a Hamiltonian path.

c) ⇒ d) By the equivalence of e) and g) in Theorem 22, all normal vertex orderings of G
∨
K1−k

are 1-thick Hamiltonian vertex orderings. This implies that all normal vertex orderings of G are k-thick
Hamiltonian vertex orderings. �

4.2.6 Proof of Theorem 36
Lemma 118 Let G be an interval graph and let a′ and b′ be an opposite pair of G. Let k be a positive
integer and assume that G has a spanning (b 3k2 c+ 1)-rail between a′ and b′, say {Pi : i ∈ [b 3k2 c+ 1]}.
Let X = {xi : i ∈ [k]} ∈

(
V (G)\{a′,b′}

k

)
. Then G has a path P such that xi <P xj for every i, j ∈ [k]

with i < j and that G− V (P ) has a Hamiltonian path from a′ to b′.

Proof: Without loss of generality, we assume that n1 ≥ · · · ≥ nb 3k2 c+1, where ni = |V (Pi)
⋂
X| for

i ∈ [b 3k2 c + 1]. Let n0 = n1 + 1. Let r and s be the integers such that nr > 1, nr+1 ≤ 1, nr+s > 0,
nr+s+1 = 0. Note that k = |X| = | ∪ri=1 V (Pi)

⋂
X|+ | ∪si=1 V (Pr+i)

⋂
X| =

∑r
i=1 ni + s ≥ 2r+ s.

This then leads to

b3k
2
c − r − s = b3k

2
c − r − (k −

r∑
i=1

ni) = b
k

2
c − r +

r∑
i=1

ni ≥
r∑
i=1

ni. (41)

For any i ∈ [k], we take ti ∈ [b 3k2 c+1] to be the number such that xi ∈ V (Pti). If |V (Pti)
⋂
X| > 1,

we choose the vertex yi ∈ (a′, xi]Pti such that [xi, yi]Pti ∩X = {xi} and [xi, yi]Pti contains as many as
possible vertices, and we put Qi to be the xi, yi-path [xi, yi]Pti ; If |V (Pti)

⋂
X| = 1, we let xi = yi and

let Qi be the path consisting of the vertex xi itself. We will construct the path P in a greedy way and let
it go through those paths Q1, . . . , Qk in this order and will walk from xi to yi when passing through Qi.

To derive the path P,we will find a suitable connecting pathRi inG−{a′, b′} going from yi to xi+1 for
i = 1, . . . , k− 1 one by one in this order. When |V (Pti+1

)
⋂
X| = 1, Ri − yi will be a subpath of Pti+1

.
When |V (Pti+1)

⋂
X| ≥ 2, Ri − {yi, xi+1} will be a subpath of Pt for some t ∈ {r+ s+ 1, . . . , b 3k2 c};

Moreover, for every t ∈ {r + s + 1, . . . , b 3k2 c}, the path Pt will intersect at most one such connecting
path.

CASE 1. |V (Pti+1)
⋂
X| = 1.

By Lemma 106, we can go from yi to one of its neighbors in V (Pti+1) \ {a′, b′} and then walk along
Pti+1 to xi+1. In this way, we create a yi, xi+1-path Ri.

CASE 2. |V (Pti+1
)
⋂
X| ≥ 2.

By Eq. (41), we can find a t ∈ {r+s+1, . . . , b 3k2 c} such that V (Pt)∩
(
∪i−1s=1V (Rs)

)
= ∅. By Lemma

106, we can find αi, βi ∈ V (Pt) \ {a′, b′} such that αiyi, βixi+1 ∈ E(G). The required yi, xi+1-path Ri
can now be formed by passing the edge yiαi, then walking along Pt from αi to βi and finally using the
edge βixi+1 to get to the destination xi+1.
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By examining the construction process of P , we see that Pb 3k2 c+1 has no common vertex with P and
for each i ∈ [b 3k2 c], either Pi has no common vertex with P or Pi[V (Pi)\V (P )] consists of two subpaths
of Pi, one with a′ as an endpoint and the other with b′ as an endpoint. We now apply Lemma 105 and find
that G− V (P ) has a Hamiltonian path from a′ to b′, finishing the proof. 2

Proof of Theorem 36: Let I be an interval representation of G and let a and b be two vertices of G such
that

rI(a) = min{rI(z) : z ∈ V (G)} and `I(b) = max{`I(z) : z ∈ V (G)}.

We introduce two new vertices a′ and b′ and let G′ be the graph defined by

V (G′) = V (G) ∪ {a′, b′}, E(G′) = E(G) ∪ {a′v : v ∈ NG[a]} ∪ {b′v : v ∈ NG[b]},

which has an interval representation I ′ as specified by

I ′(v) =


I(v), if v ∈ V (G),

I(a), if v = a′,

I(b), if v = b′.

If G is a complete graph, the two claims trivially hold. So, we assume below that G is not a complete
graph. To finish the proof, we take X = {xi : i ∈ [k]} ∈

(
V (G)
k

)
and need to verify the following:

1′) If H(G) ≥ b3k2 c + 2, then G′ has a Hamiltonian path P such that xi <P xj for all i, j ∈ [k] with
i < j;

2′) If H(G) ≥ b 3k2 c + 3, then G′ has a Hamiltonian cycle C such that x1, . . . , xk appear on C in this
ordering.

Indeed, noting that a′b′ /∈ E(G′) and both a′ and b′ are simplicial in G′, we can simply remove a′ and
b′ from the path/cycle of G′ as asserted in 1′) or 2′) and then get the required path/cycle of G as asserted
in 1) or 2).

PROOF OF 1′): It is obvious that H(G′) ≥ H(G) ≥ b 3k2 c + 2. By Theorem 22 g)⇒ a), G′ possesses
a typical (b 3k2 c + 2)-rail {Pi : i ∈ [b 3k2 c + 2]} between a′ and b′. Suppose V (P1) ∩ X = ∅. Let
G′′ = G′[V (G′)− (V (P1) \ {a′, b′})]. Then G′′ has a typical spanning (b 3k2 c+ 1)-rail between a′ and
b′. By Lemma 118, there is a path P ′ of G′′ such that xi <P ′ xj for all i, j ∈ [k] satisfying i < j and
G′′ − V (P ′) has a Hamiltonian path Q′ from a′ to b′.

Pick an endpoint u of P ′ and, by Lemma 106, we can choose v ∈ V (Q′) such that vu ∈ E(G).
Since Q′ and P1 are two paths from a′ to b′, G′[V (Q′) ∪ V (P1)] has a Hamiltonian cycle and hence
G′[V (Q′)∪V (P1)] has a Hamiltonian pathQ′′ starting at v. It is now clear that the required path P could
be taken as P ′uvQ′′.

PROOF OF 2′): Analogous to the proof of 1′), we have H(G′) ≥ H(G) ≥ b 3k2 c + 3 and so applying
Theorem 22 g)⇒ a) yields that G′ possesses a typical (b 3k2 c+ 3)-rail {Pi : i ∈ [b 3k2 c+ 3]} between a′

and b′. Suppose V (P1)∩X = ∅ and V (P2)∩X = ∅. LetG′′ = G′[V (G′)−(V (P1)∪V (P2)\{a′, b′})].
Then G′′ has a typical spanning (b 3k2 c + 1)-rail between a′ and b′. By Lemma 118, there is a path P ′ of
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G′′, say P ′ = (w, p1, . . . , ps, u), such that x1, . . . , xk appears on P according to this ordering, and that
G′′−V (P ′) has a Hamiltonian pathQ′ from a′ to b′. By Lemma 106, we can choosew′ ∈ V (P1)\{a′, b′}
and u′ ∈ V (P2) \ {a′, b′} so that ww′ ∈ E(G) and uu′ ∈ E(G).

Let H = G′[V (Q′) ∪ V (P1) ∪ V (P2)]. Note that both V (P1) \ {a′, b′} and V (P2) \ {a′, b′} are
nonempty and soQ′, P1 and P2 together form a typical 3-rail ofH . Accordingly, we derive from Theorem
22 b) ⇒ g) and Theorem 29 i) ⇒ iv) that H is Hamiltonian-connected. This means that we can find a
Hamiltonian path Q′′ of H connecting u′ and w′, say Q′′ = (u′, q1, . . . , qt, w′). Now, setting C =
〈w, p1, . . . , ps, u, u′, q1, . . . , qt, w′〉, we arrive at the required Hamiltonian cycle C, thereby finishing the
proof. �

4.2.7 Proofs of Theorems 37, 40, 41, 42 and 43

Proof of Theorem 37: i) If G is not connected, we have src(G) = sfc(G) = 0. If G = Kt for t ∈ [3],
we have src(G) = sfc(G) = t− 1. If G is the path of length 2, it holds src(G) = sfc(G) = 0.

ii) By the equivalence between i) and iv) in Theorem 29, for the graph G with at least 4 vertices,
it holds H(G) ≤ 2 if and only if G is not Hamiltonian-connected, which then amounts to saying that
src(G) = sfc(G) = 0.

iii) On account of H(G) ≥ 3, Theorem 29 i) ⇔ iv) shows that G is spanning 1-rail-connected while
Theorem 30 implies that G is spanning q-rail-connected for all q ∈ {2, . . . ,H(G)}. Finally, the equiv-
alence between a) and g) in Theorem 22 tells us that G cannot be spanning (H(G) + 1)-rail-connected.
This completes the proof of src(G) = H(G).

It follows from Theorem 29 i)⇒ ii) that sfc(G) ≥ H(G)− 1. On the other hand, Theorem 29 iii)⇒ i)
claims that sfc(G) ≤ H(G)− 1. Accordingly, we get toH(G) = sfc(G) + 1. �

Proof of Lemma 38: This follows from the equivalence of c) and g) in Theorem 22. �

Proof of Lemma 39: Li and Wu (73, Theorem 11) asserted that every connected rigid interval graph has
a so-called consecutive ordering of its vertex set, which must correspond to a Hamiltonian path. �

Proof of Theorem 40: Recall that every connected unit interval graph is a rigid interval graph; See Li
and Wu (73), Panda and Das (89). Therefore, Lemma 39 tells us that unit interval graphs form a maroon
class of interval graphs. The result is now a simple consequence of Lemma 38. �

Proof of Theorem 41: Matthews and Sumner (81, Theorem 10) showed that κ(G) = 2 t(G) holds for
every connected noncompleteK1,3-free graphGwhile Roberts (94) told us that every unit interval graph is
K1,3-free. Combining these with Eq. (10), Theorems 33 and 40 then conclude the proof. Note that we can
avoid using Matthews and Sumner (81, Theorem 10) by directly proving 2 t(G) = minCC′∈E(T ) |C∩C ′|
where T is a clique path of the connected noncomplete unit interval graph G. �

Proof of Theorem 42: Let G be a Hamiltonian-connected interval graph with V (G) = [n]. If n = 3,
then it is easy to check that |E(G)| = 3 = 3n − 6. Suppose n > 3. By the equivalence of i) and
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iv) in Theorem 29, G must have a 3-thick Hamiltonian vertex ordering π. So, we obtain that |E(G)| =∑
i∈[n−1] dG,π(i) ≥ 3(n− 3) + 2 + 1 = 3n− 6. It is obvious that for the equality to hold, π must be an

exact-3-thick Hamiltonian vertex ordering of G.
It remains to show that, for each integer n ≥ 3, the graph with n vertices as discussed above does

exist. We define a unit interval graph H with |E(H)| = 3n − 6 by setting V (H) = [n] and NH [i] =
[max{1, i− 3},min{n, i+ 3}] for each i ∈ [n]. We can check that either H = K3 or H ∈ z3 and so, as
a consequence of Theorem 9, H is Hamiltonian-connected, as required. �

Proof of Theorem 43: Our task is to find a linear extension π of P such that H(G) = HG(π). Let I
be an interval representation of P . We will check that the required π could be any output of NP(G, I, a)
where a is a vertex of G such that rI(a) = min{rI(v) : v ∈ V (G)}.

The fact that H(G) = HG(π) follows from Theorem 22 e) ⇔ g) when H(G) ≥ 1 and follows from
Theorem 35 a)⇔ d) when H(G) ≤ 0. It is a consequence of Lemma 103 that π is a linear extension of
P . �

4.2.8 Proofs of Theorems 44, 45 and 46
Recall that we have defined fG(π) in Eq. (11) for any graph G and any π ∈ V (G)!.

Proof of Theorem 44: By Lemma 26, it holds G − S ∈ zH(G)−|S|. It remains to show H(G − S) ≤
H(G)− |S|.

By the definition of normal vertex ordering, there is a normal vertex ordering π′ of G − S such that
π′i = πi for every i ∈ [fG(π)]. By the equivalence of e) and g) in Theorem 22, we get

H(G− S) = HG−S(π′)

and
dG−S,π′(i) = dG,π(i)− |S| > dG,π(fG(π))− |S| = HG(π)− |S| = H(G)− |S| ≥ 0

for 1 ≤ i < fG(π). This demonstratesH(G− S) ≤ H(G)− |S|, as wanted. �

Lemma 119 Let G be an n-vertex interval graph with H(G) > 0 and let π be a normal vertex ordering
of G. Assume that fG(π) = t. Then {πt+1, . . . , πn} ∩NG(πt) is a clique of G.

Proof: Suppose that π is produced by the algorithm NP(G, I, a), where I is an interval representation of
G and rI(a) = min{rI(v) : v ∈ V (G)}. By Theorem 22 f)⇔ g), we may suppose that k = HG(π) =
H(G) > 0. If {πt+1, . . . , πn} ∩NG(πt) were not a clique of G, then t > 1 and there are two neighbors
of πt, say πi and πj , such that j > i > t and πiπj /∈ E(G). According to the rule of NP(G, I, a), from
t > 1 we deduce that

rI(πt) = min{rI(πs) : t ≤ s ≤ n, πsπt−1 ∈ E(G)}, (42)

and so we obtain from Lemma 103 that NG(πt−1) ∩ {πt, . . . , πn} ⊆ NG[πt]. As πiπj /∈ E(G) while
πjπt ∈ E(G), it follows from Lemma 103 that rI(πi) < `I(πj) < rI(πt) and hence Eq. (42) gives
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πi ∈ NG(πt) \NG(πt−1). By now, we conclude that |NG(πt−1)∩π[t, n]| ≤ |NG(πt)∩π[t+1, n]| = k,
contradicting the fact that fG(π) = t. 2

Proof of Theorem 45: i)⇒ ii) By Theorem 5, G is (k− 2)-vertex-super-Hamiltonian and hence (k− 2)-
packable Hamiltonian.

ii)⇒ iii)⇒ iv)⇒ v) It is trivial.
v) ⇒ i) Let I be an interval representation of G and let a be a vertex of G such that rI(a) =

min{rI(v) : v ∈ V (G)}. Let π be a Hamiltonian path constructed by the algorithm NP(G, I, a). Taking
S = ∅ in v) yields H(G) > 0. By Theorem 22 g)⇒ e), H(G) = HG(π). Assume that fG(π) = t. Then
Lemma 119 asserts that S = {πt+1, . . . , πn}∩NG(πt) is a clique of sizeH(G) in G. Applying Theorem
44 givesH(G−S) = 0 and so G−S is not traceable. By the assumption of v), we getH(G) = |S| ≥ k,
finishing the proof. �

The equivalence among a), b), e) and f) in Theorem 22 paves the way for the following proof of
Theorem 46.

Proof of Theorem 46: Let |V (G)| = n. We shall perform induction on n. The base case of n = 2 is
trivial. We now assume n > 2 and the result holds for smaller n.

Suppose that I is an interval representation of G, a and b are two vertices of G such that rI(a) =
min{rI(z) : z ∈ V (G)} and `I(b) = max{`I(z) : z ∈ V (G)}. Note that both a and b are simplicial
vertices ofG.We may assume hereafter thatG is not a complete graph (and so ab /∈ E(G)) and |S| < n−1
as otherwise the result is obvious.

CASE 1. There exists a simplicial vertex u of G which does not fall into S.
By Lemma 110, G−u has a typical k-rail. We apply the induction assumption on the graph G−u and

the set S ( V (G− u) and conclude the proof.

CASE 2. All simplicial vertices of G are contained in S. In particular, this tells us a, b ∈ S.
By the implication of b)⇒ a) in Theorem 22, we know that there is a spanning k-rail between a and b

in G[S], say {P1, . . . , Pk}. It follows from ab /∈ E(G) that

|S| ≥ k + 2. (43)

CASE 2.1. NG(a) \ S 6= ∅ or NG(b) \ S 6= ∅.
Without loss of generality, suppose NG(a) \ S 6= ∅. Take any x ∈ NG(a) \ S. It follows from

rI(a) = min{rI(z) : z ∈ V (G)} thatNG[x] ⊇ NG[a]. Hence, assuming that P1 = (a, q1, q2, . . . , qs, b),
we know that P ′1 = (a, x, q1, q2, . . . , qs, b) is a path from a to b. Consequently, {P ′1, P2, . . . , Pk} is a
typical k-rail of G[S ∪ {x}], completing the proof.

CASE 2.2. NG[a] ⊆ S and NG[b] ⊆ S.
By the equivalence of b) and f) in Theorem 22, our task is to find a vertex x ∈ V (G) \ S and show the

existence of a k-thick normal vertex ordering ρ of G[S ∪ {x}].
Let π be an output of NP(G, I, a). By Theorem 22 b)⇒ e), we have

HG(π) ≥ k (44)

and π2 ∈ NG[π1] = NG[a] ⊆ S.
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CASE 2.2.1. rI(π2) = min{rI(πi) : i ∈ {2, . . . , n}}.
By Lemma 110, both G − a and G[S \ {a}] have typical k-rails. Using the induction hypothesis on

G− a and S \ {a}, we can find a vertex x ∈ V (G− a) \S such that G[S′] contains a typical k-rail where
S′ = (S \ {a}) ∪ {x}. We will be done if we can show that G[S ∪ {x}] = G[S′ ∪ {a}] has a k-thick
normal vertex ordering ρ.

Due to the equivalence of b) and e) in Theorem 22, we see that G[S′] has a k-thick normal vertex
ordering ρ′ starting from π2. Owing to NG[a] ⊆ S as well as min{HG[S′](ρ

′),HG(π)} ≥ k, we find that
ρ = aρ′1 · · · ρ′|S′| will be a required k-thick normal vertex ordering of G[S ∪ {x}].

CASE 2.2.2. rI(π2) > min{rI(πi) : i ∈ {2, . . . , n}}.
In this case, we can check that rI(π3) = min{rI(πi) : i ≥ 2} and π1π3 /∈ E(G). This means that π3

is the leftmost interval in V (G− π1) with respect to I, π3 is simplicial in G and π3 ∈ S.
Let θ be an output of NP(G[S], I, a). As {π1, π2, π3} ⊆ S, we surely can require θ1 = π1, θ2 = π2

and θ3 = π3. From Theorem 22 b)⇒ e), we see that θ is a k-thick normal vertex ordering of G[S]. By
Eq. (43), we have two cases to consider.

CASE 2.2.2.1. |S| = k + 2.
Eq. (44) together with our assumption of |S| < n− 1 tell us that dG,π(3) ≥ k. Therefore, we can pick

x ∈ NG(π3) \S. Note that ({x}∪S) \ {π1} is a clique in G. Accordingly, ρ = θ1 · · · θk+2x is a required
k-thick normal vertex ordering of G[S ∪ {x}].

CASE 2.2.2.2. |S| ≥ k + 3.
In this case, both G − {π1, π2} and G[S \ {π1, π2}] have k-thick normal vertex orderings, which are

obtained from π and θ by deleting the first two terms there respectively. By virtue of the equivalence
of b) and e) in Theorem 22, we can apply induction on G − {π1, π2} and G[S \ {π1, π2}] and get a
vertex x ∈ V (G) \ S such that G[S ∪ {x}] − {π1, π2} has a typical k-rail and hence, Theorem 22 b)
⇒ e) applies, giving that G[S ∪ {x}] − {π1, π2} has a k-thick normal vertex ordering τ = π3τ2 · · · τs
with respect to I|(S∪{x})\{π1,π2}, where s = |S| − 1. To finish the proof, we let ρ be the ordering
aπ2τ1τ2 · · · τs = π1π2τ1τ2 · · · τs = π1π2π3τ2 · · · τs and we intend to show that ρ is a k-thick normal
vertex ordering of G[S ∪ {x}].

Since π and τ are normal vertex orderings with respect to I and I|(S∪{x})\{π1,π2}, respectively, what
we really need to verify isHG(ρ) ≥ k. This further reduces to checking the truth of the inequality

|NG(ρi) ∩ {ρj : s+ 2 ≥ j ≥ i+ 1}| ≥ k (45)

for i ∈ {1, 2}, as we already know that τ is k-thick. Based on the fact that π is k-thick, we can see that Eq.
(45) holds for i = 1 becauseNG[π1] ⊆ S, and Eq. (45) holds for i = 2 becauseNG[π2] ⊇ NG[π1]∪{π3}
and π1π3 /∈ E(G). �

4.2.9 Proofs of Theorems 52 and 53

Proof of Theorem 52: By the rule of the normal path algorithm, the assumption of πm−1πm /∈ E(G)
gives dG,π(m− 1) = 0 and so

πm−1 /∈ NG[Q]. (46)

Consequently, according to Theorem 35 a)⇔ d), claim (II) directly follows from claim (I).
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We now try to prove (I). We use the shorthand G′ for G −NG(Q). In view of the equivalence among
Theorem 35 a), d) and e), we need to verify the following two points:

1) {πi−1πi, πi+1πi} ⊆ E(G) and {πi−1, πi+1} ∩NG(Q) = ∅ hold for every πi ∈ NG(Q);

2) τ = π −NG(Q) is a normal vertex ordering of G′.

Suppose π is an output of NP(G, I, a) where I is an interval representation of G and a is a vertex of
G fulfilling rI(a) = min{rI(v) : v ∈ V (G)}. By Lemma 103, we have

πq ∈ NG(Q) if and only if rI(πq) ≥ min{`I(πj) : n ≥ j ≥ m} and q ∈ [m− 1]; (47)

Moreover, this combined with Lemma 103 again yields

πpπq ∈ E(G) (48)

for those p > q such that πq ∈ NG(Q), πp /∈ NG[Q].
To prove 1), it suffices to show for each πi ∈ NG(Q) that {πi−1πi, πi+1πi}⊆ E(G) and that πi+1 /∈

NG(Q).
If πi−1πi /∈ E(G) or i = 1, the rule of the normal path algorithm then asserts rI(πi) = min{rI(πj) :

n ≥ j ≥ i}. Noting that πi ∈ NG(Q), it then follows from Eq. (47) that πj ∈ NG(Q) for all j ∈
{i, . . . ,m− 1}, violating Eq. (46).

Since πi ∈ NG(Q), Eq. (46) along with Eq. (48) implies

πiπm−1 ∈ E(G). (49)

The rule of the normal path algorithm then shows that πi+1πi ∈ E(G), as desired.
Finally, by Eqs. (46), (47) and (49), we get to

rI(πi+1) ≤ rI(πm−1) < min{`I(πj) : n ≥ j ≥ m},

and hence πi+1 /∈ NG(Q) follows. This completes the proof of 1).
To prove 2), we will be done if we can check that τ is an output of NP(G′, I|V (G′), a), that is, for each

i ∈ [|V (G′)| − 1], rI(τi+1) = min{rI(τj) : τj ∈ NG(τi) ∩ τ [i+ 1, |V (G′)|]} when dG′,τ (i) > 0 and

rI(τi+1) = min{rI(τj) : j ∈ [i+ 1, |V (G′)|]} (50)

otherwise. We assume τi = πk. If τi+1 = πk+1, then the claim is surely true. Consider the remaining
possibility that τi+1 6= πk+1, namely

πk+1 ∈ NG(Q). (51)

From Eqs. (47), (51) and the rule of the normal path algorithm, we find that

NG(πk) ∩ π[k + 1,m] ⊆ NG(Q),

which implies dG′,τ (i) = 0 and hence our goal is to establish Eq. (50).
Thanks to Eq. (51), applying 1) for i = k + 1 yields

πk+1πk+2 ∈ E(G), (52)
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as well as πk+2 /∈ NG(Q) and so

πk+2 = τi+1. (53)

On the other hand, Eqs. (48) and (51) says that

π[k + 2,m] \NG(Q) ⊆ NG(πk+1). (54)

Then,

rI(τi+1) = rI(πk+2) (By Eq. (53))
= min{rI(πq) : q ∈ [k + 2, n], πqπk+1 ∈ E(G)} (By Eq. (52))
= min{rI(πq) : q ∈ [k + 2, n], πq /∈ NG(Q)} (By Eqs. (47) and (54))
= min{rI(τq) : q ∈ [i+ 1, |V (G′)|]}.

This proves Eq. (50) and thus we are finished. �

Lemma 120 Let G be an interval graph with n ≥ 2 vertices and let π be a normal vertex ordering of G.
Assume that m = max{i ∈ {2, . . . , n} : πi−1πi /∈ E(G)}. Let Q = {πm, . . . , πn}. If NG(Q) 6= ∅ or
H(G) < 0, then G−NG[Q] is a graph which is not a complete graph.

Proof: Let I be an interval representation of G such that π is a normal vertex ordering of G with respect
to I. We distinguish two cases.

CASE 1. NG(Q) 6= ∅.
Take the minimum number s such that πs ∈ NG(Q). Note that Theorem 52 (II) implies πm−1 ∈

V (G) \ NG[Q] and so s < m − 1. By Eq. (47), rI(πm−1) < rI(πs). According to the rule of the
normal path algorithm, we now see that s > 1, πs−1πs ∈ E(G) and πs−1πm−1 /∈ E(G). This gives
{πs−1, πm−1} ∈

(
V (G−NG[Q])

2

)
but πs−1πm−1 /∈ E(G − NG[Q]), implying that G − NG[Q] is not a

complete graph.

CASE 2. H(G) < 0.
By Theorem 35 a)⇔ d), there exists ` ∈ [m− 2] such that π`π`+1 /∈ E(G). In the same way as we get

Eq. (47), we can utilize Lemma 103 to derive that π` is to the left of πm−1 and both of them are to the left
of Q with respect to the interval representation I. This shows that G−NG[Q] is not a complete graph, as
it contains both π` and πm−1 but not has π`πm−1 as an edge. 2

Proof of Theorem 53: We induct on n = |V (G)|. If n ≤ 2, the verification of the claim is straightforward.
Suppose now n > 2 and that the claim holds when n is smaller. According to Theorem 22 e)⇔ g) and
Theorem 35 a)⇔ d), it holds

H(G) = HG(π). (55)

To proceed, we will separate cases according to whether or notH(G) > 0 holds.
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CASE 1. H(G) = HG(π) > 0.
Let S′ = {πj : πj ∈ NG(πfG(π)), j > fG(π)}. From Theorem 44 and Eq. (55) we derive

H(G− S′) = H(G)− |S′| = 0. (56)

Since G is not a complete graph, G − S′ cannot be a one vertex graph and so Eq. (56) means that
G − S′ is not any complete graph. Let τ be an output of NP(G − S′, I|V (G)\S′ , a) where a is a vertex
of G − S′ satisfying rI(a) = min{rI(v) : v ∈ V (G − S′)}. By induction hypothesis, the output
of SC ′(G − S′, τ, 0), say S′′, is a scattering set of G − S′. Using Theorem 33 and Eq. (56), we have
c(G−S′−S′′)−|S′∪S′′| = (c(G−S′−S′′)−|S′′|)−|S′| = sc(G−S′)−|S′| = 2−H(G−S′)−|S′| =
2−H(G) = sc(G). This proves that S′ ∪ S′′ is a scattering set of G, as desired.

CASE 2. H(G) = HG(π) ≤ 0.
Let Q = {πm, . . . , πn} where m = max{i : 2 ≤ i ≤ n, πi−1πi /∈ E(G)}. Note that G is not any

complete graph and so it has at least two vertices and so the existence of the number m is guaranteed.

CASE 2.1. NG(Q) = ∅ andHG(π) = 0.
Theorem 33 and Eq. (55) tell us that sc(G) = 2−H(G) = 2−HG(π) = 2 and hence ∅ is a scattering

set of G.

CASE 2.2. NG(Q) 6= ∅ orHG(π) < 0.
Since NG(Q) 6= ∅ orHG(π) < 0, it follows that

H(G)− |NG(Q)|+ 1 ≤ 0. (57)

By Theorem 52 (II) and Eq. (57), we find that H
(
G − NG[Q]

)
= H(G) − |NG(Q)| + 1 ≤ 0 and

π −NG[Q] is a normal vertex ordering of G−NG[Q]. Surely, we then know from Theorem 35 a)⇔ d)
that

HG−NG[Q](π −NG[Q]) = H(G)− |NG(Q)|+ 1 ≤ 0.

As a consequence of Lemma 120,G−NG[Q] is not any complete graph. By our induction hypothesis, the
output of SC ′(G−NG[Q], π −NG[Q],H(G)− |NG(Q)|+ 1), say S, is a scattering set of G−NG[Q].
This means that

c
(
G−NG[Q]− S

)
− |S| = sc

(
G−NG[Q]

)
. (58)

Accordingly, we arrive at

sc(G) = 2−H(G) (By Theorem 33)
= 2− (H(G)− |NG(Q)|+ 1)− |NG(Q)|+ 1
= 2−H(G−NG[Q])− |NG(Q)|+ 1 (By Theorem 52 (II))
= sc(G−NG[Q])− |NG(Q)|+ 1 (By Theorem 33)
= c

(
G−NG[Q]− S

)
− |S| − |NG(Q)|+ 1 (By Eq. (58))

= c
(
G− S −NG(Q)

)
− |S ∪NG(Q)|. (Q is a component of G− S −NG(Q))

This proves that S ∪NG(Q) is a scattering set of G, finishing the proof. �
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4.2.10 Another proof of Theorem 33
Having established Theorems 44 and 52 in last two subsections, we are ready to supply a new proof of
Theorem 33. It is of some interest as it may suggest new approach in understanding the relationship be-
tweenH(G) and sc(G) in more general contexts (§3.1.2). We should point out that the proof of Theorem
52 involves the equivalence of a), d) and e) in Theorem 35 while our proof for that part of Theorem 35 is
not relying on Theorem 33, namely no circular argument will be involved in the following proof.

Another proof of Theorem 33: By Theorem 15, we have sc(G) +H(G) ≤ 2 and so our task is to show
sc(G) +H(G) ≥ 2. We shall proceed by induction on |V (G)|. If |V (G)| ≤ 2, the result is easy to check.
We now suppose |V (G)| > 2 and divide the remaining proof into two cases.

CASE 1. H(G) > 0.
If G is a complete graph, we have sc(G) = 3 − |V (G)| and H(G) = |V (G)| − 1 and so the result

follows. We assume hereafter that G is not a complete graph.
Let T = {πj : πj ∈ NG(πfG(π)), j > fG(π)} ∈

(
V (G)
H(G)

)
. By Theorem 44,H(G−T ) = H(G)−|T | =

0. The induction hypothesis then gives

sc(G− T ) = 2−H(G− T ) = 2. (59)

Since H(Kn) = n − 1 and G 6= KH(G)+1, it also follow from H(G − T ) = 0 that G − T is not any
complete graph. Take any scattering set of G− T , say T ′. We deduce from Eq. (59) that

sc(G) ≥ c(G− T − T ′)− |T ∪ T ′| = sc(G− T )− |T | = 2− |T | = 2−H(G),

as was to be shown.

CASE 2. H(G) ≤ 0.
Take any normal vertex ordering of G, say τ. According to Theorem 35 a)⇒ d) and Eq. (2), π(G) =

2 − H(G) ≥ 2 and there exist t0 + 1 = 1 ≤ t1 < t2 < · · · < tπ(G) = n such that (τ1, . . . , τt1),
(τt1+1, . . . , τt2), . . ., (τtπ(G)−1+1, . . . , τtπ(G)

= τn) are π(G) paths ofG. LetQ = {τtπ(G)−1+1, . . . , τtπ(G)
}.

CASE 2.1. NG(Q) 6= ∅.
Let H = G−NG(Q). It follows from Theorem 52 (I) thatH(H) = H(G)− |NG(Q)| < 0 and so we

can take a scattering set of H , say S. We proceed as follows:

2 = 2−H(H)− |NG(Q)|+H(G) (By Theorem 52 (I))
= sc(H)− |NG(Q)|+H(G) (By induction hypothesis)
= c(H − S)− |S| − |NG(Q)|+H(G)
= c

(
G− (S ∪NG(Q))

)
− |S ∪NG(Q)|+H(G)

≤ sc(G) +H(G).

This verifies what we want.

CASE 2.2. G−Q is traceable.
Since G is the disjoint union of two traceable graphs G−Q and G[Q], Example 20 a) asserts sc(G) +
H(G) = 2 + 0 = 2.
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CASE 2.3. NG(Q) = ∅ and G−Q is not traceable.
We have both H(G) ≤ 0 and H(G − Q) ≤ 0 and thus Eq. (2) tells us that π(G) = 2 − H(G) and

π(G−Q) = 2−H(G−Q). As G−Q is not a complete graph, we can take a scattering set S of G−Q.
By induction assumption, it holds 2 − H(G − Q) = sc(G − Q). We now have 2 − H(G) = π(G) ≤
1+π(G−Q) = 3−H(G−Q) = sc(G−Q)+1 = c(G−Q−S)−|S|+1 = c(G−S)−|S| ≤ sc(G),
finishing the proof. �

4.2.11 Proofs of Theorems 54, 55, 56 and 57

Proof of Theorem 54: Let n denote the number of vertices in the graph G which are not universal and
we will proceed by induction on n. If n = 0, G is a complete graph and we find that H(G) = κ(G) =
|V (G)| − 1 and α(G) = 1 and so the result holds. We now assume that n > 0 (and so α(G) ≥ 2) and the
result holds when n is smaller.

Let I be an interval representation of G and let a ∈ V (G) be a leftmost vertex with respect to I. Let π
be a normal vertex ordering produced by the algorithm NP(G, I, a).

If G − a is a complete graph, then H(G) = |NG(a)| = κ(G) and α(G) = 2. This surely ensures the
truth of the claim, as wanted.

We next consider the case that G − a is not any complete graph and hence α(G − a) ≥ 2. Take any
positive integer t. It is easy to see that α(G

∨
Kt) = α(G) and κ(G

∨
Kt) = κ(G)+ t; Lemma 116 says

that H(G
∨
Kt) = H(G) + t. Therefore, to finish the proof, we may even assume that κ(G) > 0 and

κ(G)− α(G) + 2 > 0. From κ(G) > 0 it follows

π1π2 ∈ E(G). (60)

Since a is a leftmost vertex, G is not a complete graph, we see that κ(G − a) ≥ κ(G). Applying the
induction hypothesis on G− a, we now get

H(G− a) ≥ κ(G− a)− α(G− a) + 2 ≥ κ(G)− α(G− a) + 2. (61)

CASE 1. rI(π2) = min{rI(v) : v ∈ V (G− a)}.
Observe that π′ = π2 · · ·πn is a normal vertex ordering of G − a. By the statement that g) implies e)

in Theorem 22, Eq. (61) means that π′ is a
(
κ(G) − α(G − a) + 2

)
-thick Hamiltonian vertex ordering

of G − a. Note that we have Eq. (60), |NG(a)| ≥ κ(G), and α(G) ≥ α(G − a) ≥ 2. Accordingly,
π is a

(
κ(G) − α(G) + 2

)
-thick Hamiltonian vertex ordering of G, which implies H(G) = HG(π) ≥

κ(G)− α(G) + 2, as desired.

CASE 2. rI(π2) > min{rI(v) : v ∈ V (G− a)}.
We have π1π3 /∈ E(G) and rI(π3) = min{rI(v) : v ∈ V (G − a)}. We can find a maximum

stable set of G − a which contains π3 and so we can add a into it to form a stable set of G. This tells us
α(G) = α(G−a)+1. Combined with Eq. (61), this leads toH(G−a) ≥ κ(G)−α(G)+3. By Theorem
24, there is a

(
κ(G) − α(G) + 2

)
-thick Hamiltonian vertex ordering of G − a which starts at π2, say τ .

Because of |NG(a)| ≥ κ(G) and Eq. (60), aπ2τ2 · · · τn−1 = aτ1τ2 · · · τn−1 is a
(
κ(G)−α(G)+2

)
-thick

Hamiltonian vertex ordering of G and soH(G) ≥ κ(G)− α(G) + 2, completing the proof. �
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Let I be an interval representation of a graph G. For any u, v ∈ V (G), we write I(x) < I(y) if
rI(x) < `I(y). For any two subsets M and N of V (G), we write M <I N if I(x) < I(y) for every
x ∈M and every y ∈ N .

Proof of Theorem 55: When G is a complete graph, the assumption leads to H(G) = |V (G)| − 1 =
κ(G) ≥ k + α(G) = k + 1.

We now assume that G is not any complete graph. By virtue of Theorem 33, our task is to prove
sc(G) ≤ −k.

Let S be a scattering set of G. That is, sc(G) = p− |S|, where p = c(G−S) ≥ 2. Let I be an interval
representation of G and list the connected components of G−S as C1, . . . , Cp so that C1 <I · · · <I Cp.
For each v ∈ S, we denote the number max{i : v ∈ NG(Ci)} by r(v) and denote the number min{i :
v ∈ NG(Ci)} by `(v). It is easy to see that v ∈ NG(Cj) if and only if j ∈ [`(v), r(v)]. Because G is
a connected graph, we can find v1, . . . , vq ∈ S such that r(v1) < · · · < r(vq−1) < r(vq) = p, v1 is an
element from NG(C1) so that r(v1) is as large as possible, and for each i ∈ [q − 1], vi+1 is an element
from NG(Cr(vi)) so that r(vi+1) is as large as possible.

Denote the setNG(C1)∩NG(C2) by S1. Denote the setNG(Cr(vi))∩NG(Cr(vi)+1) by Si+1 for every
i ∈ [q − 1]. We make the convention that r(v0) stand for the number 1. For each i ∈ [q], we have

r(vi)− r(vi−1) + 1 + k ≤ αG(vi) + k ≤ κG(vi) ≤ |Si|. (62)

Since Si ∩ Sj = ∅ holds for every {i, j} ∈
(
[q]
2

)
, it follows from Eq. (62) that |S| ≥

∑q
i=1 |Si| ≥∑q

i=1

(
r(vi) − r(vi−1) + 1 + k

)
= p − 1 + q + kq ≥ p + k. This then implies sc(G) = p − |S| ≤

p− (p+ k) = −k, finishing the proof. �

Proof of Theorem 56: By the implication of c) ⇒ g) in Theorem 22, we can find S ∈
(
V (G)
H(G)

)
such

that G − S is not traceable. This means that G − (S \ {u, v}) cannot have a spanning u, v-path and so
ĉ1G(u, v) ≤ |S \ {u, v}| ≤ H(G), as claimed. �

Proof of Theorem 57: Since we always have 0 ≤ min{p̂G(u, v), ĉ1G(u, v)}, the result is trivial when
ĉ1G(u, v) = 0.

If ĉ1G(u, v) = 1, then G has a spanning u, v-path and so p̂G(u, v) ≥ 1 = ĉ1G(u, v).
If ĉ1G(u, v) = 2, then Theorem 56 says H(G) ≥ 2 and hence Theorem 1 applies to give p̂G(u, v) ≥

2 = ĉG(u, v).
We suppose that ĉ1G(u, v) ≥ 3 and hence, by Theorem 56,H(G) ≥ 3. By now, Theorem 37 iii) dictates

that H(G) = src(G), from which we can derive H(G) ≤ p̂G(u, v). Applying Theorem 56 now yields
Eq. (12), as was to be shown. �

4.2.12 Proofs of Theorems 61, 62, 63, 64, 66, 68 and 70

Proof of Theorem 61: Suppose |V (G)| = n. Take i ∈ [n−1] and our task is to show that distG(πi, πi+1)≤3.
If distG(πi, πi+1)≤3 would not hold, we can find j ∈ [n] such that

min{distG(πi, πj),distG(πj , πi+1)} ≥ 2 (63)
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and
distG(πi, πi+1) = distG(πi, πj) + distG(πj , πi+1). (64)

Note that πj and πi+1 cannot be separated by NG[πi], as this means that we can find x ∈ NG[πi] such
that

distG(πi+1, πj) = distG(πi+1, x) + distG(x, πj) (65)

and so
distG(πi, πi+1) ≤ distG(πi, x) + distG(x, πi+1)

≤ 1 + distG(x, πi+1) (By x ∈ NG[πi])
≤ 1 + distG(πj , πi+1) (By Eq. (65))
< 2 + distG(πj , πi+1)
≤ distG(πi, πi+1), (By Eqs. (63) and (64))

which is surely absurd. By symmetry, we also know that πj and πi cannot be separated by NG[πi+1].
If j < i, by the definition of path ordering, either πjπi+1 ∈ E(G) or πj and πi+1 are separated by

NG[πi]; If j > i+1, by the definition of path ordering, either πjπi ∈ E(G) or πj and πi are separated by
NG[πi+1]. As we have seen above, none of these four possibilities can actually occur, reaching a desired
contradiction. �

Proof of Theorem 62: We assume that k ≥ 3 and that π is a path ordering of G. Let |V (G)| = n and
take i ∈ [n− 1]. To complete the proof, we assume that

{πi+1, . . . , πn} \NGk(πi) 6= ∅ (66)

and aim to show that dGk,π(i) ≥ (k − 2)p = p when k = 3 and that dGk,π(i) ≥ (k − 1)p when k ≥ 4.
For each positive integer r, let W r = {π` : n ≥ ` > i,distG(πi, π`) = r}. By Eq. (66), there exists

an integer j such that n ≥ j > i and distG(πi, πj) > k. Our plan is to show that W 2, . . . ,W k−1 are
all πi, πj-separators in G when k ≥ 3 and that W k is also a πi, πj-separator in G when k ≥ 4. As G is
p-connected, this will give

dGk,π(i) ≥
k∑
r=2

|W r| ≥

{
(k − 1)p, if k ≥ 4,

(k − 2)p, if k = 3,

as desired.
Pick arbitrarily r ∈ {2, . . . ,min{k, 2k− 4}} and let H = G−W r. Suppose, by way of contradiction,

we can find a shortest πi, πj-path in H , say P = (x0, . . . , xt) where πi = x0 and πj = xt. Note that

t = distH(πi, πj) ≥ distG(πi, πj) > k ≥ r.

Pick ` ∈ [n] so that π` = xr and so
distH(πi, π`) = r (67)

and

distH(π`, πj) = distH(πi, πj)− r = t− r ∈ [(t− k) + (k − r), t− 2] ⊆ [1 + k − r, t− 2]. (68)

For every v ∈W 1 ∪ · · · ∪W r−1, it is clear that distH(πi, v) = distG(πi, v). Accordingly, from Eq. (67)
and H = G−W r, we conclude that

` < i.
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CASE 1. r < k.
By Eq. (68), distH(π`, πj) ≥ 2 and so π`πj /∈ E(G). Considering the path ordering π and the three

indices ` < i < j, we now find that NG[πi] will intercept the π`, πj-path (xr, xr+1, . . . , xt) in G (which
is also a π`, πj-path in H). This implies t = distH(πi, πj) ≤ 1 + distH(π`, πj), violating Eq. (68).

CASE 2. r = k.
Since r ≤ 2k − 4, we have k ≥ 4 in this case. Let m be the index such that πm = xk−2. Because

t ≥ k + 1 > k − 2 ≥ 2 and P is a shortest πi, πj-path in H , we obtain

NG[πj ] ∩ {xk−1, . . . , x1} = ∅ = NG[πi] ∩ {xk−2, . . . , xt}. (69)

CASE 2.1. m < i.
We have m < i < j now and (xk−2, xk−1, . . . , xt) is a πm, πj-path in G. But then Eq. (69) tells us

that π cannot be a path ordering of G, which is a required contradiction.

CASE 2.2. m > i.
At this moment, we have m > i > `, πmπ` = xk−2xk /∈ E(G), and that, by Eq. (69), NG[πi] cannot

intercept the path (πm = xk−2, xk−1, xk = π`), contradicting the assumption that π is a path ordering of
G. �

Lemma 121 Let P be a poset and G be its cocomparability graph. If π = π1 · · ·πn is a linear extension
of P, then every connected component of G consists of a set of consecutive elements in π.

Proof: Otherwise, there exist i < j < k such that πiπk ∈ E(G) and πiπj , πjπk /∈ E(G), which
contradicts the transitivity property of a poset. 2

Recall the definition of an ordinary ordering as illustrated before Theorem 63.

Lemma 122 Let P be a poset. Let G be the cocomparability graph and let π = π1 · · ·πn be an ordinary
ordering of P. If G is connected, then G[πi, . . . , πn] is connected for every i ∈ [n].

Proof: We prove the claim by induction on i. When i = 1, the claim is direct from the assumption.
Suppose we already know that G[πi, . . . , πn] is connected and we intend to show that G[πi+1, . . . , πn] is
connected provided i ≤ n− 1. If this were not true, by Lemma 121, we may assume that G[πi+1, . . . , πj ]
and G[πj+1, . . . , πk] are two connected components of G[πi+1, . . . , πn], where i < j < k. Because
G[πi, . . . , πn] is connected, there exists ` such that j + 1 ≤ ` ≤ k and πiπ` ∈ E(G). Since π is an
ordinary ordering of the poset P , it is a linear extension of P . Thus, by the transitivity of a poset and
the fact that G is the cocomparability graph of P , we obtain from NG(π`) ∩ {πi+1, . . . , πj} = ∅ that
{πi+1, . . . , πj} ⊆ NG(πi). It then follows

πi+1 ↑P⊇ {πj+1, . . . , πn} ) {πj+1, . . . , πn} \ {π`} ⊇ πi ↑P .

This shows that πi cannot be a bottom element in the subposet of P induced by {πi, . . . , πn}. This
contradiction validates our claim, as wanted. 2

Proof of Theorem 63: Assume π = π1 · · ·πn. By Lemma 122, we only need to show that distG(πi, πi+1)
≤ 2 for every i ∈ [n− 2].
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Take i ∈ [n− 1]. It follows from Lemma 122 that G[πi, . . . , πn] is connected. Henceforth, there exists
j > i such that πiπj ∈ E(G). If πiπi+1 ∈ E(G), then distG(πi, πi+1) = 1. If πiπi+1 /∈ E(G), then,
as πi · · ·πn is a linear extension of the subposet induced by {πi, . . . , πn}, we will get πi+1πj ∈ E(G),
showing that distG(πi, πi+1) = 2. �

Proof of Theorem 64: Assume that |V (G)| = n. If n ≤ 2, the result is trivial. We hence only consider
the case of n ≥ 3. Let P be a poset such thatG is the cocomparability graph of P and let π be an ordinary
ordering of P . By Theorem 63, π is a 2-good vertex ordering of G, which implies that π is a Hamiltonian
vertex ordering of Gk. It remains to prove that dGk,π(i) ≥ min{(k − 1)p, n− i} for all i ∈ [n].

Fix an arbitrary element i from [n − 1] and we intend to show that either NGk(πi) ⊇ {πi+1, . . . , πn}
or dGk,π(i) ≥ (k − 1)p. Let W = {πj : j ∈ [i]}. For any nonnegative integer r, let W r = {v ∈ V (G) :
min{distG(v, u) : u ∈W} = r}. Let t = max{r : W r 6= ∅}.

If π` ∈ NG(W ) \NG(πi), then ` > i and there exists j ∈ [i − 1] such that πjπ` ∈ E(G). Because π
is a linear extension of P, it holds πiπj ∈ E(G). This demonstrates that NG2(πi) ⊇ NG(W ) = W 1 and
so, for each s ∈ {2, . . . , t+ 1},

NGs(πi) ⊇W 1 ∪ · · · ∪W s−1. (70)

If t+ 1 ≤ k, then it follows from Eq. (70) that NGk(πi) ⊇ W 1 ∪ · · · ∪W t = {πi+1, . . . , πn}. We now
assume that t ≥ k. For every r ∈ [k − 1], W r disconnects W = W 0 and W k in G and hence, as G is
p-connected, we get |W r| ≥ p. Due to Eq. (70), we can now derive dGk,π(i) ≥ (k − 1)p, as desired. �

Proof of Theorem 66: Let n = |V (G)|. Assume that π1 · · ·πn is an ordering of V (G) such that
distG(πi, πi+1) ≤ k and G[πi, . . . , πn] is connected for each i ∈ [n − k]. From distG(πi, πi+1) ≤ k
for all i ∈ [n − k] and that G[πn−k, . . . , πn] is connected, we see that π1 · · ·πn is a Hamiltonian vertex
ordering and {πn−k, . . . , πn} is a clique of Gk. Take i ∈ [n − k]. It remains to show that |NGk(πi) ∩
{πi+1, . . . , πn}| ≥ k. But this follows from the fact that G[πi, . . . , πn] is a connected graph with at least
k + 1 vertices. �

The latter part of our proof for Theorem 68 is analogous to the corresponding part of our proof for
Theorem 64.

Proof of Theorem 68: Let P be an interval order such that G is its cocomparability graph. Let π =
π1 · · ·πn be an ordinary ordering of P . Note that n = |V (G)| ≥ kp + 1 ≥ 3. By Theorem 63, π is a
2-good vertex ordering of G and hence a Hamiltonian vertex ordering of Gk. What remains to show is
that dGk,π(i) ≥ min{kp, n− i} for all i ∈ [n]. It is clear that

dGk,π(i) = ∪kq=1|Sq|, (71)

where Sq = {πt : n ≥ t > i, distG(πi, πt) = q} for q ∈ [k]. Also note that G[πi, . . . , πn] is a k-
connected graph whenever n− i ≥ k as we obtain it from the k-connected interval graph G by repeatedly
removing bottom elements of the associated interval orders.

In view of Lemma 122, G[πi, . . . , πn] is connected for every i ∈ [n]. So, maxj: i≤j≤n distG(πi, πj) is
a finite number, which we denote by D. If D ≤ k, dGk,π(i) = ∪Dq=1|Sq| = n − i and thus we are done.
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If D > k, S1, . . . , Sk are all separating sets of G[πi, . . . , πn] and hence all have size at least k. It thus
comes from Eq. (71) that dGk,π(i) ≥ kp, which ends the proof. �

Proof of Theorem 70: If H(G) > 0, then β = 0 and G is traceable and hence trn(G) = n − 1. This
means that both equalities in the claim hold true.

We continue to deal with the case of H(G) ≤ 0. Notice that we now have β = max{0, 1−H(G)} =
1−H(G). Utilizing Eq. (2) in addition, we arrive at trn(G) ≥ n−1+(π(G)−1) = n−2+(2−H(G)) =
n− 1 + β. It remains to prove trn(G) ≤ n− 1 + 2β.

Let I be any interval representation of G. Assume that π is an output of NP(G, I, a) where a is a
leftmost vertex of G with respect to I. We claim that distG(πi, πi+1) ≤ 3 for each i ∈ [n − 1]. This
is guaranteed by Theorem 61 and the fact that π is a path ordering of G. But let us present a more direct
argument for this below. If the claim were not true, there is some i ∈ [n− 1] such that distG(πi, πi+1) >
3. Take any shortest path in G from πi to πi+1, say P = (τ1, . . . , τj), where j ≥ 5, τ1 = πi and
τj = πi+1. By Lemma 103, it holds I(πi) < I(πi+1). Since P is a shortest path, we further derive
I(πi) < I(πk) < I(πi+1) where πk = τ3. By Lemma 103 again, this leads to i < k < i + 1, which is
impossible.

By the equivalence of a) and d) in Theorem 35, we getHG(π) = H(G) and |{i : πiπi+1 /∈ E(G), i ∈
[n−1]}| = 1−H(G) = β. This allows us to obtain trn(G) ≤ distG(π) ≤ 3β+(n−1−β) = n−1+2β,
completing the proof. �
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[24] V. Chvátal and P. Erdős. A note on Hamiltonian circuits. Discrete Mathematics, 2(2):111–113,
1972. ISSN 0012-365X. doi: http://dx.doi.org/10.1016/0012-365X(72)90079-9. URL http://www.
sciencedirect.com/science/article/pii/0012365X72900799.

[25] W. Cook. In Pursuit of the Traveling Salesman: Mathematics at the Limits of Computation. Princeton Univer-
sity Press, 2012.

http://www.sciencedirect.com/science/article/pii/S0021980070800692
http://www.sciencedirect.com/science/article/pii/S0021980070800692
http://dx.doi.org/10.1007/BFb0091805
http://dx.doi.org/10.1007/BFb0091805
http://www.sciencedirect.com/science/article/pii/S0012365X9600307X
http://www.sciencedirect.com/science/article/pii/S0012365X9600307X
http://dx.doi.org/10.1137/S0895480104441450
http://dx.doi.org/10.1007/11533719_69
http://dx.doi.org/10.1007/11533719_69
http://dx.doi.org/10.1007/s00373-012-1237-0
http://dx.doi.org/10.1007/s00373-012-1237-0
http://www.sciencedirect.com/science/article/pii/0304397591900203
http://www.sciencedirect.com/science/article/pii/0304397591900203
http://www.sciencedirect.com/science/article/pii/S0012365X06001397
http://www.sciencedirect.com/science/article/pii/S0012365X06001397
http://www.sciencedirect.com/science/article/pii/0012365X72900799
http://www.sciencedirect.com/science/article/pii/0012365X72900799


Spanning connectedness and Hamiltonian thickness of graphs and interval graphs 205
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