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Abstract

We propose an independent objective method to characterize di↵erent patterns of functional responses to stress in
the heart failure with preserved ejection fraction (HFPEF) syndrome by combining multiple temporally-aligned my-
ocardial velocity traces at rest and during exercise, together with temporal information on the occurrence of cardiac
events (valves openings/closures and atrial activation). The method builds upon multiple kernel learning, a machine
learning technique that allows the combination of data of di↵erent nature and the reduction of their dimensionality
towards a meaningful representation (output space). The learning process is kept unsupervised, to study the variability
of the input traces without being conditioned by data labels. To enhance the physiological interpretation of the output
space, the variability that it encodes is analyzed in the space of input signals after reconstructing the velocity traces via
multiscale kernel regression. The methodology was applied to 2D sequences from a stress echocardiography protocol
from 55 subjects (22 healthy, 19 HFPEF and 14 breathless subjects). The results confirm that characterization of the
myocardial functional response to stress in the HFPEF syndrome may be improved by the joint analysis of multiple
relevant features.

Keywords: Myocardial motion, echocardiography, multiple kernel learning, pattern analysis

1. Introduction

Multiple feature analysis has proved to be helpful to
understand the information embedded in complex data.
We demonstrate the value of this kind of analysis to un-
ravel patterns of cardiac mechanical dysfunction, focus-
ing on the heart failure with preserved ejection fraction
(HFPEF) syndrome, which is pathophysiologically het-
erogeneous and di�cult to diagnose (Shah et al., 2014;
Komajda and Lam, 2014). We illustrate the relevance of
our approach to improve the understanding of this syn-
drome.

1.1. Multiple features analysis
Clinical guidelines provide consensus indications to

guide diagnosis in daily clinical practice. However, the

⇤Corresponding author at: DTIC, Universitat Pompeu Fabra (of-
fice 55.123), Roc Boronat 138, E08018 Barcelona, Spain. Tel.: +34
93 542 1346

Email address: sergio.sanchezm@upf.edu
(Sergio Sanchez-Martinez )

measurements that they suggest are kept to simple pa-
rameters that have been shown to correlate with dis-
ease status (Borlaug and Paulus, 2011; Penicka et al.,
2014). The number of studies that include more ad-
vanced statistical tools is rather limited. Multiple step-
wise logistic regression was previously used within the
context of our application (Mädler et al., 2003), and
multiparametric approaches were proposed to predict
response to cardiac resynchronization therapy (CRT)
(Santaularia-Tomas and Abraham, 2009; Lafitte et al.,
2009). Nonetheless, all these approaches have notable
limits for the advanced diagnosis of complex diseases.
Indeed, they all seek for simple key markers of the dis-
ease, such as peak measurements or specific timings,
while induced changes tend to be more complex, both
spatially and temporally. A more complete analysis
should therefore target the study of cardiac function at
the pattern level, as was previously recommended to im-
prove the prediction of response to CRT (Fornwalt et al.,
2009) and to reach a deeper understanding of myocar-
dial mechanics and physiology (Bijnens et al., 2012).
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Such an analysis should also allow jointly analyzing
multiple variables, eventually at di↵erent hierarchical
levels.

In the computer vision community, the fusion of
high-dimensional heterogeneous descriptors has be-
come a wide field of research, successfully applied to a
large variety of pattern recognition applications (object,
face and handwriting recognition). However, its appli-
cation to medical imaging is rather new. Tiwari et al.
(2013) quantitatively combined structural and metabolic
imaging data for prostate cancer characterization. Cas-
tro et al. (2014) combined the phase and magnitude of
magnetic resonance acquisitions to improve the charac-
terization of schizophrenia. Wolz et al. (2012) fused
image-derived descriptors and relevant clinical parame-
ters to improve the classification of Alzheimer’s disease
and mild cognitive impairment.

Di↵erent trends have recently emerged in machine
learning to address the fusion of di↵erent descriptors.
The most common approach consists in directly analyz-
ing a concatenated set of the input features (Beckmann
and Smith, 2005), which can be improved by taking into
account the structure of the manifold to which these fea-
tures belong (Lombaert and Peyrat, 2013). However,
this simple approach does not handle possible di↵er-
ences in the nature or distribution of the analyzed fea-
tures. Besides, the possible redundancy in the di↵er-
ent input descriptors may bias the final result. Multi-
set canonical correlation analysis (Correa et al., 2010)
deals with redundancy by finding cross-descriptor as-
sociations and performing source separation. Nonethe-
less, all these linear approaches are not suitable for the
type of data used in our application. Indeed, it has been
pointed out that non-linear operations may be more ad-
equate to prevent artifacts when processing medical im-
ages (Gerber et al., 2010) and more precisely cardiac
motion patterns (Duchateau et al., 2012).

Kernel methods are appropriate to deal with these dis-
advantages, since these non-linear approaches do not
make any assumption on the nature of the data. They all
use a kernel-based a�nity matrix that codifies pair-wise
similarities between samples. The eigendecomposition
of this matrix leads to a space of reduced dimension,
which encodes the most relevant characteristics of the
data (Yan et al., 2007).

This framework can be extended to fuse high-
dimensional heterogeneous descriptors. Feature space
fusion and operator fusion are two approaches to tackle
this problem (Cloninger et al., 2013). The first strategy
consists of finding a common eigenbasis to the multi-
ple eigenspaces associated to each input feature. This
can be done by joint diagonalization of Laplacians (Ey-

nard et al., 2015; Dodero et al., 2014) or changing ba-
sis (Coifman and Hirn, 2014). However, none of these
methods allows determining the relative optimal contri-
bution of each input feature to the final result.

The approach presented in this paper belongs to the
second category and consists in fusing di↵erent features
at the operator level. It builds upon a recently proposed
framework, known as multiple kernel learning (MKL)
(Lin et al., 2011). By a combination of feature-based
kernels, it allows optimally fusing heterogeneous infor-
mation and weighting the contribution of each input to
the final result. Several supervised examples that ap-
plied this technique to clinical applications are found in
the literature (Tiwari et al., 2013; Castro et al., 2014). It
has to be noted that the formulation of Lin et al. (2011)
is a broad point-of-view to the MKL problem, origi-
nally introduced for the supervised problem of a support
vector machine (SVM) (Lanckriet et al., 2004; Rako-
tomamonjy et al., 2008). Despite the high discrimina-
tive power of these kinds of approaches, unsupervised
methods are more suitable for our application, for two
reasons. First, they are more suitable to extract the hid-
den structure of the data (data spread), which has proven
to correlate with disease in several applications (Wolz
et al., 2012; Ye et al., 2014). Second, their result is not
influenced by possibly incorrect labels from ambiguous
diagnosis.

In addition, our approach allows determining the op-
timal weight to attribute to each feature. Other methods
also pursue a similar objective. Automatic Relevance
Determination (Neal, 1996) is a Bayesian approach that
aims at selecting features of interest among a larger set
of features. Nonetheless, its decision is categorical,
while MKL proposes a relative weighting of the dif-
ferent features. Relevant Component Analysis (Shen-
tal et al., 2002) adopts a slightly di↵erent philosophy,
being a semi-supervised approach where irrelevant data
variability is reduced while the relevant one is ampli-
fied. However, it requires a priori knowledge about the
content of the input, which makes this approach inap-
propriate for unsupervised analysis.

1.2. Heart failure with preserved ejection fraction

We apply our methodology to characterize myocar-
dial velocities in the context of HFPEF. This syndrome
presents signs of heart failure but still maintains the
ejection fraction (EF) within a normal range. Left ven-
tricular diastolic dysfunction has been identified as one
of the leading mechanisms causing it (Paulus et al.,
2007; Erdei et al., 2014). Nonetheless, recent studies
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suggest that HFPEF is a rather heterogeneous condi-
tion consisting of several pathophysiological subtypes
(Lekavich et al., 2015; Shah et al., 2014). The current
diagnosis relies on simple measurements (Paulus et al.,
2007), such as EF and E/e’ (ratio of the early trans-
mitral flow velocity by pulsed Doppler and the early
mitral annular velocity by myocardial velocity imag-
ing). This leads to a suboptimal characterization, since
these parameters do not entirely capture the complex-
ity of the observable mechanical abnormalities (Erdei
et al., 2014; Santaularia-Tomas and Abraham, 2009; Tan
et al., 2009). Thus, there is still a need for an im-
proved understanding of the syndrome. This challenge
is not limited to the HFPEF syndrome, as the limita-
tions of peak or time-to-event measurements have been
largely discussed in other cardiac applications (Forn-
walt et al., 2009; Fornwalt, 2011). In our work, the an-
alyzed data are velocity traces measured from a stress
protocol, where subjects are examined while perform-
ing exercise on a semi-supine bicycle. This modality
has been recommended in many clinical studies to as-
sess HFPEF (Erdei et al., 2014; Donal et al., 2015). The
idea behind it is that signs and symptoms may only be
revealed during exercise. In this regard, we implement
a technique that enables to jointly analyze these data
at di↵erent stress stages. This results in a tool to sup-
port clinical diagnosis and to uncover mechanical inter-
relations, not necessarily noticed before.

1.3. Proposed approach

In this paper, we illustrate the usefulness of fusing dif-
ferent high-dimensional descriptors to improve the char-
acterization of HFPEF. Our work is based upon the
unsupervised MKL method introduced in (Lin et al.,
2011). We explicitly detail its formulation and adapt
its optimization towards the data spread rather than to-
wards classification (e.g., healthy or diseased). This al-
lows us to study the variability of velocity patterns—
which is our primary objective. Therefore, our method
di↵ers from other supervised attempts to characterize
the HFPEF syndrome (Shuai et al., 2011; Zordoky et al.,
2015) since we do not compromise the learning process
by involving possibly unreliable labels. In our case, the
agreement with clinical labels only serves to determine
the configuration and parameters of the algorithm and
to check the coherence of the data spread. Previous
works have derived an unsupervised formulation of the
MKL problem (Tzortzis and Likas, 2012; Zhuang et al.,
2011). Tzortzis et al. used it to learn a robust ensem-
ble kernel that ultimately leads to a clustered space in
which to perform classification. On the contrary, based

on a Laplacian formulation, we seek to preserve the dis-
tribution of the data as a continuum, which still pro-
vides distance tools to perform inter-subject compar-
isons and variability analysis. Zhuang et al. used un-
supervised MKL in combination with kernel PCA for
dimensionality reduction. However, both the MKL and
the dimensionality reduction steps were executed sepa-
rately, whereas our formulation jointly optimizes them.
In terms of application, Zhuang et al. also focused on
classification, whereas we prioritise the variability anal-
ysis. Our method makes a direct contribution to the un-
derstanding of the HFPEF syndrome, by: (i) giving in-
sights into which are the important features to look at
within the characterization, (ii) uncovering mechanical
inter-relations that impair cardiac function and (iii) sup-
porting clinical diagnosis.

Preliminary results using this method have already
been presented (Sanchez-Martinez et al., 2015). The
present paper extends this previous work in several as-
pects. The main one is the reconstruction of signals
from the output space of coordinates through multi-
scale kernel regression (Bermanis et al., 2012). This
allows analyzing the data variability in the space of in-
put signals. Such an analysis enables the detection of
class-related di↵erences in the velocity traces, which
is of interest to improve the diagnosis. Another im-
provement is the extension of the database to 55 sub-
jects, including some that reported breathlessness. Such
subjects—who may lie in-between the healthy and dis-
eased populations—do not formally fulfill heart failure
symptoms. However, some of them might be already
showing the syndrome but remain undetected given cur-
rent criteria, which reinforces the need for a quantita-
tive analysis of their motion patterns. An additional im-
provement is the incorporation of new descriptors. One
of them is the iso-volumic contraction phase, whose
duration was a contributor to predict future major car-
diovascular events (Biering-Sørensen et al., 2015). The
other is a descriptor that captures the temporal transfor-
mation performed during temporal alignment.

The relevance of the method is investigated in two
ways. First, by a detailed quantitative analysis of the
agreement between the output space coordinates and the
diagnosis based on the most recent clinical guidelines.
We use this agreement to choose the configuration of
the algorithm that results in the most precise character-
ization according to clinical diagnosis. Second, by an
analysis of the joint variability of the di↵erent descrip-
tors, which is our primary objective. This variability is
further interpreted in light of the physiological charac-
teristics of the HFPEF syndrome, which may uncover
mechanical interrelations probably overlooked to date.
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Figure 1: Pipeline of the proposed method: (1.1) input space with
M input features for each subject, (1.2) feature-specific and global
a�nity matrices used as input to the MKL optimization, (1.3) MKL
optimization, (1.4) output space of reduced dimensionality and (2)
reconstructed input signals through multiscale kernel regression.

Thus, we explore the power of jointly analyzing dif-
ferent velocity traces acquired at rest and exercise to im-
prove the characterization of the HFPEF syndrome.

2. Methodology

The method we propose consists of two steps: (1) the
combination of multiple features by MKL, which finds
the optimal combination of input features and maps ev-
ery subject to a space of reduced dimensions; (2) a mul-
tiscale kernel regression (Bermanis et al., 2012), which
reconstructs input signals from the output space of co-
ordinates. A basic schema describing the pipeline of the
algorithm is shown in Fig.1.

2.1. Dimensionality reduction by MKL

The input data {xm,i}(m,i)2[1,M]⇥[1,N] 2 Xm, consist of N
samples with M features each. For each feature an
a�nity matrix Km is computed, using a Gaussian ker-
nel function:

Km(xm,i, xm, j) = exp
 
�kxm,i � xm, jk2

2�m2

!
, (1)

which relates each pair of samples (i, j) according to
their similarity with respect to feature m. Here, �m
stands for the kernel bandwidth, whose choice is dis-
cussed in Sec.3.2. A global a�nity matrix is defined
from these feature-based a�nity matrices. It serves to
quantify the closeness of individuals regarding all the
input data and is defined as:

W =

MX

m=1

b
Km, (2)

where b
Km = (Km)1/↵m and ↵m results from dividing the

variance of kernel Km by the variance of the smallest
variance kernel among the M kernels (↵m � 1,8m 2
[1,M]). This amounts to normalizing the features by
their variance, thus balancing their contribution to the
neighborhood information encoded in the global a�n-
ity matrix (W). In other words, this prevents the highest
variability features from dominating the rest of the fea-
tures in the construction of W. Then, this matrix is made
sparse by retaining the entries within a fixed neighbor-
hood (bW), whose size is discussed in Sec.3.2.

b
W and Km are the inputs to the MKL block, which

is the core of the algorithm. Contrary to most applica-
tions of MKL (Tiwari et al., 2013; Castro et al., 2014;
Lanckriet et al., 2004; Rakotomamonjy et al., 2008;
Gönen, 2013), we keep an unsupervised formulation
for the problem, as our end objective is not classifica-
tion but studying variability. Thus, the algorithm relies
on a Laplacian formulation, which aims at preserving
the topology of the data without being conditioned by a
given class. In contrast, supervised approaches mainly
use SVM formulations, more intended for classification.
In the case of a single feature formulation (Yan et al.,
2007), the optimal embedding is obtained through the
minimization of:

min
v

NX

i, j=1

kv>xi � v

>
x jk2 b

Wi, j,

s.t.
NX

i=1

kv>xik2Di,i = 1,

(3)

where D is a diagonal weight matrix, whose entries
are the result of a row-wise summation of b

W (Di,i =PN
j=1

b
Wi, j), N is the number of samples, xi is the value

of the only descriptor associated to sample i in the in-
put space and v is the matrix that projects it to the out-
put space. Similar samples in the input space (i.e., with
large b

Wi, j values) are mapped to nearby points on the
output space.

In the case of multiple features, these are combined
by a kernelization step. Working with the associated

4

Preprint version accepted to appear in Medical Image Analysis.
Final version of this paper available at http://www.sciencedirect.com/science/article/pii/S1361841516300846



kernels of the di↵erent input features and not with their
raw content allows combining them, even if they are of
di↵erent nature. The MKL problem is solved by the
minimization of:

min
�2RM⇥1

A2RN⇥N�1

NX

i, j=1

kA>K(i)� � A

>K( j)�k2 b
Wi, j

s.t.
NX

i=1

kA>K(i)�k2Di,i = 1,

�m � 0,
MX

m=1

�m = 1,

(4)

where the unknowns are: A, the rotation matrix that
maps the input to the output space, which is N � 1 di-
mensional since the smallest eigenvalue is 0; and � =
[�1 . . . �M]>, the weights given to the di↵erent features.
Matrix K(i) is defined for the i-th sample as:

K(i) =

2
66666666666664

K1(1, i) . . . KM(1, i)
...

. . .
...

K1(N, i) . . . KM(N, i)

3
77777777777775
2 RN⇥M . (5)

The values of A and � are calculated by means of an
iterative two-step optimization strategy. The first step
aims at optimizing A, while � is fixed. It is initialized
by defining �m = 1/M, 8m 2 [1,M] and is solved by
a generalized eigenvalue decomposition, which has an
explicit solution. The second step aims at optimizing �,
while fixing the previously calculated A. This problem
can be solved by quadratically constrained quadratic
programming (QCQP), which is computationally ex-
pensive. Nevertheless, it can be relaxed to a semidefinite
programming problem, which is solved more e�ciently.
In practice, this is addressed by the use of CVX, a con-
vex optimization package (Grant and Boyd, 2013). Fur-
ther details about the optimization can be found in the
work that presents the supervised formulation of MKL
(Lin et al., 2011).

Once the unknowns are calculated, the input samples
are mapped to the output space by:

Y = A

>
MX

m=1

Km�m, (6)

where Y 2 RN�1⇥N contains on each column the co-
ordinates in the output space of each input sample xi.
For the sake of simplicity, the matrix Y is cut down to
a d⇥N version, therefore reducing the dimensionality
of the output space by just considering the eigenvectors
associated to the d smallest eigenvalues (see Sec.3.5 for
further clarification).

2.2. Performance analysis

Statistics over the data samples are first computed by
examining the distribution of the samples in the out-
put space (Sec.2.2.1). Further analysis complements
it by studying the variability that this space encodes
(Sec.2.2.2).

2.2.1. In the output space - discriminative analysis

In the output space (Y), the data are sorted by their
most relevant characteristics, which often tends to a
clustered-like organization of the samples, although this
is not explicitly imposed in our algorithm. An approach
to quantitatively assess the quality of this output space
is to measure the agreement of the data embedded in
it with provided clinical labels. To do so, the distance
from each sample to the normal and diseased popula-
tions is computed using the Mahalanobis distance in a
leave-one-out configuration. This means that the evalu-
ated sample is left out from the subgroups when com-
puting its Mahalanobis distance to them, expressed as:

d(yi, S c) =
q

(yi � µc)⌃�1
c (yi � µc)> 8 i 2 [1,N],

(7)
where S c are the class-related subgroups and c 2
{‘healthy’,‘diseased’}. Here, µc 2 Rd and ⌃c 2 Rd⇥d

are the mean vector and covariance matrix of S c. Based
on this distance, each sample is labeled to its closest
subgroup. The agreement between the algorithm and
the clinical labels is quantitatively expressed using the
Cohen’s kappa, and the sensitivity and specificity coef-
ficients.

2.2.2. In the input space - variability analysis

The output space can be further studied by analyzing the
variability that it encodes in the input space Xm of each
feature. To this end, the features corresponding to any
given point lying in the output space y 2 Y can be es-
timated all at once via a multiscale adaptation of kernel
regression (Bermanis et al., 2012) (see Fig.1 for better
interpretability). This technique is designed to properly
fit fine details even when the local density of the samples
is not uniform. In a single-scale formulation (follow-
ing an inexact matching description), this corresponds
to looking for the functions fm solutions of:

argmin
fm2Fm

⇣1
2
k fmk2Fm

+
�m

2

NX

i=1

k fm(yi) � xm,ik2
⌘
, (8)
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where m 2 [1,M], �m is the trade-o↵ between the reg-
ularization term (first term) and the adherence to the
data (second term), and k.kFm is the norm equipping
the reproducible kernel Hilbert space Fm of functions
Y ! Xm. The analytical solution to this problem is:

fm(y) =
NX

i=1

k(y, yi) · bm,i, (9)

where y 2 Y and bm,i corresponds to the i-th column of
the matrix:

Bm =
⇣
K +

1
�m

I

⌘�1
Xm, (10)

where Xm = (xm,1, . . . , xm,N)>, I is the identity ma-
trix, and K = (k(yi, y j)) is the a�nity matrix defin-
ing the similarity of the input samples in the output
space. This a�nity matrix is defined from a Gaussian
kernel function of bandwidth �, namely: k(yi, y j) =
exp(�kyi � y jk2/�2).

The multiscale extension of the previous problem
consists in iterating the process across scales, where the
bandwidth � is reduced by a factor of two at each it-
eration, until reaching a scale with resolution equal or
less than the density (average neighborhood size) of the
samples in the output space. The algorithm described
in this section is further detailed in (Duchateau et al.,
2013).

3. Experiments and results

3.1. Echocardiographic data

The method was applied to the data of 55 subjects who
underwent a stress echocardiography protocol using a
semi-supine bicycle (Erdei et al., 2014) (average age
69 ± 6 years). They were categorized using standard
clinical criteria (Paulus et al., 2007) as: 19 patients pre-
senting HFPEF, 22 age-matched healthy controls and 14
subjects who reported breathlessness but did not fulfill
the criteria for HFPEF. 2D myocardial velocity images
were acquired at rest and submaximal exercise (63 ± 9
bpm and 97 ± 10 bpm, respectively), using a transtho-
racic probe (M4S, GE Healthcare, Milwaukee, WI) and
a Vivid E9 echocardiographic system (GE Healthcare)
with a sampling rate of 200 ± 15 Hz. Velocity traces
were extracted from four chamber view acquisitions—
the easiest to acquire at a high quality—using com-
mercial software (EchoPAC, v.113, GE Healthcare), by
defining a region of interest (ROI, with size 1 ⇥ 10 mm,
located approximately 10 mm above the mitral annulus)
at the basal septum and basal lateral wall of the left ven-
tricle (ellipses in Fig.2 (a)). The analysis was limited
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Figure 2: Snapshot of a color-coded myocardial velocity imaging ac-
quisition from a healthy subject (a)—where red and blue, respectively,
indicate positive and negative velocities in the probe direction (see the
electronic version of the figure)—and its corresponding velocity pat-
terns at (b) rest and (c) submaximal stages. The patterns correspond
to the basal septum and lateral wall regions, indicated by arrows in
(a). The cardiac phases are indicated by di↵erent background colors:
iso-volumic contraction (IVC), systole, iso-volumic relaxation (IVR),
early and late filling.

to these basal regions, which are the most reproducible
and sensitive to detect motion abnormalities in the lon-
gitudinal direction and should be su�cient to capture
the global longitudinal changes possibly present in the
ventricles of the HFPEF subjects (Mor-Avi et al., 2011;
Teske et al., 2007). The ROI was kept static through-
out the heart cycle to maintain the analysis and the in-
teraction as simple and reproducible as possible. Non-
significant dissimilarities in the velocity traces were ob-
served against tracking the tissue either manually or by
speckle-tracking, both methods that the used software
proposes. Manual tracking requires the user to define a
ROI on the myocardium at end-systole and end-diastole.
This ROI is interpolated in space to mimic the myocar-
dial movement. Speckle-tracking uses block matching
techniques to follow speckles from B-mode images and
estimate the myocardial velocities. For better clarifica-
tion on this point, we have included as supplementary
material a demo video showing how the three extraction
methods work. Myocardial velocity imaging was pre-
ferred over (speckle-)tracking on B-mode images due
to its high temporal resolution, reproducibility and ro-
bustness to noise. With this acquisition protocol we
chose the simplest approach according to our philoso-
phy, which is to exploit the echocardiography-derived
velocities while minimizing manual intervention. An
example of the data extracted for a given subject is il-
lustrated in Fig.2.

The total number of velocity traces was 4 (sep-
tal/lateral at rest/submaximal). In the remainder of this
paper, these velocities are referred to as cardiac features.
In our case, these features are 1D vectors indexing dis-
crete velocity samples. However, the analysis also al-
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lows including features of other types (e.g., scalar fea-
tures such as the E/e’ ratio), which reinforces its inter-
est and applicability. We considered two types of anal-
ysis: global and local. The global analysis involves
the velocity signals along the whole cycle, leading to
4 features. Local analysis extends this by isolating dif-
ferent cardiac phases (iso-volumic contraction, systole,
iso-volumic relaxation, early and late diastole) to treat
them independently, leading to 20 features. Class labels
based on clinical diagnosis (following standard guide-
lines (Paulus et al., 2007)) were provided and were used
to characterize the output of the MKL algorithm. How-
ever, they cannot be fully considered as ground truth,
since e↵ective criteria for diagnosing HFPEF are still
not established (Komajda and Lam, 2014). Experiments
examining the distribution of the samples in the output
space will therefore be reported in terms of agreement
(Cohen’s Kappa), to counterbalance the standard accu-
racy measurements (sensitivity and specificity), which
suppose that ground truth can be trusted.

Temporal normalization: Since our aim is to assess
the alterations of the velocity profiles during the di↵er-
ent phases of the cardiac cycle, the analyzed velocity
traces needed to be expressed within a common tem-
poral reference, in order to be quantitatively compared.
The temporal non-correspondence of the traces is due to
inter-subject di↵erences in heart rate and timing of car-
diac phases (e.g., systole, diastole). These di↵erences
are even more pronounced at di↵erent levels of physi-
cal activity (as noted in Fig.2). To deal with this prob-
lem, a two-stage temporal normalization was applied.
The first stage consisted in a piece-wise linear warping
of the timescale, based on physiological events normal-
ized to the heart cycle. These events were: start/end
of the heart cycle and atrial activation (onset of QRS
and onset of P-wave, from the ECG) and mitral/aortic
valves opening/closure (identified from Doppler flows,
acquired separately but at similar heart rates). The
timescales were redefined towards a common reference.
This reference was selected from the healthy controls,
as the one with the most central velocity patterns across
a range of tests where each subject was considered suc-
cessively as reference. The most central pattern is the
one for which the sum of Euclidean distances to the re-
maining patterns is minimized. Then, after achieving
a common temporal reference, the second stage con-
sisted in resampling the velocity data to the new com-
mon temporal reference, through cubic spline interpola-
tion (Duchateau et al., 2011).

After setting the evaluated velocity traces into a com-
mon temporal reference, the timing of cardiac phases is
lost. As previously discussed in the literature (Weissler
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Figure 3: Mean reconstruction error of all the subjects (interpolated
following a leave-one-out procedure) as a function of � for the 4
global features. The optimal value of � is highlighted at the minimum
of each curve.

et al., 1968; Sogaard et al., 2002), pathology-related in-
formation is not only captured by the amplitude of the
velocity, but may also be encoded by the timing of dif-
ferent cardiac phases. In the case of the HFPEF syn-
drome, the interaction between systole and diastole has
been previously discussed (van Zalen et al., 2015). Con-
sequently, we kept this information by adding two extra
features to the analysis. They capture the di↵erence in
timing of each analyzed subject with the reference, at
rest and submaximal stages. Thus, two vectors were de-
fined for each subject: the first one contains the shift
in the time events from the studied subject to the ref-
erence, and the second one measures the ratio between
the duration of each cardiac phase with respect to the
reference.

3.2. Parameters setting

The bandwidth �m of the kernel Km (Eq.1) was cal-
culated feature-wise as the average of the pairwise Eu-
clidean distances between each sample and its k-th near-
est neighbour (looking at the corresponding feature). In
this case k = 8. Then, the number of neighbours used
to define the global a�nity matrix was fixed to 3. These
two values were established heuristically, looking at the
maximization of the spread of the samples in the output
space. Within the optimization, the number of iterations
was conditioned by the convergence rate. Depending on
the input features chosen for the analysis, this number
of iterations ranged from 5 to 15, which in time trans-
lates to less than half a minute for this population. Con-
vergence was considered when the di↵erence between
the cost function (Eq.4) from consecutive iterations was
smaller than a threshold of value 0.001. The di↵erent
scales within the multiscale regression iterated from the
spread of the samples in the output space until getting
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Figure 4: Synthetic experiments to better understand the feature weightings.The top row shows two examples of each type of synthetic features
generated: (a) correlated, consisting of 2 identical clouds of points translated at a di↵erent distance for each feature; (b) uncorrelated, consisting of
a di↵erent cloud of random points for each feature. From the second row and from left to right, representation of the feature-based a�nity matrices
(Km in Eq.1), representation of the sparse global a�nity matrix (bWi, j in Eq.4) and weight values obtained after convergence of the MKL algorithm
for synthetic experiments using di↵erent sets of 2D synthetic features: (c) four correlated features (as in (a)); (d) four uncorrelated features (as in
(b)); (e) three correlated features (as in (a)) and a completely uncorrelated feature (as in (b)). The horizontal dashed line in the weights bar graphs
corresponds to the theoretical weight value (1/4 = 25%) that would correspond to 4 perfectly correlated features.

lower than their density, and were divided by a factor of
two at each iteration. Here, density stands for the aver-
age neighborhood size (Duchateau et al., 2013). In prac-
tice, we computed it as the average Euclidean distance
to the closest neighbor among the studied subjects. The
trade-o↵ parameter �m for this regression was indepen-
dently determined for the 4 global features considered
(septal/lateral velocity patterns at rest/submaximal) fol-
lowing a leave-one-out procedure. Values were chosen
as those minimizing the reconstruction error of unseen
samples, thus maximizing the generalization ability of
the regression model (Davies et al., 2010). The opti-
mal �m for each of the 4 global features is specified in

Fig.3. Note that the values for the submaximal stage are
noticeably higher, which means more adherence to the
data, allowing to better deal with the higher variability
among velocity traces recorded at this stage.

3.3. Features weighting

The second stage of the optimization (Sec.2.1) auto-
matically finds the weights that are solutions of Eq.4.
These weights account for the relative importance of the
feature-based kernels in the construction of the projec-
tion. We hypothesize that their values correlate with the
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contribution of each feature to the sparse global a�n-
ity matrix (bWi, j), and that this contribution depends on
whether or not the input features are correlated with one
another.

We designed di↵erent synthetic experiments to test
our hypothesis (see Fig.4), and to better understand
which weight values should be expected at the output of
our algorithm. These experiments intended to mimic the
trends observed in the real data, i.e., partial correlation
between di↵erent velocity profiles and almost no corre-
lation between the di↵erent cardiac phases (apart from
the temporal causality of these data). To this end, we
created correlated and uncorrelated features using 2D
clouds of points (feature size 2 [2,N], i.e., N samples
lying in a two-dimensional space). In the remainder,
the term “correlation” refers to the correlation between
di↵erent features. Specifically, we wanted to evalu-
ate whether our hypothesis—that the correlated features
contribute more to the projection—was correct. The
correlated features consisted of a fixed cloud of points
plus a second identical cloud translated at a di↵erent
distance for each new feature (see Fig.4 (a) for two ex-
amples of correlated features). The distribution within
a cloud remained the same for the di↵erent correlated
features. Each uncorrelated feature consisted of a single
cloud of random points (see Fig.4 (b) for two examples
of uncorrelated features). The experiments consisted in
applying our MKL algorithm to di↵erent combinations
of four of these features, and examining the obtained
weights distributions. These experiments showed that
many correlated features lead to almost uniform weight
distributions (Fig.4 (c)). The same happened for many
uncorrelated (random) features (Fig.4 (d)). Conversely,
the algorithm favors several correlated features over a
single feature uncorrelated from the rest (Fig.4 (e)).

Then, the weights obtained on real data (Fig.5) were
examined in light of the previous synthetic experi-
ments and their conclusions. In this case, the joint
analysis of the di↵erent velocity traces was done us-
ing the local configuration of our algorithm detailed
in Sec.3.4.2. When analyzing 4 synthetic correlated
features (Fig.4(c)), they ended up with weights around
1/4 = 25%. In our case we analyzed 22 features.
The features corresponding to the same cardiac phase
are partially correlated while those from di↵erent car-
diac phases are uncorrelated. If perfectly correlated,
they should end up with weights around 1/22 ⇡ 4.5%
(dashed line in Fig. 5). The obtained weights lie around
this value, but correlations are only partial and di↵er-
ences still exist. They can go up to 40% in relative terms
between the IVC and the early filling phases. The high-
est weight values correspond to the early and late filling
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influence of including or not the features related to the temporal trans-
formation was also tested (average improvement of 8%).

phases, especially at submaximal stress stage. This is
even more pronounced when analyzing other sets of fea-
tures, e.g., the features corresponding to a single region
(septal or lateral). The algorithm gives more importance
to these features to characterize the data, which agrees
with clinical observations (Erdei et al., 2014), namely
that at exercise the HFPEF subjects may present filling
abnormalities not observed in normal controls.

3.4. Output space

The output of the algorithm consists of a d-dimensional
Euclidean space. Linear methods, such as princi-
pal component analysis (PCA), find a compact output
space, without redundancy. PCA captures the vari-
ance in a specific direction and its orthogonal projec-
tions, which generally show a rapid decrease. In con-
trast, a kernel analysis may result in several eigenvec-
tors encoding the same spatial “direction” of a manifold
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Table 1: Summary of the di↵erent runs of the algorithm, varying the region, stress stage and analysis. The number of dimensions of the subspace
yielding the best agreement and its corresponding Cohen’s kappa, sensitivity and specificity are also indicated.

Configuration Region Stage Analysis dim kappa (%) sens. (%) spec. (%)

#1 Septal Rest Global 9 36.5 68.4 68.2
#2 Septal Rest Local 2 31.3 63.2 68.2
#3 Septal Submax Global 2 46.2 73.7 72.7
#4 Septal Submax Local 5 46.2 73.7 72.7
#5 Septal Rest/Submax Global 5 61.3 89.5 72.7
#6 Septal Rest/Submax Local 3 61.0 84.2 77.3
#7 Sept./Lat. Rest Global 8 46.2 73.7 72.7
#8 Sept./Lat. Rest Local 9 50.6 68.4 81.8
#9 Sept./Lat. Submax Global 3 55.0 63.2 90.9

#10 Sept./Lat. Submax Local 6 55.4 68.4 86.4
#11 Sept./Lat. Rest/Submax Global 3 65.3 73.7 90.9

#12 Sept./Lat. Rest/Submax Local 3 65.5 78.9 86.4

(Nadler et al., 2008), and such a decrease is not neces-
sarily guaranteed. This complicates any process of cut-
ting across the dimensions if assuming that the removed
ones mainly correspond to noise in the data. Neverthe-
less, the top dimensions were found to be the most rele-
vant when characterizing the data, as detailed in Sec.3.5.

This output space allows performing classical mea-
surements over data samples, since it disentangles the
complexity of the input towards a Euclidean embedding.
Notably, the output space presents two intrinsic proper-
ties: (i) it spreads the data attending to their more salient
characteristics; (ii) this spread of the data naturally leads
to a clustered distribution of the input samples, which
facilitates the assessment of its quality with regard to
clinical labels.

3.4.1. Quantitative assessment

Given the intrinsic properties of the output space, it
permits a quantitative assessment of the way samples
are arranged. As previously commented, the unsu-
pervised nature of the algorithm allows learning the
distribution of the data samples without being condi-
tioned by any provided (and possibly incorrect) class.
However, we still want to evaluate whether the out-
put space estimated in an unsupervised way is coher-
ent with these labels (see Fig.7 for an example). Con-
sidering the output space as reference, the algorithm-
based labels relied on the Mahalanobis distances be-
tween each subject and the normal and diseased dis-
tributions, which were obtained using a leave-one-out
configuration. Each healthy / HFPEF subject was cate-
gorized as {‘healthy’,‘diseased’} according to the small-
est among these distances (Sec.2.2.1). The breathless

subjects were not included in this evaluation: they are
an ambiguous population and thus cannot be defined us-
ing categorical arguments. Cohen’s kappa coe�cient,
sensitivity and specificity were used to summarize the
agreement between clinical and algorithm-based labels.
Based on these measures of quality, di↵erent configu-
rations of the algorithm were compared to determine
which one coincides the most with clinical diagnosis.

We found that including the timing information in the
analysis (as defined in Sec.3.1) generally entails a sub-
stantial improvement in the agreement. Indeed, after the
temporal transformation, which expresses the velocity
traces into a common temporal framework, class-related
temporal di↵erences may be buried. These results are
summarized in Fig.6, where the agreement values for
the cases of including and not including the timing in-
formation are compared, considering a di↵erent num-
ber of retained dimensions (the average improvement is
8%). Note however, that for the best case (3 retained di-
mensions) the inclusion of the timing information does
not result in a better agreement.

3.4.2. Benefits of multi-feature analysis

The benefits of a joint analysis of multiple features was
tested by changing the algorithm input features in an in-
cremental and structured way. In particular, we set up
the input either considering the di↵erent regions inde-
pendently or combining them. The same configuration
was followed for the stages of the stress protocol. An-
other aspect that we considered is whether to analyze
the velocity traces as a whole (global temporal analysis)
or to treat the di↵erent cardiac phases of the heart cy-
cle independently (local temporal analysis). The agree-
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ment values for this hierarchical study are summarized
in Table 1, in terms of Cohen’s kappa coe�cient, sen-
sitivity and specificity. It is worth reminding that these
values should be carefully handled, as the clinical la-
bels cannot be fully considered as ground truth. They
correspond to the best result for each setting, i.e., the
one obtained when considering the subset of the output
space dimensions that maximized the agreement with
the clinical labels. Note that the number of retained di-
mensions varies from one configuration to another (col-
umn “dim” in Table 1). The experiments included the
features corresponding to the temporal transformation,
which proved to generally improve the agreement value.

Several observations can be made from Table 1. First,
single submaximal analysis yields a better result than
single rest. Jointly analyzing rest and submaximal re-
turns the best result. Then, septal + lateral analysis per-
forms better than just looking at septal. Finally, a local
analysis is slightly better than a global one in the cases
where more information is jointly analyzed (from the
experiment #7 on).

To better illustrate the improvement due to a multi-
feature analysis, some representative examples are pre-
sented in Fig.7. They correspond to experiments #2, 4,
10 and 12 in Table 1. Note that the value of kappa more
than doubles across them. The coordinates of each sub-
ject are the Mahalanobis distances to the healthy (x axis)
and diseased (y axis) distributions and its shape/color
stands for the clinical label. The diagonal line is the
threshold used for assigning the algorithm-based labels,
‘healthy’ (above) or ‘diseased’ (below).

3.4.3. Posterior re-examination

We further validated whether or not we could trust the
characterization that yielded the best agreement with
clinical labels (experiment #12 in Fig.7 and Table 1).

We focused on: (i) the discrimination ability between
healthy and HFPEF subjects, and (ii) the situation of the
breathless subjects within the obtained representation.
To this end, a clinically experienced observer blinded
to the clinical labels re-examined the echocardiographic
records of all the subjects included in the study. This
observer confirmed:

(i) A di↵erence on the underlying disease process be-
tween the “misclassified” and the well-classified HF-
PEF subjects. The latter group presented hypertensive-
related remodeling abnormalities, while the “misclassi-
fied” HFPEF subjects presented abnormalities such as
left bundle branch block or right ventricular dysfunc-
tion. In a similar way, the “misclassified” healthy con-
trols showed hypertensive remodeling, while their well-
classified counterparts showed a perfectly normal func-
tion.

(ii) A correlation between the situation of the
breathless subjects and the cause of breathlessness
(cardiac/non-cardiac). In particular, breathless subjects
lying on the “healthy” region had breathlessness sus-
pected to come from non-cardiac reasons. On the other
hand, breathless subjects lying on the “diseased” region
showed major filling abnormalities and abnormal exer-
cise response, which occur with HFPEF.

3.5. Joint variability in the input space

Any kind of interpretation based on the output space can
be regarded as an abstract approach to characterize the
cardiac mechanical function of a population. Therefore,
to facilitate its interpretation, the variability in the in-
put signals as encoded by the output space has been ex-
amined. In particular, we considered the output space
corresponding to the experiment #12 in Table 1, which
yielded the best agreement.
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Figure 8: Variability encoded by the 4 top dimensions of the output space. Curves ranging from �2 (blue) to +2 (red) standard deviations along the
di↵erent dimensions of the output space. Red arrows have been placed to highlight portions that present higher variability and indicate events of
physiological interest.

The variability encoded by each dimension is repre-
sented by re-mapping to the input space virtual samples
spreading along ±2 standard deviations of this specific
output dimension (multiscale regression in Fig.1). We
have focused on the four main dimensions of the out-
put space, assuming that the remaining ones are less
helpful in characterizing the HFPEF syndrome. In fact,
from the 4th dimension on, no significant di↵erences be-
tween healthy and diseased distributions were observed
after performing the Mann Whitney U-test on individual
dimensions. Although only the first three dimensions
were needed to reach the best agreement with clinical
labels in Table 1, this does not necessarily imply that
the remaining dimensions are uninformative and can be
discarded (as shown by the results of the statistical test).
The variability encoded by the four main dimensions is
shown in Fig.8.

We hypothesize that analyzing this variability will
highlight discriminative characteristics of the HFPEF
syndrome. Therefore, we interpret Fig.8 by linking the
variability observed in the velocity traces (red arrows)
and some indicators of mechanical dysfunction associ-
ated to the HFPEF syndrome. For example, the pattern
of fusion between early filling and atrial filling observed
in dimension #1 could come from an interaction of re-

laxation and compliance of the myocardial tissue, or the
overall change in amplitude observed in dimension #2
may reflect the di↵erences in long-axis functional re-
serve of the left ventricle.

To further test whether the previously highlighted
characteristics are explained by di↵erences between the
“characteristic” pattern of healthy and HFPEF subjects,
we compared the variability reconstructed from the two
principal directions on which these subgroups extend.
These directions corresponded to the main modes re-
covered by a PCA in the output space over each dis-
tribution considered independently. The variability as-
sociated to these subgroup directions is shown in Fig.9.
Several di↵erences—that are consistent with the clinical
knowledge about HFPEF mechanical abnormalities—
are identified on the HFPEF with respect to the healthy
subgroup: lower systolic and diastolic amplitudes, fu-
sion of early and late diastolic curves (indicated by
arrows in dimension #2 of Fig.9), and delayed dias-
tolic dynamics (indicated by arrows in dimension #1 of
Fig.9) (Flachskampf et al., 2015). We only plot the sub-
maximal stage in Fig.9, which shows the clearest di↵er-
ences between subgroups. This also supports the value
of the stress protocol to characterize the HFPEF syn-
drome.
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The relevance of non-linear vs. linear methods to
characterize these data (Sec.1.1) was also tested. A
PCA was done using a concatenation of the normal-
ized input features for each configuration in Table 1.
The reconstructed variability using this linear method
resulted in velocity traces that were physiologically un-
realistic (Fig.10). In this figure, the observed irregular-
ities are indicated by red arrows and correspond to al-
most flat diastolic patterns with absence of E wave and
even presenting an unobserved early diastolic contrac-
tion, which is highly suspicious, especially during ex-
ercise. In terms of agreement compared with PCA, our
method resulted in an average improvement in sensitiv-
ity across the di↵erent experiments in Table 1 of 3.1%.
Comparative results between PCA and our method are
provided in the Appendix.

4. Discussion

We formulate and evaluate the unsupervised MKL al-
gorithm for dimensionality reduction introduced in (Lin
et al., 2011), which we use to jointly analyze multiple

features describing the mechanical function of the heart.
Other formulations of unsupervised MKL exist, and are
optimized for clustering (Tzortzis and Likas, 2012; Lin
et al., 2011) or dimensionality reduction (Zhuang et al.,
2011). Although the latter might seem convenient to
characterize the analyzed population, it tackles the ker-
nel learning and the dimensionality reduction steps sep-
arately, whereas we jointly optimize them to account for
their interaction in the construction of the projection.
Our method was applied to the data of 55 subjects, who
underwent a stress protocol. We have highlighted the
importance of this protocol to improve the characteriza-
tion of subjects with HFPEF. By going towards pattern
analysis, we improve classical diagnostic approaches
often based on simple measurements such as E/e’ ra-
tio. Indeed, thresholding the value of this parameter at
exercise using the standard E/e’> 8 to detect HFPEF
subjects (Paulus et al., 2007), the results of agreement
are worse than those obtained with any of the configura-
tions shown in Table 1 (kappa = 26.7%, sens. = 63.2%
and spec. = 63.6%). Close in spirit to pattern recog-
nition techniques, we aim at learning the range of ab-
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normal “patterns” related to the HFPEF syndrome with
respect to the healthy pattern, and at estimating their
variability. Due to the low statistical power of current
diagnostic approaches, some of the provided clinical la-
bels could possibly be incorrect. These labels cannot
be further validated, given the absence of more recent
guidelines that serve as ground truth. Thus, we prefer
to keep the problem unsupervised and to learn the real
structure of the data. Despite this, the discriminative ca-
pacity of the output space is expressed in terms of agree-
ment with the provided labels, serving as a quantitative
indicator of the quality of such space. We have shown
the benefits of our multi-feature analysis. Indeed, the
results demonstrate the accuracy of our algorithm and
support our contributions: (i) the variability analysis,
which highlights discriminative markers of the disease;
(ii) the weighting of di↵erent features, easily transpos-
able to other problems and features; (iii) the detection
of misclassified subjects and di↵erences in the underly-
ing disease processes leading to the HFPEF syndrome,
which suggests the need for a re-evaluation of the di-
agnostic guidelines; and (iv) the characterization of the
breathless subjects, which is challenging given that they
do not fulfill the current diagnostic criteria.

The MKL algorithm converged to an optimal solu-
tion using little time, less than half a minute consider-
ing the whole set of available input features, and few
iterations. Unlike approaches analyzing large databases
of very di↵erent images (Lin et al., 2011), the relative
similarity of the studied features (physiological data in
a coherent population) may contribute to this fast con-
vergence. However, the major bulk of work was spent
in the extraction and pre-processing of the data, espe-
cially in the manual definition of the time events. This
could be improved by dedicated software, which is not
the purpose of this work.

Absolute di↵erences between the weights in Fig.5 are
somehow limited, although relative di↵erences can go
up to 40%. From the experiments in Fig.4, we expect
that many correlated features would lead to a uniform
weight distribution. The same would happen for many
uncorrelated features. Similarly, the algorithm would
favor a bunch of correlated features against a single un-
correlated one. In our case, the septal/lateral velocity
traces at rest/exercise are moderately correlated. Note
that this correlation mainly concerns distinct traces and
does not occur within the di↵erent phases of a given
trace (apart from their intrinsic temporal causality, e.g.,
a high systolic peak will be likely followed by a high
diastolic peak). This leads to the subtle di↵erences
observed in Fig.5. If the algorithm only considered
one among all the correlated features, relevant disease-

related characteristics may be lost, thus compromising
the final characterization. In the optimized result, the di-
astolic features at submaximal stage predominate. This
agrees with the literature, since at exercise the HFPEF
subjects may show filling abnormalities not present in
normal subjects (Erdei et al., 2014).

We also demonstrated that the inclusion of temporal
deformation features to the analysis generally achieves
a significant improvement in the characterization of
the studied population (as observed in Fig.6). In-
deed, pathology-related information is not only cap-
tured by the amplitude and profile of the velocity, but
also by the timing of di↵erent cardiac phases, as re-
ported in (Weissler et al., 1968). Results on the agree-
ment achieved by global and local temporal analyses
suggest that the latter is slightly better. Chopping o↵
the velocity patterns into physiological temporal win-
dows (systole, iso-volumic relaxation, early and late di-
astole) enables the algorithm to focus on certain abnor-
mal phases, resulting in a more flexible and thus, more
accurate characterization. Certainly, the improvement
in sensitivity in the two last experiments could confirm
the benefits of the local modality to identify diseased
subjects.

It has been previously demonstrated (Shah et al.,
2014; Erdei et al., 2014) that assessing cardiac function
by evaluating just a few parameters does not accom-
plish a proper characterization of the HFPEF syndrome.
This evidence can be further extrapolated to the analy-
sis of patterns. The assumption is that, the more mean-
ingful features examined, the better the quality of the
characterization. The benefits of a multi-feature anal-
ysis have been demonstrated in the experiments. In
particular, it has been shown that jointly analyzing rest
and submaximal stages returns a better result than ana-
lyzing them independently. This confirms that a stress
protocol is helpful when characterizing the HFPEF syn-
drome (Erdei et al., 2014) and supports the assumption
that the joint analysis of longitudinal descriptors (rest +
submaximal) improves the characterization (van Zalen
et al., 2015). We also demonstrated the added value
of jointly analyzing di↵erent regions (septal + lateral)
within the analysis. Considering both regions, we ade-
quately captured the global longitudinal changes present
in the ventricles of the studied HFPEF subjects (Mor-
Avi et al., 2011; Teske et al., 2007). As detailed in Sec.
3.4.3, the blind assessment of the characterization con-
firmed that the algorithm identifies di↵erences in the un-
derlying disease processes leading to the HFPEF syn-
drome. The hypertensive condition present in most of
the HFPEF subjects implies a gradual change from nor-
mality to HFPEF, which hinders a clear cut between
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both states (what clinical diagnosis does). Our unsuper-
vised analysis allows exploring this gradual change and
characterizes the data accordingly. These aspects em-
phasize the need for a re-evaluation of the current diag-
nostic criteria. The algorithm also situates the breathless
subjects according to the cause of their breathlessness
condition. This allows characterizing them by looking
at their situation vs. other subjects. In this sense, our
analysis shares similarities with the concept of smart at-
lases, where new subjects are put into correspondence
with the closest known subjects to further refine their
diagnosis or prognosis.

Our philosophy is to investigate how much we can
take out from the echocardiography-derived velocities
to understand the expressions of the HFPEF syndrome.
To this end, we study the variability encoded by the
most significant dimensions, i.e., those that better dis-
criminate between healthy and diseased populations,
which may highlight discriminative markers of the dis-
ease. In particular, it shows the (diastolic) dysfunction
present in the HFPEF subjects: impaired relaxation, re-
duced compliance and diminished long-axis functional
reserve of the left ventricle (Flachskampf et al., 2015).
These characteristics are confirmed when comparing
the variability associated to the healthy and HFPEF
subgroups independently (Fig.9). Indeed, the HFPEF-
related variability di↵ers from the healthy one present-
ing: lower systolic and diastolic amplitudes, fusion of
early and late diastolic curves, and delayed diastolic dy-
namics. We have limited our variability study to the re-
construction of dimensions treated independently. This
is still an open concern, as a combination of dimensions
might result in a better discriminability but would not
properly address the variability of the patterns. Note
that the largest variabilities encoded by the studied di-
mensions appear within the diastolic phases, especially
during exercise. This is in accordance with the exam-
ined population, since HFPEF subjects will present di-
astolic abnormalities under stress (Erdei et al., 2014).

Our database was thoughtfully collected following a
well designed protocol, so we did not have to deal with
problems arising from missing data. Future extensions
of our algorithm should be adapted to address this rather
common situation in clinical research and practice.

The heart is a biological engine that dynamically
adapts its pumping function to external stimuli and even
handles abnormal situations like arterial hypertension or
ischemia. However, this adaptation comes at a price.
For instance, an elevated after-load in a certain subject
may be handled by a change in the contractility dur-
ing systole, which may a↵ect the early filling of the
left ventricle (van Zalen et al., 2015). Current analysis

of the cardiac mechanics using absolute values, derived
from strain and strain rate curves, still remains subop-
timal. With such an approach, inter-relationships be-
tween di↵erent phases of cardiac mechanical function
could easily pass unnoticed, even to the most expert and
trained eye. In clinical practice, the detection of abnor-
malities is usually based on intuitive visual recognition
processes. Our approach, going towards pattern anal-
ysis, allows a more comprehensive examination of the
cardiac function and the variability analysis allows an
easy interpretation of it. This analysis may reveal undis-
covered interrelations across di↵erent phases of the car-
diac cycle, increasing our knowledge of the mechani-
cal function and how it is a↵ected by a pathology, in
our case the HFPEF syndrome. In future, this gained
knowledge could be translated to improved diagnostic
tests and classifications that might predict responses to
specific therapies.

5. Conclusion

In this paper, we have proposed an unsupervised
learning method to jointly analyze the variability of
multiple velocity patterns from a stress protocol. It
builds upon multiple kernel learning for dimensionality
reduction, which weighs the relative importance of the
analyzed patterns and reduces their complexity towards
a (clinically)-meaningful representation. We illustrated
the method on a population of healthy, breathless and
HFPEF subjects. The results showed its ability to: iden-
tify di↵erent disease processes leading to HFPEF; char-
acterize the breathless subjects according to their cause
of breathlessness (cardiac/non-cardiac); and reveal the
di↵erent patterns of functional response to stress be-
tween the healthy and HFPEF subgroups. The proposed
method has potential to improve our understanding of
the pathophysiology associated to the HFPEF syndrome
and to pave the way for more quantitative, objective sys-
tems to support clinical diagnosis.
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Appendix. Comparison between PCA and our method

Table 2: Reproduction of Table 1, but comparing the PCA results to those obtained with our method.
dim kappa (%) sens. (%) spec. (%)

Configuration Region Stage Analysis PCA — MKL PCA — MKL PCA — MKL PCA — MKL

#1 Septal Rest Global 2 — 9 20.4 — 36.5 47.4 — 68.4 72.7 — 68.2
#2 Septal Rest Local 9 — 2 31.3 — 31.3 63.2 — 63.2 68.2 — 68.2
#3 Septal Submax Global 1 — 2 56.0 — 46.2 78.9 — 73.7 77.3 — 72.7
#4 Septal Submax Local 3 — 5 45.5 — 46.2 63.2 — 73.7 81.8 — 72.7
#5 Septal Rest/Submax Global 3 — 5 65.8 — 61.3 84.2 — 89.5 81.8 — 72.7
#6 Septal Rest/Submax Local 4 — 3 56.0 — 61.0 78.9 — 84.2 77.3 — 77.3
#7 Sept./Lat. Rest Global 2 — 8 45.1 — 46.2 57.9 — 73.7 86.4 — 72.7
#8 Sept./Lat. Rest Local 6 — 9 16.9 — 50.6 57.9 — 68.4 59.1 — 81.8
#9 Sept./Lat. Submax Global 2 — 3 61.0 — 55.0 84.2 — 63.2 77.3 — 90.9

#10 Sept./Lat. Submax Local 3 — 6 60.5 — 55.4 73.7 — 68.4 86.4 — 86.4
#11 Sept./Lat. Rest/Submax Global 3 — 3 60.8 — 65.3 78.9 — 73.7 81.8 — 90.9

#12 Sept./Lat. Rest/Submax Local 5 — 3 65.3 — 65.5 73.7 — 78.9 90.9 — 86.4
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