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Abstract. Minimum temperature predictions are required for agricul-
tural producers in order to assess the magnitude of potential frost events.
Several regression models can be used for the estimation problem at a
single location but one common problem is the amount of required data
for training, testing and validation. Nowadays, sensor networks can be
used to gather environmental data from multiple locations. In order to al-
leviate the amount of data needed to model a single site, we can combine
information from the different sources and then estimate the performance
of the estimator using hold-out test sites. A mixture of Gaussian Pro-
cesses (MGP) model is proposed for the distributed estimation problem
and an efficient Hybrid Monte Carlo approach is also proposed for the
estimation of the model parameters.

1 Introduction

Crop damages due to frost events is an important issue in many agricultural
areas. There are several empirical models that attempt to predict or anticipate
the occurrence of the minimum temperature at a given time and location. These
methods deliver descriptive results, however calibration is required for the model
parameters in order to account for the time of the year and the local conditions
[13]. Artificial neural networks (ANN) models have been previously proposed as
an alternative to the empirical methods for the estimation task [5]. For instance,
ANN models were used to predict air temperature at hourly intervals from one
to 12 hours ahead [12] using meteorological data such as temperature, relative
humidity, solar radiation, wind speed and direction, as well as seasonal variables
to account for the day of the year.

More recently, an ensemble of twelve ANN models was used to achieve tem-
perature predictions throughout an entire year [11]. The ANN models were able
to achieve low prediction error when using a large dataset for training consisting
of 1.5 million records. To alleviate the issues related to the high dimensional-
ity estimation problem, a support vector regression model was proposed for the
prediction task using a reduced training set (300, 000 records) [3].

In this paper we present a Bayesian framework for minimum temperature
prediction using multiple sources of environmental data. A Mixture of Gaussian



Process (MGP) model is then proposed as an alternative to the ANN model for
dealing with a reduced amount of data. The idea behind the MGP approach is
to use local Gaussian Process regression models on different subsets of the input
data and a gating network that is responsible of assigning input data points to
one of the local experts [14].

The parameters of the MGP model includes a set of hyper-parameters for
each Gaussian process model and the gating network. A Bayesian approach
for estimating the model hyper-parameters from data is also presented [10].
Nevertheless, even for the reduced amount of data, the running time of the
algorithm can be prohibitively slow. Therefore, we propose an efficient Hybrid
Monte Carlo implementation in a shared memory machine that may overcome
some of the estimation issues in high dimensional problems.

As a result, our framework is able to deal with deal with a large number of
instances and deliver several predictions at test locations.

2 Gaussian Processes Regression

Regression problems deal with datasets in the form D = {x, y}ni=1, where xi

is an input vector and yi is a continuous variable representing output data.
In our case, the input data contains several environmental variables such as
temperature, humidity and solar radiation measured at different times of the
day (e.g. 18pm and 15pm) and the output data is the minimum temperature
measured at any time of the following next day.

A Gaussian process regression model consists of a non-linear mapping be-
tween the input and the output data, such that:

yi = f(xi) + εi (1)

where εi ∼ N (0, σ2) represents a zero-mean noise term. More formally, a
Gaussian process defines a prior over the function f(x) ∼ GP (0, κ(x,x′)) and K
is a positive-definite kernel or covariance matrix with elements [Kij ] = κ(xi,xj).
Now, we can write the marginal distribution p(y|x) as:

p(y|x) =

∫
p(y|f,x)p(f |x)df (2)

Integrating f in Equation 2 also leaves a normal distribution with covariance
Kx = K + σ2I. If we now observe new data x∗, we can write the predictive
distribution as follows:

p(f∗|x∗,D) = N (kT
∗K−1x y,k∗∗ − kT

∗K−1x k∗) (3)

where k∗ denotes the vector of covariances between the test point and the
training data. Similarly, k∗∗ = κ(x∗,x∗) is the covariance function of the test
data.



2.1 Mixtures of Gaussian Processes

Wireless sensor networks make use of sensor nodes to collect environmental data
from multiple locations [15, 9]. Instead of having one single dataset, our interest
is to gather data from different farming sites and perform centralized learning
using a horizontally partitioned dataset D = D1 ∪D2 . . .∪Dn . Figure 1 depicts
the data collection mechanism.

D2

DnD1

D

Fig. 1: Distributed environmental data from wireless sensor networks. Data is collected
from multiples sites, each one having multiple sensor nodes. Every node reports the
same information collected at different spots.

Compared to the cost of analyzing single datasets, the computational com-
plexity of learning from a central dataset is increased [8]. This is specially prob-
lematic in Gaussian processes calculations that uses inversion of matrices and
linear solvers that require approximation methods for large datasets [6]. One of
such approaches is the Mixture of Gaussian Processes (MGP), that builds several
regression or classification models on different subsets of the data. In this case,
the complexity of performing large-scale training is reduced since each model
can be trained independently and because of the centralized nature of the data
collection mechanism, there is no requirement on the number of models to be
trained.

In this case, we consider a set of models which are responsible of different
groups of measurements S = {S1, . . . , SM} [10]. A gating network parametrized
by a discrete latent variable z is used to assign data points to any of the M local
experts with prior probability πm, such that p(zi = m) = πm. The MGP prior
can be now written as follows:

f(x) ∼
M∑
i

πiGP (0, κi(x,x
′)) (4)



3 Fast Inference for Mixtures of Gaussian Processes

The parameters of the MGP model include a set of hyper-parameters for each
model Θ = (θ1, . . . , θM ) and the gating network π = (π1, . . . , πM ). In this paper
we consider kernels based on the squared exponential function:

κ(xi,xj) = σ2
f exp(−1

2

∑
d

ν2d(xid − xjd)2) + σ2
yδij (5)

where θ = (σf , σy, ν1, . . . , νD) and D being the dimensionality of the in-
put vector x. The posterior distribution of the model and the gating network
parameters takes the form:

p(Θ, π|D) ∝ p(Θ, π)p(D|Θ, π) (6)

Unlike Equation 3, in the MGP model we cannot compute the marginal
posterior analytically. Instead, we could use the E-M algorithm to iteratively
maximize the complete data log-likelihood log p(D|Θ, π) [16]. Instead, we sample
from the marginal posterior distribution (see Equation 6) using a Hybrid Monte
Carlo approach. The iterative procedure is given as follows:

1. Given the current kernel hyper-parameters Θ, sample the gating network
parameters from the posterior distribution p(zi = m| Θ,D)

2. Sample π from a Dirichlet distribution p(π1, . . . , πM ) ∼ Dir(δ + c1, . . . , δ +
cM ), where δ is a concentration parameter and cm is the number of times
zi = m for all i.

3. Update Θ using hybrid Monte Carlo sampling.

Distributed Gibbs sampling for latent variable models were discussed in [1].
In this case, we can partition the dataset according to the expert assignments,
such that a different processor performs computations on different data subsets
Sm. GP computations require several linear algebra operations, however authors
have noticed that good performance on multi-core machines can be achieved by
using threaded BLAS libraries [7, 2].

4 Experimental Results

4.1 Dataset

In this section we provide experimental results for the distributed minimum
temperature prediction using the MGP approach. The data consists of agro-
meteorological variables collected using Wireless Sensor Networks from 5 dif-
ferent locations in the region of Maule in south central Chile3. The data was

3 http://www.agrosense.cl



sampled every 10 minutes but only the mean temperature, mean humidity and
mean solar radiation values at 15pm and 18pm were used to predict the mini-
mum temperature for next the day. Table 1 describes the variables used in the
predictive model. In order to create the training and test patterns, each node
is used independently. Therefore, in the training data set we incorporate sensor
nodes from different locations. Table 1 also shows the locations of the sensor
nodes used in the training and test datasets.

x1 Temp15 Mean Temperature at 15hrs
x2 Hum15 Mean Humidity at 15hrs
x3 Rad15 Mean Solar Radiation at

15hrs
x4 Temp18 Mean Temperature 18hrs
x5 Hum18 Mean Humidity 18hrs
x6 Rad18 Mean Solar Radiation at

18hrs

y MinNext Next day minimum temper-
ature

Lat Lon Site ID

-35.463882 -71.612818 donoso 1
-35.466391 -71.617502 donoso 2

-35.588004 -71.910842 gillmore 2

-35.857414 -71.602135 niceblue 1
-35.858761 -71.601540 niceblue 2
-35.858845 -71.601852 niceblue 3

-35.013470 -71.432918 canepa 1

Table 1: Variables used for minimum temperature prediction and sensor nodes locations

4.2 Model

The priors used for the gating network and the kernel hyper-parameters follow
the settings suggested in [6, 10]. In order to get the initial values of Θ, we parti-
tion the data using k-means and ran 100 iterations of Hybrid Monte Carlo with
10 leapfrog steps. The Hybrid Monte Carlo sampler was done in C + + and the
data partitioning and parallel execution was performed in R. In order to en-
sure that valid random numbers were generated in parallel, the TNRG random
number generator was used. This approach combines the flexibility of the R en-
vironment for data processing with the fast execution of C + + shared libraries
[4].

A number of 1000 iterations and 3 leapfrog sets were used to train the MGP
model. Figure 2 compares the predicted and observed minimum temperatures
at the training sites.

As shown in Figure 2, each model produces different predictions. Figure 3
shows the predicted minimum temperatures at the test site. Figure 3 shows the
predicted minimum temperatures at a single test site.

Table 2 summarizes results using the Root Mean Square (RMS) error for the
3 test sites. It is important to notice that the ensemble RMS error is lower for
all test locations.
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Fig. 2: Comparison between observed and calculated next day minimum temperatures
at training locations
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Fig. 3: Minimum temperatures at a training and test locations

5 Conclusions

In this paper we combine data from multiple and distributed sources and we
are able to predict at previously unseen test locations. A mixture of Gaussian



Site ID RMS Cluster 1 RMS Cluster 2 RMS Ensemble Mean

niceblue 3 0.4314506 0.4521971 0.3712023
canepa 1 0.5649653 0.6597936 0.5737617
canepa 2 0.7197888 0.6106701 0.5600180
canepa 3 0.5906937 0.6441202 0.5677543

Table 2: RMS values for the MGP model at test locations

process model is introduced as a method to handle the distributed learning
problem. The model has the appealing property of being able to handle multi-
modal regression or classification tasks. This is a new approach for distributed
learning, since most methods used in the literature use locally trained models
and then combine the output. In our case, we overcome the problem of having
the same number of models and training locations by imposing the number of
mixture components. However, this is also one of the limitations of this approach
since we need to choose beforehand the number of components. Future work will
involve automatic methods for model selection and model averaging procedures
for the MGP model.
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