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Abstract. This paper describes the requirements engineering methodology used 
for the definition of semantic sensors in a Crisis and Disaster Management 
framework. The goal of the framework is effective management of emergencies 
which depends on timely information availability, reliability and intelligibility. 
To achieve this, different Command and Control (C2) Systems and Sensor Sys-
tems have to cooperate and interoperate. Unless standards and well-defined 
specifications are used, however, the interoperability of these systems can be 
very complex. To address this challenge, in the C2-SENSE project, a “profil-
ing” approach will be used to achieve seamless interoperability by addressing 
all the layers of the communication stack in the security field. The main objec-
tive is to develop a profile based Emergency Interoperability framework by the 
use of existing standards and semantically enriched Web services to expose the 
functionalities of C2 Systems, Sensor Systems and other Emergency and Crisis 
Management systems. We introduce the concepts of Semantic Sensors, describe 
the characteristics of Sensor Systems in Emergency Management, and the 
methodology of requirements engineering for such a framework. 
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1 Introduction 

Emergencies and disasters caused by nature and humanity do not recognize country 
borders and create international problems (see e.g. [1] and [2], and references there-
in). These include flooding, forest fires, and industrial accidents, to name a few. The 
Emergency and Disaster Management hence needs cross border solutions, in order to 
facilitate communication, resource management and offer solutions to emergencies. 
This is one of the main motivations for the C2-SENSE 1  Framework, where the 
knowledge, capabilities and experience from a consortium of several European part-
ners2 is implemented.  

1 http://c2-sense.eu 
2  The list of the C2-SENSE consortium partners is given at http://c2-

sense.eu/index.php/partners 
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Due to such a partnership, a specific approach in the framework development is 
needed, explored and implemented. Therefore, the partners decided to use a dedicated 
requirements engineering methodology, which is explained in Sec. 4. 

The development of an Emergency and Disaster Management tool, such as C2-
SENSE, which will apply the current achievements in semantic sensor technologies, 
is a complex process requiring specific development methods. In our method for the 
C2-SENSE framework, there exist three different levels of requirements. The first 
level is the Emergency Domain Inventory, which uses existing standards, real life use 
cases of sensors, devices, C2 systems and Emergency Management architectures for 
different scenarios in the security field. The second level is the common Emergency 
Domain Ontology, which gathers the knowledge of all stakeholders in a unique and 
flexible data model. The final level is the Emergency Interoperability Profiles which 
are developed by using the concepts in this ontology and also by taking into account 
both functional and operational requirements, as well as different countries' cultural, 
linguistic and legal issues. This is especially important since such profiles include 
diverse users such as local authority representatives, activists from non-governmental 
organizations, and police departments. 

Standardization activities that aim to evolve the C2-SENSE Emergency Interoper-
ability Framework into a standard specification for interoperability between Sensor 
Systems and C2 Systems are also part of the requirements engineering process.  The 
framework developed in the C2-SENSE project will assess its outcomes in a realistic 
pilot that will cover the Puglia region in Italy to ensure that the developed technolo-
gies are generic and applicable in a real life setting. 

In the following sections, we describe the requirements engineering process in 
more detail. In Sec. 2, the importance of semantic sensors is discussed. The available 
and relevant semantic sensor technologies for the C2-SENSE project are presented in 
Sec. 3. The method used in the requirements engineering process is shown in Sec. 4, 
while the lessons learned and conclusions are in Sections 5 and 6. 

2 Semantic Sensors and Interoperability 

To achieve interoperability, sensors and humans need a common ground of communi-
cation and understanding, which is expressed in the ontologies. 

2.1 Current State of Data and Semantics 

Sensor technology is constantly evolving at a high pace; hence we face a constant 
increase in the amount of new available data. Such a situation asks for an integration 
of plethora of sensor types that provide diverse capabilities, such as range, modality 
and maneuverability. Networks with multiple sensors are becoming common ([3], [4]) 
and can detect and identify objects of interest from great distances and under demand-
ing conditions [5].  

There is, however, a lack of proper integration of sensor data leaving us with large 
amounts of data, but with a low amount of knowledge about this data. For example, 



an air quality sensor can give us a measurement of the C02 level in the air (a datum), 
but will probably not provide us with the sensor calibration status or its geospatial 
location (additional descriptive data). To change this limitation in the field of e.g. the 
Emergency Management, the sensor data should be annotated with metadata. Tech-
nologies such as Semantic Web and Sensor Web Enablement (SWE, [6], [7]) are very 
suitable for this task. Metadata annotation will help us in order to provide contextual 
as well as situational awareness information. The basis for this is the concept of spa-
tial, temporal, and thematic metadata for sensors, which is being standardized by the 
Open Geospatial Consortium (OGC, [8]) and the World Wide Web Consortium 
(W3C, [9]). Activities related to the extension of the existing standards with Semantic 
Web technologies have been initiated in both organizations in order to improve the 
description of and access to sensor data. 

2.2 Sensor Interoperability 

One of these standardization activities is the development of the OGC Sensor Obser-
vation Service (SOS, [10]). This is a Web service specification defined by the OGC's 
Sensor Web Enablement group in order to standardize the way sensors and sensor 
data are discovered and accessed on the Web. Besides the main objectives, the stand-
ard is providing interoperability between repositories of non-homogeneous sensor 
data and applications that consume these data. As aforementioned, a lack of 
knowledge of what kind of environment these data represent is a serious obstacle for 
data handling applications and value extraction. To solve this, the data need to be-
come smarter, which means that there should exist a more meaningful representation 
of sensor data. The Semantic Sensor Web initiative models the domain of sensors and 
sensor observations in a suite of ontologies. Semantic annotations are then added to 
sensor data by using the ontology models to reason over sensor observations and ex-
tend the SOS implementation with semantic knowledge. Such semantically enriched 
data can be queried by semantically enabled SemSOS [11], i.e. the knowledge of the 
environment, as well as raw sensor data, can be extracted. 

3 Sensor Systems in Emergency Management  

An important element in the architecture of a (semantic) sensor network in Emergen-
cy Management is related to communication, since the Sensor Systems are based on 
several protocol messages at different levels. This implies that besides the sensors and 
hardware, the used communication protocols and standards on different levels are of 
high relevancy. 

For the communication between Sensor Web Services we use Simple Object Ac-
cess Protocol (SOAP, [12]), which is transported through HTTP, TCP, and IP packets. 
These are in return sent as Ethernet or WiFi messages. Other kinds of sensors and 
standards used in the development of C2-SENSE tools are: 



• Seamless Communication for Crisis Management (SECRICOM, [13]), which ad-
dresses the physical level interoperability for a pervasive and trusted communica-
tion infrastructure. 

• TErrestrial Trunked Radio (TETRA, [14]), Worldwide Interoperability for Micro-
wave Access (WiMAX, [15]), GSM and WiFi.  

• Asset and Resource Management Standards such as Emergency Data Exchange 
Language - Resource Messaging (EDXL-RM, [16]), Global Justice XML Data 
Model (GJXDM, [17]), Joint Consultation, Command and Control Information Ex-
change Data Model (JC3IEDM, [18]), and Hospital AVailability Exchange Lan-
guage (EDXL-HAVE, [19]) 

• Notification Management Standards such as OASIS Common Alerting Protocol 
(EDXL-CAP, [20]), OGC Sensor Web Enablement Information Standards,   OMG 
Alert Management Service (ALMAS, [21]), News Markup Language, or Events 
Markup Language (EML, [22]). 

• Situational Awareness Standards such as EDXL-Situation Reporting (SitRep, 
[23]), Tracking of Emergency Patients (TEP, [24]), and Emergency Geospatial Da-
ta Distribution Standards such as OGC Web Services (OWS, [25]), OGC Keyhole 
Markup Language (KLM, [26]), OGC Geography Markup Language (GML, [27]) 
or compact GML.  

4 Requirements Engineering Methodology 

Well-designed and efficient coordination of ideas and implementations is required 
when involving several project partners. The requirements engineering methodology 
implemented in the C2-SENSE framework aims at providing this in a simple and 
sufficiently flexible way. 

4.1 Requirements Engineering Process 

The requirements engineering process used in the C2-SENSE project is shown in Fig. 
1. Firstly, a state-of-the-art analysis of relevant projects, tools and technologies is 
prepared. The analysis is used as a primary basis for the second step, i.e. the extrac-
tion of C2-SENSE requirements. Further, the requirements in general can be subdi-
vided into system requirements and pilot application requirements. Thus, there is an 
interchange between these two tasks. Pilot requirements and general requirements 
tasks cooperate in order to provide a common understanding of the project goals, as 
well as to synchronize the inputs of users and technical partners who are responsible 
for the implementation of software components. 

Concrete input for requirements engineering is provided by use case diagrams de-
veloped by each project partner. The diagrams define the functionality of the respec-
tive components, and templates for technical and user requirements, and for the re-
quirements platform database. 

The requirements platform database can be accessed via a Web platform interface 
and is used to categorize different kinds of requirements. It is also used to manage the 



requirements and their changes during the life-cycle of the framework. Finally, the 
requirements are used in the architecture and design tasks for defining the architecture 
of the C2-SENSE system.  

 
 

Figure 1: Requirements Engineering Process 
 
 
In the next section, a more detailed explanation of the engineering process steps is 

provided. 
 

4.2 Disaster Management Requirements 

The following general disaster management requirements are supported by the C2-
SENSE platform: 
 
• Collaborative Decision Making: 

Collaborative Decision Making supports different users, different command and 
control systems, and different doctrines and procedures. 

• Tasking: 
First responders and other units and resources need to be organized, i.e., tasked 
with assignments. 

• Monitoring and Reporting: 
Monitoring and Reporting provide position reports and reports on casualties and 
obstacles. 

• Re-tasking: 
Re-tasking may be required during a mission to allocate a unit which is available 
in a given period of time.  
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4.3 Technical Requirements and Use Cases 

C2-SENSE requirements are divided into technical and user requirements. Technical 
requirements are further subdivided into functional and non-functional requirements.  

An example of a functional technical requirement is the one that is related to the 
interoperability tasks central to the C2-SENSE framework: a development of protocol 
adapters that provide a standardized, common view of all integrated data sources and 
services. Such approach produces the framework where the data is linked automati-
cally, as in Linked Data [28]. 

For non-functional requirements there are notions of independency, scalability, ac-
countability, etc. For example, one of the requirements is that the user interface mod-
ules must not rely on proprietary APIs or services that pose the risk of exposing secu-
rity and privacy sensitive information to third parties. Such requirements are carefully 
considered in order to make their implementation and usage as smooth as possible.    

The user requirements are developed based on use cases that are defined by each 
partner for their respective component. Moreover, the use cases are directly related to 
the functional technical requirements, where one technical requirement can have sev-
eral use cases. A use case describes a specific function required by the user or the user 
program/system. These are carefully chosen based on the domain user experience (i.e. 
a fireman, an NGO activist, or a local authority representative), the Emergency and 
Disaster literature and standards, and the technical requirements. An example of a use 
case is the “plug and measure” component, i.e. plugging in a sensor that immediately 
becomes eligible for measurement operations. 

When considering responsibilities, each partner is given the possibility to provide 
the technical and user requirements that fit to that partner’s domain and expertise. At 
the end, the sum of all requirements corresponds to the architecture of the whole sys-
tem, which means that functional requirements are bound to the system components. 

4.4 Templates 

In order to collect technical requirements and use cases from all project partners, tem-
plates based on [29] and [30] were provided. They were designed as forms and were 
also used to prepare partner input for the requirements database. The goal of this is to 
make the cooperation and planning simpler, to identify the possible issues at an early 
stage, and to ease the transition to the architecture and the implementation.  

The technical requirements template consists of a general, but concise description 
of the C2-SENSE component, a list of use cases implied by the component, a general 
function description of the component, and a description of the characteristics of the 
intended component's users, including educational level, experience and/or technical 
expertise.  

The use case template is more extensive. The project partners provide the follow-
ing information in the template: a description of what the specific use case does and in 
which context the use case is applied; the scope of the use case (i.e. which system 
component in the framework is considered); a list of actors involved in the use case, 
where the actor refers to a person, a role or a system that triggers the use case in order 



to reach the defined goal; a description of the goal that the actor pursues upon use 
case execution; a trigger event and the frequency of the use case realization (e.g. once 
daily, weekly, etc.). Additionally, UML use case and sequence diagrams are provided 
to explain the use cases in more detail. 

4.5 Requirements Platform 

The requirements platform is an ancillary way of increasing the efficiency of the re-
quirements engineering process. It is developed to provide a simple method for tech-
nical and user requirements input. Moreover, it is meant for the long-term manage-
ment of requirement changes, as well as for input of new requirements discovered in 
later phases of the project.   

In short, the platform is a web page3, on which each project partner has a possibil-
ity to log and submit the changes to the existing requirements, or to provide new re-
quirements (see Fig. 2). The web platform is structured in a way that the distinctions 
and relations between the technical and user requirements are very clear. This should 
increase the efficiency and understanding among the project partners. 

 
 

Figure 2: Screenshot of the Requirements Database platform of the C2-SENSE framework. 

5 Discussion 

Our experience with the proposed methodology for requirements elicitation is two-
fold. At first we started by defining a template in a text document and provided it to 
project partners based on their responsibilities. The problem, however, was to moti-
vate every partner to participate to the collection of requirements and to show them 
the importance of having a complete set of framework requirements. The break-

3 Requirements Database of the FP7 project is located at http://service.ait.ac.at/c2-sense/ 
                                                           



through idea was to initiate a web platform for requirements collection and visualize 
how requirements are related to each other and how the lack of information on a use 
case can lead to problems in the implementation phase. After understanding the link-
age and the possible impacts, in addition to have an easy to use and intuitive platform 
for collection and management, the process of requirement engineering has improved 
significantly.  

    The feedback from all our partners was positive after the change in methodolo-
gy and we managed to collect user requirements, technical requirements, and use 
cases in a quick and professional way. It is often very tough to decide when a list of 
requirements is complete; therefore pitfalls can arise when requirements management 
is overstressed. On the one hand one does not want to miss important requirements 
and have an incomplete specification, but on the other hand, putting too much effort 
in completing the specification phase is not only cumbersome and repetitive for the 
project team, but also does not lead to a lot of new insights. 

Therefore, we recommend a requirement elicitation which supports a dynamic, it-
erative process and management of new requirements and update of already existing 
ones throughout the whole project phase. 

6 Conclusions 

This paper describes the work in the area of requirements engineering specifically 
applied to semantic sensors in the Emergency Management field. Our contribution is 
primarily in the proposed method for collection, management, and evolution of re-
quirements, and the development of specific categories for Emergency Management 
sensor system requirements.  

We apply templates that cover the necessary information for technical and user re-
quirements. This is thus more important since there are several international partners 
involved in the project. A template keeps the ideas concise and simple, which on the 
other hand increases the understanding in the communication process among partners.   
We also introduce a web platform, which covers the whole requirements engineering 
process and which can be reused for similar projects. Our experience with the plat-
form shows that it is effective and efficient, and that it provides a simple way to man-
age requirements for all the partners involved. 

Well-designed and implemented requirements engineering is one of the keys for 
the success of a project such as C2-SENSE. It is a founding ground for the remaining 
steps in a process of a system development, and as such is of high importance. It 
must, however, be simple and flexible enough to allow changes at later stages in the 
project, and to aid the exchange of ideas among partners. Our proposed method pro-
vides the mentioned, is implemented in the C2-SENSE project, and can thus be used 
in similar projects. 
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