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Abstract—Flexibility and change at both design- and runtime are fast becoming the Rule rather than the Exception in disease surveillance processes. This is attributed to the diversity in public health threats, to continuous advances in domain knowledge, the increase in expert knowledge, and the diverse and heterogeneous nature of contextual variables. Disease surveillance is one such processes and it is characterized by collaborative work and decision making between users with heterogeneous profiles on processes designed on-the-fly. A model for disease surveillance processes should thus natively support flexible workflow design and enactment as well as human interactions. We show in this paper how the Active Workspaces model proposed by Badouel et al. for distributed collaborative systems provides this support.
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1. Introduction

For over twenty years, public health information systems have prospered in all medical areas and activities, in line with the advances in health informatics and related technologies. These systems are identified by the American Medical Informatics Association (AMIA) as belonging to Public Health Informatics (PHI), a specific subdomain of Health Informatics, defined as "the systematic application of information and computer science and technology to public health practice, research, and learning [23]." The scope of PHI was described as "the conceptualization, design, development, deployment, refinement, maintenance, and evaluation of communication, surveillance, information, and learning systems relevant to public health." A recent article in the AMIA yearbook of medical informatics [27] introduces a review of English-language PHI publications in Medline (2012-2014), in which authors propose main essential services such as monitoring health, supporting diagnosis, investigating outbreaks, and evaluating systems. The systems providing these services could be considered as decision support systems since it uses data, documents, knowledge and/or models to identify and solve problems and make decisions. Concerning syndromic surveillance, defined as the continuous monitoring of public health-related information sources for early detection of adverse disease events, numerous early warning systems are currently used by experts belonging to international, national or local public health institutions. This decreases the response delays, improves effectiveness, and reduces the health impact of the outbreak. According to Chaudet et al. [26][17], outbreak identification and confirmation are managed by epidemiologists during "situation diagnosis," which consists in validating (or revoking) an alarm (signal identified as aberrant or abnormal) and transforming it into an alert (real characterized outbreak), then proposing initial countermeasures.

In health domains, known for their complexity and uncertainty, carrying out situation diagnosis implies complex decision-making processes and involves a wide range of interrelated human, biological and/or environmental activities. A disease surveillance network is thus a socio-technical system which associates geographically distant medical stakeholders (up to a few thousand people in different specialties) with dedicated systems and technical tools (telephone, satellite, digital documentation, …) collaborating to detect and manage outbreaks [28]. More so, disease surveillance is a semi-structured [16] process which entails that only high level tasks can be clearly defined prior to process execution since most of the activities are discovered at runtime as data becomes available. This increases the complexity as users have to design and run the process-workflow on-the-fly.

Such a system in which users collaborate and share information intensively over a process model defined on-the-fly is termed a dynamic knowledge intensive system [2][11]. The modelling objective in such systems is not to completely automate the processes and their orchestrations but to provide users with expressive tools to permit them flexibly and efficiently create and run processes while making optimal use of the resources at their disposal. These tools can be grouped into four main categories:

1) Tools for Real-time Iterative Workflow Construction and Orchestration: As mentioned above, situation diagnoses for instance which is a major phase
in the syndromic surveillance process is an expert activity[17][26]. This means that the decisions and actions to be taken are determined by the expert usually based on incomplete non-pathogenic data. Thus the activity though standardised but remains highly unpredictable.

2) **Tools for User-Interactions:** Disease surveillance is a distributed collaborative activity (spatial and temporal) involving several stakeholders with diverse profiles[29][28]. These stakeholders interact (asynchronously) in myriad ways to find solutions to questions raised during disease surveillance[28].

3) **Tools for managing Exceptions and Uncertainty:** Disease surveillance data is usually described as being incomplete, non-pathogenic, and biased [17]. These are sources of uncertainty and inconclusive decision making. This uncertainty is even accentuated when attempts are made to predict future disease incidences. [30] presents uncertainty as one of the cross-cutting issues that all disease surveillance systems need to address.

4) **Tools to support Decision Making:** The main objective of monitoring diseases is to facilitate decision making and take timely action against public health threats[8][31][32]. In [31], PHI decision support is defined as the process of bringing relevant knowledge to bear to aid decisions involving the health and wellbeing of a population through the use of electronic information. Providing decision support is thus mandatory in all PHI information systems.

In this paper, we present an informal description of the Active-Workspaces model [1], a distributed, user-centric, and data-driven business process model built on guarded attribute grammars. Though the Active Workspaces model can be easily extended to address all of the four tools above, we limit this paper to showing how it provides support for Tools 1 and 2.

The rest of the paper is organized thus: section 2, presents related works in disease surveillance process modeling and business process modeling tools; section 3 presents an illustrative scenario; Sections 4 and 5 respectively elucidate the Active-Workspaces model with its user-centered collaborative constructs, and how the workspace can evolve. Conclusions and future works are stated in section 6.

2. Related Work

Research in public health informatics and disease surveillance in particular has focused on identifying trends/patterns in diseases, potentially viable data variables and sources, and developing novel methods of collecting, aggregating, analysing, and interpreting surveillance information. Little has been done to capture the activities, data, decision, and collaboration schemes that are involved in disease surveillance. In [6], [5], [19] and [8] high-level steps are presented with sample activities that can be carried out at each of them. They go further to characterise the environments (pre-conditions) that favour the application of each of these activities. These pre-conditions only become satisfied at run-time thus supporting our argument for iterative process design and execution.

Futhermore, business process modelling use cases have evolved so far from models that stress on the control and coordination of tasks using state-based formalisms like automata and petri-nets [18][21][14][20][13][10], through data-centric approaches [22][25][4] that use data to dictate the orchestration of activities in a business process, to artifact centric workflows [7][3][24][15] that combine data and activities in one whole (artifacts) and use state-based [24] or declarative [3][7][15] constructs to guide the evolution of these artifacts in a business process. These techniques however are adapted for structured-domains since they lack the required flexibility needed in disease surveillance processes and place users in the external environment.

3. Illustrative Scenario

We describe below scenarios in syndromic surveillance to better motivate the work presented in this paper.

Several users participate in this scenario: clinicians, biologists, epidemiologists, and pharmacists. We suppose that an Influenza outbreak alarm has just been raised and an epidemiologist assigned to investigate the alarm. We recall that the investigation process aims at confirming the alarm into an alert or revoking it.

The epidemiologist knows of the existence of the different actors listed above but cannot say a priori when or how he will need them during the investigation. Suppose for example that the indicator variable that produced the alarm was *pharmacy_sales*. He will start by contacting pharmacists in the epidemic zone to ensure that the sales hike is genuine, that is, it is not caused by some commercial campaign or a similar activity. The alarm is immediately revoked if the latter is true. Otherwise, he has to investigate more. Given the high sensitivity associated with using *pharmacy_sales* as an indicator, he decides to pursue tasks that use data tightly correlated with the outbreak. In this case clinical and laboratory diagnostic data. He contacts clinicians in health districts around the epidemic zone for consultation data and runs additional analysis. He requests that patients with Influenza symptoms be contacted and samples obtained if possible and that this be carried out systematically for all new patients presenting symptoms of Influenza. He can even go ahead to request that each sample be multiplied and sent to different biologists for laboratory analysis. This especially if he possesses the required resources or if several tests need to be carried out and he wants to maximize time by spreading the tests across several laboratories.
In parallel to the activities above, he also has to manage a number of support activities such as organizing the transportation of samples from health centers to laboratories, ensuring that the laboratories possess the required reagents and equipment to run the requested tests, etc. He also has to report regularly to public health officials to help them prepare the resources to contain the potential outbreak. He continuous to initiate and run activities collaboratively with other actors until he reaches a conclusion.

If on the other hand the indicator variable was different, say school_absenteeism or triade_calls or consultation_data, a completely different set of activities will probably be executed. Furthermore, if this task was assigned to a different epidemiologist, it is not certain that he will run the activities in the same order, or even use the same set of activities. This is because the latter and their ordering highly depend on the experience and expertise of the user and on how much he knows of his environment. Hence the Knowledge-Intensive character of surveillance systems.

This scenario shows how complex resolving a simple task might become when new data becomes available and how unpredictable the surveillance process can be. A model for such a process should therefore provide flexible constructs for building and executing process workflows on-the-fly. The fact that the process model changes is the rule and not the exception.

We also note different forms of interactions between the users and their working environments and equipment (phones, computers, etc.), and among users. For example, the epidemiologist has to interact with his work environment to accept and complete the alarm investigation request and at some point he needs to communicate with other users by sending new requests. Suppose that for some reason in the middle of the investigation, the acting epidemiologist becomes unavailable, the activities he has carried out as well as the information he has gathered will have to be transferred to the new epidemiologist. This is another form of interaction between users: synchronizing expert data.

4. Active-Workspace : User-centered Flexible and Collaborative constructs

In this section we present a succinct informal definition of the Active-Workspaces model. We lay emphasis on the properties that are required to address the two preoccupations treated in this paper. A more formal and complete description of the model is found in [1].

4.1 Active-Workspace

The Active-Workspaces (AW) model is an asynchronous cooperation model in which each participating user is assigned a workspace. A user’s workspace is an arborescent (mindmap-like) structure that holds all tasks in which the user is involved as well as the data required to resolve these tasks. The arborescent structure is reminiscent of the hierarchical organisation of tasks in which large complex tasks are broken down to small less complex ones. Each node of the mindmap has a sort $s$ indicating the name of the task assigned to it. Task $s$ can be further decomposed into subtasks $s_1, \ldots, s_n$ by applying production $P : s \rightarrow s_1, \ldots, s_n$. A node is said to be closed when one such production $P$ has been applied to it, otherwise, it is an open node. In the former case, the node has successors corresponding to subtasks in the right hand side of $P$. If the right hand side of $P$ is empty, then node $s$ is a leave of the tree. Open nodes, also called buds, have no successor nodes. A bud represents a pending task that requires the attention of the user: the bud grows when the user decides to apply a production to it. When this happens, the bud becomes a closed node associated with the production and it has $n$ successor nodes that are newly created buds given by the subtasks $s_1, \ldots, s_n$ in the right-hand side of the production.

The hierarchical decomposition of tasks is thus not pre-defined but depends on decisions made by the user at each step. In disease surveillance, this is particularly useful especially during situation diagnosis. For example, faced with an Influenza outbreak alarm, an expert has to decide whether to use an approach that integrates clinical information, laboratory diagnostic information, spatial data, more profound data analysis, etc. or to just stick with an approach that combines a few of these activities. These approaches can be captured in different productions with the same sort from which the expert can choose when necessary.

Also, Active Workspaces have two main structurally independent layers: an underlying guarded attribute grammar (GAG) model and a GAG execution engine. Any changes made to the underlying grammar are directly visible to the execution engine. This means that new production rules can be added to the grammar at any time and they are immediately available for subsequent task resolution. In the example above, if the expert wants to use an approach for which no defining production exists, he can instantly create one and use it.

4.2 Collaboration and User Interactions

Each workspace is associated with at least one service rendered by the user. A service is represented by a unique sort called the axiom of the grammar. The particularity of this sort is that it does not appear in the right hand side of any production of the grammar. Nodes whose sorts are axioms (service nodes) are directly attached to the root node of the workspace tree. The resulting sub-tree rooted at such a node is called an artifact. A service call therefore instantiates a new artifact, reduced to a single bud at the root of the workspace. This artifact then develops by the user. A service is represented by a unique sort called the axiom of the grammar. The particularity of this sort is that it does not appear in the right hand side of any production of the grammar. Nodes whose sorts are axioms (service nodes) are directly attached to the root node of the workspace tree. The resulting sub-tree rooted at such a node is called an artifact. A service call therefore instantiates a new artifact, reduced to a single bud at the root of the workspace. This artifact then develops by the application of productions until it contains no open nodes, that is, the service has been completely rendered. In a multi-user context, we model collaboration between the different
workspaces. Each workspace is associated with at least one grammar identified by its axiom and a set of productions. The sorts of a grammar are either local to the grammar (that is, they appear at the left hand side of at least one production of the grammar), or external (that is, they make reference to axioms of other grammars). Applying a production is just like in a single user scenario with the difference that a sort at the right hand side of a production which references a different grammar will be interpreted as a call to an external service. Resolving this kind of open node provokes the creation of a new artifact in the workspace of the user to whom the grammar is attached. The behaviour of the workspace remains the same as in the single user scenario but for the fact that parts of an artifact will be developed at distant sites when service calls are made.

For example, in the syndromic surveillance scenario above, the epidemiologist requests the expertise of clinicians and pharmacists to investigate the alarm. The clinician in turn requests the services of biologists to run a series of tests on extracted samples. All these interactions between the users are materialised through service calls in the Active-Workspaces model.

4.2.1 Roles

Usually several users play the same role in a system. For example in disease surveillance, there exist several clinicians, several biologists, several epidemiologists, etc. This means that these users (in the same role) are attached to the same grammars after a local renaming of the local sorts. Technically, a role is defined by a generic grammar \( G \) and we obtain the disjoint union of these grammars as follows: \( \oplus(r \mapsto R)G = \bigcup_{r \mapsto R}G[r] \), where \( r \) is a user who plays role \( R \) and \( G[r] \) is the grammar obtained from \( G \) by replacing each sort (including the axiom \( s_0 \)) by \( s[r] \). Hence \( s_0[r] \) represents service \( s_0 \) offered by \( r \). We note \( G'[G[r] \text{ where } r \mapsto R] \) the grammar made up of \( \oplus(r \mapsto R)G \) and of a grammar \( G' \) that calls this role. That is, \( G' \) will at some point need to request a service from a user in this role. In \( G' \), we will find productions with parameters such as \( P[r] : s \rightarrow s_0[r] \) expressing that when the user chooses production \( P \) to apply at an open node, he inputs a user \( r \) playing role \( R \). The effective production is thus an instance of this generic production. We can also find in \( G \) productions of the form \( P : s \rightarrow s_0[R] \) expressing that a service call is made to all users of the role \( R \). In this case, the production has no parameters since the request will not be made to a particular user.

When a grammar needs to call several roles, we note \( G\{G_1[r_1] \text{ where } r_1 \mapsto R_1; G_2[r_2] \text{ where } r_2 \mapsto R_2; \ldots \} \) and this construction can be applied hierarchically to model chained calls as follows: \( G_1\{G_2[r_2] \text{ where } r_2 \mapsto R_3 \text{ and } G_2 = G\{G_3[r_3] \text{ where } r_3 \mapsto R_3 \text{ and } G_3 = G\{ \ldots \} \} \}. This constitution of roles is dynamic as new users can subscribe and/or un-subscribe from one or more roles at any moment. Adding a new user to a role poses no particular difficulty since it does not modify existing workspace specifications but only modifies productions which will be called subsequently. However, removing a user from a role might become problematic if there exist in his workspace artifacts with buds. We can in such a situation either forbid the user from unsubscribing from the corresponding role, or transfer the pending artifacts to the workspace of some user of the same role. Also, as we will see later on in this paper, it is possible for a user to define new productions and extend his local grammar. This means that two users with the same role and thus with identical grammars initially might later possess different grammars. In this case, a synchronization of the two grammars is necessary before the transfer operation.

4.3 Attributes and Guards

Productions are used to structure a user’s workspace. They are however not sufficient to model the interactions and data exchanges between the various tasks associated with open nodes (buds). For that purpose, we attach additional information to open nodes using attributes. Each sort \( s \in S \) comes equipped with a set of inherited attributes and a set of synthesized attributes. Values of attributes are given by terms over a ranked alphabet. Calling a task is written as \( (y_1, \ldots, y_m) \leftarrow s(t_1, \ldots, t_n) \) where the \( t_i \)'s are terms denoting the values of the inherited attributes of task and \( y_1, \ldots, y_m \) are (distinct) variables subscribing to the values of its synthesized attributes. The rationale is that we invoke a task by filling in the inherited positions of the form –the inputs– and by indicating the variables that expect to receive the results returned during task execution –the subscriptions–. A (business) rule \( R \) with underlying production \( s_0 \rightarrow s_1 \ldots s_k \), which we note as \( P[r] : s_0 \rightarrow s_1(r) \ldots s_k(r) \), is expressed using the following notation:

\[
\begin{align*}
\text{s}_0(p_1, \ldots, p_n) = \\
\text{input}(r, z_1, \ldots, z_l) \quad \text{do} \\
(y_1(1), \ldots, y_m(1)) \leftarrow s_1(t_1(1), \ldots, t_n(1)) \\
\ldots \\
(y_1(k), \ldots, y_m(k)) \leftarrow s_k(t_1(k), \ldots, t_n(k)) \\
\text{return}(u_1, \ldots, u_m)
\end{align*}
\]

This functional presentation stresses out the operational purpose of business rules: Each task has an input –inherited attributes– seen as parameters and an output –synthesized attributes– seen as returned values.

- The \( p_i \)'s are patterns serving as guards for the rule.
- Variables \( z_l \) inside the \text{input} directive represent values not directly inherited from parent tasks (including users, \( r \)) and which will have to be provided by the user when the rule is chosen. This directive is omitted if no such variables exist in a rule.
The \( u_j \)'s describe the synthesized values produced when applying the rule.

The expressions in the right-hand side are the subtasks that will be associated with the newly created open nodes.

The variables \( y_i^{(j)} \) and the variables occurring in patterns are the input variables, they are pairwise disjoint and denote respectively the information synthesized by the subtasks and the information stemming from the context of the node. The \( y_i^{(j)} \) and the \( u_j \) are terms over the input variables called the semantic rules. They provide respectively the values of the inherited attributes of the subtasks and the values of the synthesized attributes of the main task. In this way, the values of attributes determine the rules that are applicable to resolve a task. That is, rules that are applicable at a bud.

Below is a sample grammar that models the beginning of the alarm investigation process described in Section 3. The grammar depicts a service offered by an epidemiologist. We have written in bold names of external sorts that make reference to other grammars in distant sites. These sorts therefore have no defining rules in this grammar. The rules are labeled R1 to R3 with R1 and R3 having parameters which will have to be filled in by the epidemiologist during execution. These parameters indicate the effective users in whose workspaces the external service requests will be made. In R2 and R3, we introduced guards FALSE and TRUE. These guards automatically filter which of the two rules with sort continue to apply when the first task terminates. If the alarm is seen to be genuine, TRUE, the epidemiologist contacts a clinician sending the alarm information and a set of requests Todos. The result returned by this external service request is used to run additional analysis runAnalysis to confirm or revoke the alarm. Note that when R3 is applied for instance, all its subtasks become buds (ready for execution). However, the runAnalysis bud will have to wait for the other task to complete due to variable dependences. This shows that though no predefined ordering exists between subtasks, an ordering can be introduced using variables synthesized within the subtree.

**R1:**
\[
\begin{align*}
\text{investigateAlarm}(Alarm) = \\
\text{input}(pha) \\
\text{do} \\
(\text{real}) \leftarrow \text{contactPharm}[pha](Alarm) \\
(\text{results}) \leftarrow \text{continue}(\text{real}, Alarm) \\
\text{return}(\text{results})
\end{align*}
\]

**R2:**
\[
\begin{align*}
\text{continue}(\text{FALSE}, Alarm) = \\
\text{return}(\text{False} \_ \text{Alarm})
\end{align*}
\]

**R3:**
\[
\begin{align*}
\text{input}(cli) \\
\text{do} \\
(\text{lab_res}, \text{Patient_data}) \leftarrow \\
\text{contactClinician}[cli](Alarm, Todos) \\
(\text{analysis_res}) \leftarrow \\
\text{runAnalysis}(\text{lab_res}, \text{Patient_data}) \\
\text{return}(\text{analysis_res})
\end{align*}
\]

In some situations it is necessary that semantic rules are not given by plain terms but by more general functional expressions. This is in particular the case when one invokes a service to all individuals playing some particular role. For instance assume that the right-hand side of a rule contains a call of the form \( (y) \leftarrow s[r :: R](x, y[r :: R]) \). Then each individual playing role \( R \) must resolve task \( s \) to produce a synthesized result \( y \) using an inherited attribute \( x \) as well as the values \( y \) synthesized by other users of the same role. This means that to produce his results, each user uses the results produced by other users. Now, a variable \( y \) synthesized by a sort \( s[r :: R] \) can only be used elsewhere in the form \( y[r :: R] \), that is, a vector indexed by elements of \( R \). Such vectors of variables cannot be used directly within terms. One might add projections to extract the variable associated with a given individual \( r :: R \), which we would write \( y[r] \). But in general we are not aware of a particular individual in a given role (and moreover as noted before this set of individuals can vary in time) and one is rather interested in stating conditions such as "there exist \( r :: R \) such that \( y[r] = \text{true} \)" or "for all \( r :: R \), \( y[r] = \text{true} \)", or even "there exist at least 3 individuals \( r :: R \) such that \( y[r] = \text{true} \)", "at least 50% of \( r :: R \) verify \( y[r] = \text{true} \)" etc. when variable \( y \) holds a boolean value.

More generally one can express the semantic rules using any kind of functional expressions as long as the values of inherited attributes evaluate to terms so that they can be matched against patterns.

For example in scenario described in section 3, when a laboratory test is sought from several biologists (call them pete, bob, john, ...), and they need to each return a lab test result, \( \text{labTR} \), the value returned by each of them is accessed as follows: \( \text{labTR}[\text{pete} :: \text{biologist}] \), \( \text{labTR}[\text{bob} :: \text{biologist}] \). It is also possible to use these in conditions like "there exist \( \text{labTR}[\text{pete} :: \text{biologist}] \)" which checks if there exist any biologist who as already provided a result, "at least 3 \( \text{labTR}[\text{pete} :: \text{biologist}] \)" which asserts that at least three biologist have provided results for the lab test, etc. These conditions coupled with terms are useful to drive the application of other rules at buds.

### 4.4 Temporal Dependencies and Constraints

Time is a critical and determining factor in user-satisfaction, cost reduction and increased productivity in business processes. In disease surveillance in particular,
timeliness is a major metric used to assert and/or evaluate the effectiveness and relevance of the process. Due to space constraints and given the extensiveness of this topic, we only present high level temporal constraints and dependencies.

We add a time-dimension to the Active-Workspaces model using the concepts defined in [34] and [33] based on Allen’s Interval Algebra[35]. These works identify the following intuitive temporal constraints: Must Start On (MSO), Must Finish On (MFO), As Soon As Possible (ASAP), As Late As Possible (ALAP), No Earlier Than (NET) and No Later Than (NLT). These constraints are attached to tasks at specification time and are used by a scheduler to control task start and end times. The specifications of the scheduler are beyond the scope of this paper. All constraints for subtasks are defined and interpreted relative to some reference point, usually the start and end times of the parent task or of sibling tasks. For instance, if data collection and data analysis are subtasks of the disease surveillance task, both subtasks can be defined to start ASAP, but the constraint on the collection task interpreted relative to the parent task and that on the analysis task interpreted relative to the collection task. The MSO and MFO constraints are strict and force the task to start or stop at exactly some time-point from the reference time. If no constraint is specified for a task, it is assumed that the task starts ASAP and finishes ASAP. Such a task is immediately executed when all necessary inputs become available and finishes as soon as all computations complete.

Also, based on the temporal constraints that exist between tasks and their data dependencies, we deduce temporal dependencies between tasks within a business rule. By temporal dependency, we mean any relationship between two tasks in which the start or end of one depends on the start or end of the other. The following four temporal dependency relationships are possible: Start to Finish (SF), Start to Start (SS), Finish to Start (FS), and Finish to Finish (FF). For instance, the data collection and data analysis tasks described in the previous paragraph have an SS relationship written SS(data collection, data analysis) meaning that data analysis cannot start until data collection has started. In like manner, an SF, FS, or FF relationship between two tasks \( S_1 \) and \( S_2 \) respectively means that \( S_2 \) cannot finish until \( S_1 \) starts, \( S_2 \) cannot start until \( S_1 \) finishes, and \( S_2 \) cannot finish until \( S_1 \) finishes.

Lastly, additional temporal components, Lag-Time and Lead-Time can be added to temporal dependencies to respectively account for waiting times between tasks and for overlapping tasks.

5. Workspace Evolution

The Active-Workspaces model is adapted for "Open Systems" in which the actions of users are not explicitly specified at design time. These systems are distributed and evolve dynamically with users playing a primordial role. They need to continuously design and run parts of a business process and collaborate with each other. Even when task specifications exist, the effective actions a user undertakes (deciding which task to run, providing input data, etc.) are not specified in advance.

In section 4 we presented two ways in which a workspace can evolve. A user can either explicitly add new productions to an existing grammar or obtain productions defined by another user when their workspaces are synchronized. Also, as noted in [1], the process always interacts with external tools such as databases, email systems, time servers, etc. the so-called side-effects. These external systems complement the active-workspaces model. They allow that real world activities like extracting samples from patients, sending messages, etc. be associated to a rules. Also, these external tools can be used to extract information from enacted artifacts to build dashboards or to feed some local database that are later used to guide the user on her choice of the rule to apply for a pending task. They may, in a more coercive fashion, suggest a specific rule to apply or even inhibit some of the rules. Some information from dashboards or contained in a local database can also be used to populate some input parameters of a rule in place of the user.

6. Conclusion and Future work

In this paper, we characterized the process of monitoring diseases and health conditions of interest for unwanted events as being user-driven and data-centric. The unpredictable nature of the process further justified its knowledge-intensive characteristic. We identified four major modeling use cases that should be fulfilled by disease surveillance process modelers. The active-workspaces model can be extended to offer all four use cases. In this paper, we explicitly present how the active-workspaces model can address the first two use cases namely: dynamic workflow construction and execution, and user interactions. A prototype for the Active Workspaces model which is currently under construction will further demonstrate its pertinence and applicability.

Due to space constraints, we left out certain aspects of the Active Workspaces model which of course we will gladly add in an extended version if this paper is considered for publication. These aspects include:

- The architecture of an Active Workspace: this comprises, the underlying Guarded Attribute Grammar (GAG) engine; the Active Workspaces server that manages users and roles (adding/removing users and/or roles, subscribing/un-subscribing a user from a role), and managing communication between workspaces.
- The user interface: with visualizations of artifact trees, interfacing with external tools, enacting workflows, etc.
- GAG specifications of the key steps in the scenarios described in this paper.
- The extensive formal specification of temporal constraints and dependencies.
We are currently extending the Active Workspaces model to integrate external support for workspace construction using data mining techniques, process mining techniques, and connecting the model with a disease surveillance knowledge base. These will be necessary to demonstrate how the Active Workspaces model can be used to manage uncertainty and effective decision making, two of the use cases identified at the beginning of this paper.
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