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Abstract

As the computational power of high performance computing (HPC) systems continues to
increase by using a huge number of cores or specialized processing units, HPC applications
are increasingly prone to faults. In this paper, we present a new class of numerical fault
tolerance algorithms to cope with node crashes in parallel distributed environments. This
new resilient scheme is designed at application level and does not require extra resources, i.e.,
computational unit or computing time, when no fault occurs. In the framework of iterative
methods for the solution of sparse linear systems, we present numerical algorithms to extract
relevant information from available data after a fault, assuming a separate mechanism ensures
the fault detection. After data extraction, a well chosen part of missing data is regenerated
through interpolation strategies to constitute meaningful inputs to restart the iterative scheme.
We have developed these methods, referred to as Interpolation-Restart techniques, for Krylov
subspace linear solvers. After a fault, lost entries of the current iterate computed by the solver
are interpolated to define a new initial guess to restart the Krylov method. A well suited initial
guess is computed by using the entries of the faulty iterate available on surviving nodes. We
present two interpolation policies that preserve key numerical properties of well-known linear
solvers, namely the monotonic decrease of the A-norm of the error of the conjugate gradient
or the residual norm decrease of GMRES. The qualitative numerical behavior of the resulting
scheme have been validated with sequential simulations, when the number of faults and the
amount of data losses are varied. Finally, the computational costs associated with the recovery
mechanism have been evaluated through parallel experiments.

1 Introduction
One of the current challenge in high performance computing (HPC) is to increase the level of
concurrency by using the largest number of resources operated at lower energy consumption. The
use of these parallel resources at large scale leads to a significant decrease of the mean time between
faults (MTBF) of HPC systems. To cope with these unstable situations, parallel applications have
to be resilient, i.e., be able to compute a correct output despite the presence of faults.

To guarantee fault tolerance, two classes of strategies are required. One for the fault detection
and the other for fault correction. Faults such as computational node crashes are obvious to
detect while silent faults may be challenging to detect. To cope with silent faults, a duplication
strategy is commonly used for fault detection [42, 20] by comparing the outputs, while triple
modular redundancy (TMR) is used for fault detection and correction [40, 36]. However, the
additional computational resources required by such replication strategies may represent a severe
penalty. Instead of replicating computational resources, studies [6, 39] propose a time redundancy
model for fault detection. It consists in repeating computation twice on the same resource. The
∗Inria, France
†Université Bordeaux, France
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advantage of time redundancy models is the flexibility at application level; software developers can
indeed select only a set of critical instructions to protect. Recomputing only some instructions
instead of the whole application lowers the time redundancy overhead [26]. In some numerical
simulations, data naturally satisfy well defined mathematical properties. These properties can
be efficiently exploited for fault detection through a periodical check of the numerical properties
during computation [10].

Checkpoint/restart is the most studied fault recovery strategy in the context of HPC systems.
The common checkpoint/restart scheme consists in periodically saving data onto a reliable storage
device such as a remote disk. When a fault occurs, a roll back is performed to the point of the most
recent and consistent checkpoint. According to the implemented checkpoint strategy, all processes
may perform the periodical record simultaneously. It is called a coordinated checkpoint [12, 35,
29]. In parallel distributed environments, synchronizations due to coordination may significantly
degrade application performance [13, 24]. To avoid synchronization, uncoordinated checkpoint
may be employed combined with message logging protocols [3, 7, 21]. Many mechanisms have
been developed to lower the overhead of the checkpoint/restart strategy [23, 30, 41]. However,
the additional usage of resources (such as memory, disk) that is required by checkpoint/restart
schemes may be prohibitive, or the time to restore data might become larger than the MTBF [9].

Algorithm based fault tolerance (ABFT) is a class of approaches in which algorithms are
adapted to encode extra data for fault tolerance at expected low cost [18, 5, 16, 28]. The basic idea
consists in maintaining consistency between extra encoded data and application data. The extra
encoded data can be exploited for fault detection and for loss data recovery. ABFT strategies may
be excellent candidates to ensure the resilience of an application; however they induce extra costs
for computing and storing the data encoding even when no fault occurs.

In this paper, we present numerical resilient methods for linear system solvers that are the
innermost numerical kernels in many scientific and engineering applications and also often ones
of the most time consuming parts. To solve systems of linear equations, direct methods based
on matrix decompositions, are commonly used because they are very robust. However, to solve
large and sparse systems of linear equations, direct methods may require a prohibitive amount
of computational resources (memory and CPU). To overcome the drawbacks of direct methods,
iterative methods constitute an alternative widely used in many engineering applications. The basic
idea is to approximate the solution of large sparse systems of linear equations, through successive
iterations that require less storage and fewer floating-point operations. In addition to having
attractive computational features for solving large sparse systems of linear equations, iterative
methods are potentially more resilient. After a “perturbation” induced by a fault, the computed
iterate can still serve as an initial guess as long as the key data that define the problem to solve,
that are the matrix and the right-hand side, are not corrupted. We exploit this natural resilience
potential to design robust resilience iterative solvers which may still converge in the presence of
successive and possibly numerous faults.

In the context of parallel distributed computing, common faults are hardware node crashes. To
cope with such node crashes often referred to as hard faults, an interpolation strategy has been
introduced for GMRES in [22]. It consists in computing meaningful values for the lost entries of
the current iterate through the solution of a relatively small linear system. The recovered iterate
is then used as a new initial guess to restart GMRES. We name Linear Interpolation this class of
methods and denote it LI in the sequel. Although this approach is suitable for iterative solvers
in general, it can be applied only if the matrix associated with the local linear system to be
solved for performing the interpolation is non singular. This property is guaranteed if the (global)
matrix is SPD, but may not hold otherwise. For this reason, we introduce a new strategy that
can be applied to any type of linear system. This alternative interpolation approach is based on a
linear least squares solution that ensures the existence and uniqueness of the regenerated entries
without any assumption on the matrix associated with the linear system. We name Least Square
Interpolation this class of more robust but potentially more expensive methods and denote it LSI
in the sequel. Furthermore, we generalize all considered LI and LSI techniques to simultaneous
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multiple fault cases (i.e. when multiple nodes crash during the same iteration). In addition, using
simple linear algebra arguments, we show that the developed techniques preserve key monotonic
properties of CG and GMRES. In the sequel, these LI and LSI numerical resilient strategies are
called Interpolation-Restart (IR) strategies.

The remaining of the paper is organized as follows. In Section 2, we present various IR tech-
niques and analyze their numerical properties. Multiple fault cases are also discussed and we
describe different approaches to handle them. We consider the two main Krylov subspace meth-
ods, namely CG and GMRES and demonstrate that the proposed IR strategies preserve their key
numerical properties. We particularly focus on variants of preconditioned GMRES and discuss
how the location of the preconditioner impacts the properties of our IR strategies. Section 3 is
devoted to the qualitative numerical study of the resilient schemes. The fault rate and the volume
of damaged data are varied to study the robustness of the IR strategies. In Section 4, we present
parallel designs for the considered IR strategies that we use for illustrating their respective com-
putational cost in a parallel distributed environment. Finally, some conclusions and perspectives
are discussed in Section 5.

2 Strategies for resilient iterative methods

2.1 Context
In this section, we introduce the governing ideas that underlie the design of the IR strategies.
For the sake of exposure, we restrict ourselves to parallel distributed environments although these
strategies can be extended to other HPC contexts as long as a reliable fault detection mechanism
is available. On parallel distributed platforms, the crash of a node is usually easily detected. We
consider the solution of sparse linear system

Ax = b,

where the matrix A ∈ Rn×n is nonsingular, the right-hand side b ∈ Rn and the solution x ∈ Rn.

Assumption 1. In our parallel computational context, all the vectors or matrices of dimension n
are distributed by blocks of rows in the memory of the different computing nodes but scalars or low
dimensional matrices are replicated.

According to Assumption 1, the right-hand side b and the coefficient matrix A are distributed
according to a block-row partition as well as all vectors of dimension n generated during the solve
step whereas scalars or low dimensional matrices are replicated on all nodes. Let N be the number
of partitions, such that each block-row is mapped to a computing node. For all p, p ∈ [1, N ], Ip
denotes the set of row indices mapped to node p. With respect to this notation, node p stores the
block-row AIp,: and xIp as well as the entries of all the vectors involved in the solver associated
with the corresponding row indices of this block-row. If the block AIp,Iq contains at least one
nonzero entry, node p is referred to as neighbor of node q as communication will occur between
those two nodes to perform a parallel matrix-vector product. By Jp = {`, a`,Ip 6= 0}, we denote
the set of row indices in the block-column A:,Ip that contain nonzero entries and |Jp| denotes the
cardinality of this set.

When a node crashes, all available data in its memory are lost. We consider the formalism pro-
posed in [22] in the same computing framework, where data loss are classified into three categories:
computational environment, static data and dynamic data. The computational environment is all
data needed to perform the computation (code of the program, environment variables, . . . ). Static
data are those that are setup during the initialization phase and that remain unchanged during
the computation. They correspond to the input data to the problem and include in particular the
coefficient matrix A, the right-hand side vector b. Dynamic data are all data whose value may
change during the computation. The Krylov basis vectors (e.g., Arnoldi basis, descent directions,
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Figure 1: General interpolation scheme. The matrix is initially distributed with a block-row
partition, here on four nodes (a). When a fault occurs on the node P1, the corresponding data
are lost (b). Whereas static data can be immediately restored, dynamic data that have been lost

cannot and we investigate numerical strategies for regenerating them (c).

residual, . . . ) and the iterate are examples of dynamic data. In Figure 1a, we depict a block row
distribution on four nodes. In blue, we have static data associated with the linear system (i.e.,
matrix and right-hand side) while dynamic data (here only the iterate is shown) are in green. If
the node P1 fails, the first block-row of A as well as the first entries of x and b are lost (in black in
Figure 1b). Because our primary interest is in the numerical behavior of the schemes, we possibly
make strong assumptions on the parallel environment. In particular, we assume that when a fault
occurs, the crashed node is replaced and the associated computational environment and static data
are restored [22]. In Figure 1c for instance, the first matrix block-row as well as the corresponding
right-hand side are restored as they are static data. However, the iterate being dynamic is definitely
lost and must be recovered. For the sake of generality among Krylov methods, we do not attempt
to regenerate all the dynamic data but only the iterate. Our approach consists in interpolating the
lost entries of the iterate using interpolation strategies adapted to the linear systems to be solved.
The interpolated entries and the current values available on the other nodes define the recovered
iterate which is hence used as an initial guess to restart the Krylov method.

We assume in the rest of Section 2 that the fault occurs during iteration k+1 and the interpo-
lation strategies are based on the values of the iterate at iteration k. Firstly, we assume that only
one fault occurs at a time in Sections 2.2 and 2.3. After, we relax that assumption in Section 2.4
to consider simultaneous multiple fault cases (at the iteration granularity).

2.2 Linear interpolation
The LI strategy, first introduced in [22], consists in interpolating lost data by using data from
surviving nodes. Let x(k) be the approximate solution when a fault occurs. After the fault, the
entries of x(k) are known on all nodes except the failed one. The LI strategy computes a new
approximate solution by solving a local linear system associated with the failed node. If the node
p fails, x(LI) is computed via

x
(LI)
Iq

= x
(k)
Iq

for q 6= p,

x
(LI)
Ip

= A−1Ip,Ip(bIp −
∑
q 6=p

AIp,Iqx
(k)
Iq

). (1)

The motivation for this interpolation strategy is that, at convergence (i.e., x(k) = x), it re-
generates the conservative solution (x(LI) = x) as long as AIp,Ip is non-singular. Furthermore we
show that such an interpolation exhibits a property in term of A-norm of the error for symmetric
positive definite (SPD) matrices as expressed in the proposition below.
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Proposition 1. Let A be SPD. Let k + 1 be the iteration during which node p crashes. The
regenerated entries x(LI)Ip

defined by Equation (1) are always uniquely defined. Furthermore, let
e(k) = x − x(k) denote the forward error associated with the iterate before the fault occurs, and
e(LI) = x− x(LI) be the forward error associated with the recovered iterate computed using the LI
strategy (1), we have:

‖e(LI)‖A ≤ ‖e
(k)‖A.

Proof. 1. Uniquely defined x
(LI)
Ip

: because A is SPD so is AIp,Ip that is consequently non-
singular.

2. Monotonic decrease of ‖e(LI)‖A: for the sake of simplicity of exposure, but without any
loss of generality we consider a two node case and assume that the first node crashes. Let

A =

(
A1,1 A1,2

A2,1 A2,2

)
be a SPD matrix, where x =

(
x1
x2

)
denotes the exact solution of the

linear solution. The equations associated with the exact solution are:

A1,1x1 +A1,2x2 = b1, (2a)
A2,1x1 +A2,2x2 = b2.

By linear interpolation (Equation (1)), we furthermore have:

A1,1x
(LI)
1 +A1,2x

(k)
2 = b1, (3a)

x
(LI)
2 = x

(k)
2 . (3b)

The proof consists in showing that δ = ‖x(LI) − x‖2A − ‖x(k) − x‖
2

A is non-positive. Given
two vectors, y and z, we recall that:

yTAz = yT1 A1,1z1 + yT1 A1,2z2 + yT2 A2,1z1 + yT2 A2,2z2,

‖y‖2A = yT1 A1,1y1 + yT2 A2,2y2 + 2yT1 A1,2y2,

‖y − z‖2A = yTAy − 2yTAz + zTAz, (4)
(y + z)TA(y − z) = yTAy − zTAz. (5)

The proof consists in showing that δ = ‖x(LI) − x‖2A − ‖x(k) − x‖
2

A is non-positive.

It is easy to see by (3b) and (4) that:

δ = (x
(LI)
1 )T

(
A1,1x

(LI)
1 + 2A1,2x

(k)
2

)
− (x

(k)
1 )T

(
A1,1x

(k)
1 + 2A1,2x

(k)
2

)
+ 2

(
(x

(k)
1 )TA1,1x1 + (x

(k)
1 )TA1,2x2 − (x

(LI)
1 )TA1,1x1 − (x

(LI)
1 )TA1,2x2

)
.

By (2a) and (5), we have:

δ =
(
x
(LI)
1 − x(k)1

)T
A1,1

(
x
(LI)
1 + x

(k)
1

)
+ 2

(
x
(LI)
1 − x(k)1

)T (
A1,2x

(k)
2 − b1

)
=
(
x
(LI)
1 − x(k)1

)T (
A1,1x

(LI)
1 +A1,2x

(k)
2 − 2b1 +A1,1x

(k)
1 +A1,2x

(k)
2

)
.
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Because A is SPD, so is A1,1 and AT1,1A
−1
1,1 = I. Then by (3a), we have,

δ =
(
x
(LI)
1 − x(k)1

)T
AT1,1A

−1
1,1

(
−b1 +A1,1x

(k)
1 +A1,2x

(k)
2

)
= −

(
(A1,1x

(LI)
1 )− (A1,1x

(k)
1 )
)T

A−11,1

(
b1 −A1,1x

(k)
1 −A1,2x

(k)
2

)
,

=
(
b1 −A1,1x

(k)
1 −A1,2x

(k)
2

)T
A−11,1

(
b1 −A1,1x

(k)
1 −A1,2x

(k)
2

)
,

= −‖b1 −A1,1x
(k)
1 −A1,2x

(k)
2 ‖

2

A−1
1,1

≤ 0.

Note that this proof gives us also a quantitative information on the error decrease.

In the general case (i.e., non-SPD), it can be noticed that the LI strategy is only defined if the
diagonal block AIp,Ip has full rank. In the next section, we present a new interpolation variant
that does not make any rank assumption and enable more flexibility in multiple fault cases.

2.3 Least squares interpolation
The LI strategy is based on the solution of a local linear system. The new variant we propose,
LSI, relies on a least squares solution. Assuming that the node p has crashed, xIp is interpolated
as follows: 

x
(LSI)
Iq

= x
(k)
Iq

for q 6= p,

x
(LSI)
Ip

= argmin
xIp

‖(b−
∑
q 6=p

A:,Iqx
(k)
q )−A:,IpxIp‖. (6)

We notice that the matrix involved in the least squares problem, A:,Ip , is sparse of dimension
|Jp| × |Ip| where its number of rows |Jp| depends on the sparsity structure of A:,Ip . Consequently
the LSI strategy has a higher computational cost, but it overcomes the rank deficiency drawback
of LI because the least squares matrix is always full column rank (as A is full rank).

Proposition 2. Let k + 1 be the iteration during which the fault occurs on the node p. The
regenerated entries of x(LSI)Ip

defined in Equation (6) are uniquely defined. Furthermore, let r(k) =

b − Ax(k) denote the residual associated with the iterate before the fault occurs, and r(LSI) =
b−Ax(LSI) be the residual associated with the recovered iterate generated with the LSI strategy (6),
we have:

‖r(LSI)‖2 ≤ ‖r
(k)‖2.

Proof. 1. Uniquely defined: because A is non-singular, A:,Ip has full column rank.

2. Monotonic residual norm decrease: the proof is a straightforward consequence of the defini-
tion of x(LSI)Ip

= argmin
xIp

‖(b−
∑
q 6=p

A:,Iqx
(k)
q )−A:,IpxIp‖.

Remark 1. Notice that the LSI technique preserves the true solution. This means that if the fault
occurs at the iteration where the stopping criterion based on a scaled residual norm is satisfied, the
recovered iterate regenerated by LSI also complies with the stopping criterion.
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2.4 Multiple faults
In the previous section, we have introduced two policies to handle a single fault occurrence. Al-
though the probability of this event is very low, multiple faults may occur during the same iteration
especially when a huge number of nodes is used. At the granularity of our approach, these faults
may be considered as simultaneous. If for example, two nodes p and q crash simultaneously but
they are not neighbor, then xIp and xIq can be regenerated independently. In this section, we
focus more precisely on simultaneous faults on neighbor nodes. To deal with such multiple faults,
we present two new approaches based on IR strategies.

2.4.1 Global interpolation techniques

We consider here a strategy consisting in handling multiple faults all at once. With this global
interpolation technique, the linear system is permuted so that the equations relative to the crashed
nodes are grouped into one block. Therefore the interpolation technique falls back to the single
fault case. For example, if nodes p and q crash, this global linear interpolation (LI-G) solves the
following linear system (similar to Equation (1))

(
AIp,Ip AIq,Ip
AIq,Ip AIq,Iq

)(
x
(LI−G)
Ip

x
(LI−G)
Iq

)
=


bIp −

∑
`/∈{p,q}

AIp,I`x
(k)
I`

bIq −
∑

`/∈{p,q}

AIq,I`x
(k)
I`

 .

Following the same idea, the global least squares interpolation (LSI-G) solves(
x
(LSI−G)
Ip

x
(LSI−G)
Iq

)
= argmin

xIp ,xIq

‖(b−
∑

`/∈{i,j}

A:,I`x
(k)
` )−A(:,Ip∪Iq)

(
xIp
xIq

)
‖.

2.4.2 Local interpolation techniques

Alternatively, if neighbor nodes p and q crash simultaneously, xIp and xIq can be interpolated
independently from each other. Using the LI strategy, the entries of xIp can be computed using
Equation (1) assuming that the quantity xIq is equal to its initial value x(0)Iq . At the same time, node

q regenerates xIq assuming that xIp = x
(0)
Ip
.We call this approach uncorrelated linear interpolation

(LI-U). For example we regenerate xIp via

1: x
(k)
Iq

= x
(0)
Iq

,

2: x
(LI−U)
I`

= x
(k)
I`

for ` /∈ {p, q},
3: x

(LI−U)
Ip

= A−1Ip,Ip(bIp −
∑
p 6=q AIp,Iqx

(k)
Iq

) .
Although better suited for a parallel implementation, this approach might suffer from a worse

interpolation quality when the off-diagonal blocks AIp,Iq or AIq,Ip define a strong coupling. Similar
idea can be applied to LSI to implement an uncorrelated LSI (LSI-U). However, the flexibility of
LSI can be further exploited to reduce the potential bad effect of using x(0)Iq when regenerating xIp .
Basically, to regenerate xIp , each equation that involves xIq is discarded from the least squares
system and we solve the following equation

x
(LSI−U)
Ip

= argmin
xIp

‖(bJp\Jq −
∑

`/∈{p,q}

AJp\Jq,I`x
(k)
I`

)−AJp\Jq,IixIp‖, (7)

where the set of row-column indices (Jp \ Jq, I`) denotes the set of rows of block column I` of A
that have nonzero entries in row Jp and zero entries in row Jq (if the set (Jp \ Jq, I`) = ∅ then
AJp\Jq,I` is a zero matrix).
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We denote this approach by de-correlated LSI (LSI-D). The heuristic beyond this approach is
to avoid perturbing the regeneration of xIp with entries in the right-hand sides that depend on xIq
that are unknown. A possible drawback is that discarding rows in the least squares problem might
lead to an under-determined or to a rank deficient problem. In such a situation, the minimum
norm solution might be meaningless with respect to the original linear system. Consequently the
recovered iterate might be poor to restart the Krylov method and could strongly penalize the
overall convergence.

2.5 Numerical properties of the Interpolation-Restart Krylov methods
The CG method is commonly used for the solution of linear systems involving SPD matrices [17].
The CG algorithm enjoys the unique property to minimize the A-norm of the forward error on
the Krylov subspaces, i.e., ‖x(k) − x‖A is monotonically decreasing along the iterations k (see for
instance [33]). This decreasing property is still valid for the preconditioned conjugate gradient
(PCG) method. Consequently, an immediate consequence of Proposition 1 reads:

Corollary 1. The recovered iterate generated by either LI or LI-G after a single or a multiple
node crash does ensure that the A-norm of the forward error associated with the IR strategy is
monotonically decreasing for CG and PCG.

The GMRES method is one of the most popular solver for the solution of non-symmetric
linear systems. It belongs to the class of Krylov solvers that minimize the 2-norm of the residual
associated with the iterates built in the sequence of Krylov subspaces (MINRES is another example
of such a solver [27]). In contrast to many other Krylov methods, GMRES does not update the
iterate at each iteration but only either when it has converged or when it restarts every other m
steps in the so-called restarted GMRES (GMRES(m)) [34]. When a node crashes, the approximate
solution is not available. According to Assumption 1, the Hessenberg matrix is replicated on each
node and the least squares problem is also solved redundantly. Consequently, each individual still
running node ` can compute its entries I` of the iterate when a fault occurs. The property of
residual norm monotonic decrease of full and restarted GMRES is still valid in case of fault for the
IR strategies LSI (for single fault) and LSI-G (even for multiple faults).

Corollary 2. The IR strategies LSI and LSI-G do ensure the monotonic decrease of the residual
norm of minimal residual Krylov subspace methods such as GMRES, Flexible GMRES [32] and
MINRES after a restart due to a fault.

We should point out that this corollary does not translate to preconditioned GMRES as it is
the case for PCG in Corollary 1. For preconditioned GMRES, the minimal residual norm property
applies to the preconditioned residual. Consequently, to preserve this property after a fault, the
linear problem to be solved should involve sub-matrices associated with the preconditioned systems
AM orMA, whereM is the preconditioner. For general preconditioner, these sub-matrices are not
explicitly formed and cannot be used for the recovery. For left preconditioner, because GMRES
solves the linear system MAx = Mb, we can still compute a recovered iterate x(k) using sub-
matrices from A, but we loose the monotony property. For right preconditioned GMRES, AMu = b
with x = Mu, not much can be made except for block diagonal preconditioner (consequently
local) where the property might still hold. Finally, the possible difficulties associated with general
preconditioner for GMRES disappear when Flexible GMRES is considered. In that latter case, the
generalized Arnoldi relation AZk = Vk+1H̄k holds (using the classical notation from [32]), so that
the still alive nodes can compute their part of xk from their piece of Zk.

3 Numerical experiments
In this section, we analyze the qualitative numerical behavior of the resilient Krylov solvers based
on IR strategies. In Section 3.2, we present numerical experiments where at most one fault occurs
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during one iteration. In contrast, section 3.3 presents examples where multiple faults occur during
some iterations to illustrate the numerical robustness of the different variants exposed in Section 2.4.
For the sake of completeness and to illustrate the possible numerical penalty induced by the
restarting procedure after the faults, we compare in Section 3.4 the convergence behavior of the
solvers with and without fault.

3.1 Experimental framework
For the sake of flexibility of the experiments, we have developed a simulator to monitor the amount
of data lost at each fault as well as the rate of faults. Faults are injected using the Weibull
probability distribution [43] that is supposed to be the most realistic probabilistic model that
characterizes the normal behavior of large-scale computational platforms [31]. We vary some of
its parameters to increase or decrease the number of faults for a given calculation. we control also
the number of simulated nodes to vary the amount of data loss when a fault occurs. We have
performed extensive numerical experiments and report only few examples that are representative
of our observations (more experiments are available in the appendix of [1]). Most of the matrices
come from the University of Florida (UF) test suite [11]. The right-hand sides are computed for a
given solution generated randomly.

To study the numerical features of the proposed IR strategies, we display the convergence
history as a function of the iterations, that also coincide with the number of preconditioned matrix-
vector products. For the non-symmetric solver, we depict the scaled residual, while for the SPD
case we depict the A-norm of the error. To distinguish between the interpolation quality effect and
possible convergence delay introduced by the restart, we consider a simple strategy that consists
in enforcing the restart after iteration k using x(k) as the initial guess (we do not inject faults, we
only restart the solver at the iterations corresponding to faulty iterations observed during LI/LSI
execution). We refer to this strategy as Enforced Restart and denote it ER. Furthermore, we also
depict in red a straightforward strategy where the lost entries of the iterate are replaced by the
corresponding ones of the first initial guess. This simple approach is denoted “Reset”. For the sake
of simplicity, the acronyms used to denote the names of different curves are recalled in the Table 1.

Acronym Definition Fault
Reset Replace lost data by its initial value Single/Multiple
LI Linear interpolation Single
LI-G Global linear interpolation Multiple
LI-U Uncorrelated linear interpolation Multiple
LSI Least square interpolation Single
LSI-G Global least square interpolation Multiple
LSI-U Uncorrelated least square interpolation Multiple
LSI-D De-correlated least square interpolation Multiple
ER Enforced restart Single/Multiple
NF No faulty execution –

Table 1: Definition of the acronyms used in the captions of forthcoming plots.

3.2 Numerical behavior in single fault cases
In this section, we examine the situation where only one fault occurs during an iteration. In
Figure 2, the volume of lost entries varies from 3 % to 0.001 % (a single entry is lost in that latter
case), at each fault. We report on experiments with GMRES(100) for the matrix Averous and
refer to Table 1 for a short summary of the notations used in the legend. For these experiments,
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in order to enable cross comparison, the number of faults is identical and they occur at the same
iteration for all the runs. It can be observed that the straightforward restarting Reset policy does
not lead to convergence. Each peak in the convergence history corresponds to a fault showing that
the solver does not succeed to converge. In contrast, the IR strategies ensure convergence and
have very similar convergence behavior. In a nutshell, they exhibit similar robustness capabilities.
Furthermore, the convergence behavior of IR strategies is not much affected by the amount of data
loss.
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Figure 2: Numerical behavior of the IR strategies when the amount of data loss is varied (matrix
Averous/epb3 with 10 faults).

In Figure 3, we investigate the robustness of the IR strategies when the rate of faults is varied
while the amount of recovered entries remains the same after each fault, that is 0.2 %. Those
experiments are conduced with a GMRES(100) using the kim1 matrix. An expected general
trend that can be observed on that example is: the larger the number of faults the slower the
convergence. When only a few faults occur, the convergence penalty is not significant compared to
the non-faulty case. For a large number of faults, the convergence is slowed down but continues to
take place. For instance, for an expected accuracy of 10−7, the number of iterations with 40 faults
is twice the one without fault. Although not illustrated in the selected numerical experiments
reported in Figure 2 and 3, the LI strategy failed in many of the experiments we ran because of
the singularity of the AIp,Ip block. This constitutes a severe lack of robustness for this approach
for non-SPD matrices. When LI does not fail, a general trend [1] is that none of the policies LI
or LSI appears significantly and consistently superior to the other. The IR strategies based on
either of both interpolation strategies have similar numerical behavior and are comparable with
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Figure 3: Numerical behavior of the IR strategies when the rate of faults varies (matrix
Kim/kim1 with 0.2 % data loss at each fault)

ER. This comparison between the IR strategies and ER shows that the regenerated data are good
approximation of lost data.
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3.3 Numerical behavior in multiple fault cases
In this section, we illustrate the numerical behavior of the various IR strategies described in
Section 2.4. We made a selection of a few numerical experiments and reported them in Figure 4.
We recall that what is referred to as a multiple crash corresponds to the situation where two
neighboring nodes crash during the same iteration, that is, the entries of xIp and xIq are lost at
the same iteration and either the block AIp,Iq or the block AIq,Ip is nonzero (i.e., nodes p and q
are neighbor). Furthermore, to be able to observe a few multiple faults using our fault injection
probability law, we had to generate a very large number of faults. This situation has a very low
probability to occur on real systems but deserves some observations on the numerical behavior of
the interpolation schemes in such extreme situations.

In Figure 4, the multiple fault occurrences are characterized by a significant jump of the residual
norm for GMRES and of the A-norm of the error for PCG for the two IR strategies LI-U and LSI-
U, which are almost as poor as the straightforward Reset approach. The underlying idea to design
these heuristics was to interpolate lost entries by fully ignoring other simultaneous faults (enabling
a natural parallelism in the interpolation). Those experiments show that the penalty to pay is very
high and that a special treatment deserves to be implemented.
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Figure 4: Numerical behavior of the IR strategies with multiple faults.
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The first possibility is to consider the LI-G for SPD or the LSI-G for general matrices, where all
the lost entries are regenerated at once as if a “large” single fault occurred. It can be seen in these
figures that the numerical behavior is consequently very similar to the ones we observed in the
previous section where only single faults were considered. More interesting is the behavior of the
LSI-D strategy whose behavior seems to vary a lot from an example to another. In Figures 4b, this
policy enables a convergence similar to the robust strategies LI-G and LSI-G, while in Figures 4a
a jump is observed with this IR strategy (the convergence curve disappears from the plot area at
iteration 530 and never shows up again because the preconditioned scaled residual remains larger
than one). Actually, this latter bad behavior occurs when the least squares problem, that is solved
once the correlated rows have been discarded, becomes rank deficient. In that case, the regenerated
initial guess is extremely poor. In order to remove this drawback, one could switch to LI-G or
LSI-G when a rank deficiency in the least squares matrix is detected. Such an hybrid scheme would
conciliate robustness and speed of the IR approach and would thus certainly represent a relevant
strategy for such extremely unstable computing environments.

Remark 2. In Figure 4a, some residual norm increases can be observed for the LSI-G variants
with GMRES. This is due to the fact that after a fault, the least squares problems are built using
sub-matrices of A (not of MA), consequently the assumption of Corollary 2 does not hold.

3.4 Penalty of the Interpolation-Restart strategy on convergence
One of the main features of the resilient numerical algorithms described in this paper is to restart
once meaningful entries have been interpolated to replace the lost ones. When restarting, the
Krylov subspace built before the fault is lost and a new sequence of Krylov subspaces is computed.
To reduce the computational resource consumption, such a restarting mechanism is implemented
in GMRES that it is known to delay the convergence compared to full-GMRES. This delay can be
observed in Figure 5a-5b, where the convergence history of full-GMRES is also depicted. Although
the convergence history of the faulty executions are much slower than the one of full-GMRES, they
are not that far and remain close to the non-faulty restarted GMRES(100).
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Figure 5: Convergence penalty induced by the restart after the interpolation (the faulty
iterations are shown by a vertical dashed red line).

On the contrary, CG does not need to be restarted. In order to evaluate how the restarting
affects the convergence of these two short-term recurrence solvers, we display in Figure 5c-5d the
convergence history of CG of the method with and without fault. As already mentioned in Sec-
tion 3.2 for experiments with GMRES, the larger the number of faults, the larger the convergence
penalty.

4 Parallel experiments
In this section, we describe the extra data structures necessary for the implementation of IR strate-
gies in a parallel distributed environment. In the same way, we present also the main computational
and communication phases required for the parallel implementation. At the end, we report and
analyze the parallel computational costs of the IR strategies using a few test matrices with a few
hundreds of nodes.

For the sake of simplicity of exposure, let us assume that the matrices associated with the linear
systems are symmetric in pattern. Consequently, they can be represented by a graph referred to
as an adjacency graph. Let G = {V,E} be the adjacency graph associated with A. In this graph,
each vertex in V is associated with a row or column of the matrix A and it exists an edge in E
between the vertices i and j if the entry ai,j is nonzero. In the sequel, to facilitate the exposure
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and limit the notation we voluntarily mix a vertex of G with its index depending on the context
of the description.

Our parallel implementations of the Krylov solvers rely on a block row partitioning of the matrix
entries where the rows of indices Ip are mapped on node p. These sets of indices are defined by
partitioning the graph G into N non-overlapping sub-graphs G0

1, ..., G0
N , where the set of indices

of the vertices in G0
p is Ip. Let define G1

i as the one-overlap decomposition of G where G1
i ⊃ G0

i

is obtained by including all the immediate neighboring vertices to those in G0
i . By recursively

applying this idea, the δ-overlap partition of G can be defined where the subsets are denoted Gδi .

4.1 Parallel implementation of LI
The LI strategy involves the off-diagonal entries of the row block A(Ip, :), which are defined by
G1
p\G0

p. The vertices of this subgraph define the entries of x(k)Iq
required, while the edges define

the nonzero entries of A involved in the computation of right-hand side of Equation (1), that is∑
q 6=pAIp,Iqx

(k)
Iq

. To compute the right-hand side, the required communication and computation
are similar to the ones involved in a regular sparse matrix-vector product performed at each
iteration of a Krylov solver. Finally, x(LI)Ip

is computed by performing a sparse LU factorization of
AIp,Ip followed by a solve step; both steps are performed using a sparse direct solver. We notice
that all the entries of AIp,Ip are static data allocated on node p because of the block-row mapping.

4.2 Parallel implementation of LSI
The implementation of LSI is slightly more complex because it requires to form A(:, Ip) as well as
the computation of the right-hand side of the least squares, which involves a 2-overlap partition.
The assembly of A(:, Ip) consists in receiving the off-diagonal block entries of A(:, Ip) that are
defined by the edges of G1

p\G0
p. This can be implemented without an additional data structure as

those required to perform the matrix-vector product. However, the computation of the right-hand
side of the least squares involves G1

p\G0
p and G2

p\G1
p. In this case, the edges of these subgraphs

define the required entries of A while the vertices define the needed entries of xk to compute∑
q 6=pA:,Iqx

(k)
q . To summarize, LSI requires two communication steps. The first one to assemble

A(:, Ip) and the second one to compute the right-hand side of the least squares problem. Compared
to LI, LSI requires a higher volume of communication and possibly, depending on the sparsity
pattern of A, a higher number of messages to get the distance two information necessary for the
computation of the right-hand side. We notice that this 2-overlap information can be computed
at a low extra cost when G0 and G1 are built in a pre-processing phase. The final step consists in
performing a sparse QR factorization of A(:, Ip) and the associated solve step using the R factor;
both steps are performed with a sparse QR solver.

The robustness of LSI comes at the cost of some additional communication with respect to
LI. Similarly, some additional storage is necessary to represent G2

p\G1
p for the right-hand side and

the matrix that define the local least squares problem. In addition, a sparse QR factorization is
significantly more expensive than a sparse LU factorization.

4.3 Parallel assessment
For the numerical experiments reported in this section, we considered the MUMPS package [4] for
the solution of the sparse linear systems involved in LI and the qr_mumps package [8] for the
least-square solutions in LSI. After a fault, only the replaced node performs the recovery step
whose most intensive computation is spent in the sequential sparse factorization. We notice than a
more advanced implementation, which is out of the scope of this paper, could involve a few nodes
to benefit from the parallel features of the sparse direct solvers.

The main characteristics of the non-symmetric matrices selected for this parallel study are
displayed in Table 2. For each of these matrices, we considered parallel experiments varying the
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Matrix Tmt Audi_unsy Matrix211 Tdr455k
n 917K 943K 801K 2,738K

nnz 4,5M 77,6M 129,4M 112,7M

Table 2: Description of the matrices considered for the parallel experimentation.

number of computing nodes from 120 to 312. We report in Table 3, the cost associated with the
calculation of the recovered iterate after a single node crash. This cost is expressed in terms of GM-
RES iteration time, which is the elapsed time for the recovery divided by the average time for one
parallel GMRES iteration. For those parallel experiments, we consider FGMRES preconditioned
with an additive Schwarz scheme [37] with an overlap of one. The local factorizations required for
implementing the additive Schwarz preconditioner are performed using the MUMPS sparse direct
solver. The recovery time includes the communication time to assemble the local problem (matrix
and right-hand side) and the time for its solution using a sparse LU (QR) factorization for LI (LSI,
respectively). We do not record the time for recovering the static data, nor the time to allocate a
new node after a fault, nor the time to rebuild a coherent MPI communicator. They are identical
for LI and LSI. However, they depend on many external components/choices (e.g., storing or re-
computing the matrix entries, the future MPI-3 implementation for the fault-tolerant features, the
computing platform, ...). This means that the depicted recovery costs are lower bounds of what
real recovery would be in practice. In this table, it can be seen that LSI is always substantially
more time consuming than LI, the ratio varies from 2.7 to 13.5 in our experiments. We point out
that this ratio is an upper bound on what would be observed in practice, if we account for the
other recovery costs that we have neglected. This higher cost mainly comes from the fact that
a sparse QR factorization is more expensive than a sparse LU factorization even using state-of-
the-art solvers [14]. Also, we observed that the time to assemble the rectangular matrix and the
right-hand side was actually negligible compared to the factorization time.

Matrix # nodes Cost LI Cost LSI Ratio

Audi_unsy
120 7 70 10.0
216 5 58 11.6
312 4 35 8.8

Matrix211
120 5 40 8.0
216 4 25 6.3
312 6 22 3.7

Tdr455k
120 17 229 13.5
216 6 68 11.3
312 5 64 12.8

Tmt
120 5 16 3.2
216 3 8 2.7
312 3 8 2.7

Table 3: Cost of the recovery expressed in GMRES iteration elapsed time.

The overhead of LSI over LI may be due to multiple factors. One reason if that a sparse QR
factorization is significantly more costly than a sparse LU factorization. Another reason is that
LSI is performed on a larger system (same number of columns, but more rows) than LI. Noticing
that the LI scheme can also be implemented with a sparse QR factorization, we have performed an
extra set of experiments consisting in implementing the LI scheme with a sparse QR factorization
(using the qr_mumps package again). We have reported the results in Table 4. The third column
presents the ratio between the time required to factorize the matrices associated to the LI scheme
using either a QR or an LU factorization. The obtained results show that the ratio is significant
(between 2.0 and 9.2). On the other hand, the fourth column presents the number of rows (|Jp|)
and columns (|Ip|) of the matrices involved in LSI scheme, the number of columns (|Ip|) being
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also the order of the (square) linear system associated to the LI scheme. Clearly, the number of
columns is not significantly higher than the number of columns. As a conclusion, the extra cost
of LSI over LI is mostly due to the method used to solve it (sparse QR factorization) and only
slightly increased by the size of the underneath system, which overall explains the ratio between
LI and LSI that can be observed in Table 3.

Matrix # nodes time(QR)/time(LU) (|Jp|, |Ip|)

Audi_unsy
120 5.7 (9.74e3 , 7.80e3)
216 6.5 (6.12e3 , 4.33e3)
312 5.0 (4.67e3 , 2.99e3)

Matrix211
120 4.3 (7.87e3 , 6.67e3)
216 4.6 (4.66e3 , 3.73e3)
312 2.0 (3.29e3 , 2.54e3)

Tdr455k
120 9.2 (2.44e4 , 2.28e4)
216 8.3 (1.46e4 , 1.26e4)
312 8.0 (1.11e4 , 8.46e3)

Tmt
120 3.2 (7.81e3 , 7.59e3)
216 2.9 (4.40e3 , 4.22e3)
312 2.7 (3.07e3 , 2.94e3)

Table 4: Ratio of the QR versus LU factorization time for LI and the dimension of the factorized
matrices.

Finally, it can be observed as a general trend that the larger the number of nodes, the lower
the recovery cost. This effect is mainly due to the nonlinear cost of the factorization with respect
to the size of the local matrices (the larger the number of nodes, the smaller the local problems).

5 Concluding remarks
In this paper, we have investigated some IR techniques to design resilient parallel Krylov subspace
methods. The IR techniques are based on simple interpolation ideas that compute meaningful
values for the entries of the iterate lost after a node has crashed. Using basic linear algebra
arguments, we have shown that for SPD matrices the LI strategy does preserve the A-norm error
monotonic decrease of the iterates generated by CG and PCG. We have also shown that the LSI
strategy does guarantee the residual norm monotonic decrease generated by GMRES, Flexible
GMRES and MINRES as well as for preconditioned GMRES for some classes of preconditioners.
For non-SPD matrices, the LI strategy lacks robustness as it might not be defined when the diagonal
block involved in its definition is singular.

Because we have considered a restarting procedure after the interpolation phase, we have il-
lustrated the numerical penalty induced by the restarting on short terms recurrence Krylov ap-
proaches. For CG, the convergence delay remains acceptable for a moderate number of faults.
For GMRES, where a restarting strategy is usually implemented to cope with the computational
constraints related to the computation and storage of the orthonormal Krylov basis, the numerical
penalty induced by the IR techniques is negligible and can be beneficial in some cases. In addition,
the proposed schemes have no overhead when no fault occurs.

We have presented parallel performance of the two approaches to get insight on their respective
costs. Mainly due to the higher computational complexity of a sparse QR factorization compared to
a Cholesky or LU factorization, the robustness of the LSI strategy comes at a fairly larger cost than
LI. Consequently, in practice LI and LSI could be combined based on a decision made at runtime
depending on the possible singularity of A(Ip, Ip). Furthermore, to alleviate the computational
recovery costs, iterative techniques could also be considered for the solution of the local problem
with a stopping criterion threshold related to the accuracy level of the iterate when the fault occurs;
such a study will be the focus of a future work.
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We assessed the effectiveness of our resilient algorithms by simulating process crashes in a
parallel distributed memory environment, considering that the support at system level is out of
the scope of this study. One solution could consist in using a system fault tolerant support such as
ULFM [38]. Interestingly, these ideas can also be extended to uncorrected bit-flip or more generally
to memory corruption when an error detection mechanism is available that provides the location
of the corrupted memory. The common assumption is that we have the ability to know what part
of data in memory has been lost. We point out that a task-based attempt has been proposed by
the BSC group where our IR strategies have been implemented to survive data corruption at the
granularity of the memory page [25].

We have experimented a general procedure applicable to any linear solver. It would be worth
assessing the proposed interpolation strategies in efficient fixed point iteration schemes such as
multigrid, where the penalty associated with the Krylov restarting would vanish [15, 19]. For
Krylov solvers, the larger the number of faults, the slower the convergence mainly due to the
restart. It will be the focus of future research to tune the IR method for a specific Krylov solver
in order to attempt to regenerate more information, in particular on the global Krylov space to
alleviate the penalty induced by the restart after each fault. We can mention that such ideas can
naturally be applied in the context of some eigensolvers [2] and similar investigations deserve to
be undertaken in the context of linear system solutions.

Finally, our numerical resilient strategies can be efficiently combined with existing fault toler-
ance mechanisms such as checkpoint/restart or ABFT techniques to design low overhead resilient
tools for extreme scale calculations.
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