
HAL Id: hal-01317549
https://inria.hal.science/hal-01317549v1

Submitted on 18 May 2016 (v1), last revised 22 Oct 2016 (v2)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Parallel Voronoi Computation for Physics-Based
Simulations

Julio Toss, João Comba, Bruno Raffin

To cite this version:
Julio Toss, João Comba, Bruno Raffin. Parallel Voronoi Computation for Physics-Based Sim-
ulations. Computing in Science and Engineering, 2016, Visualization Corner, 18 (3), pp.88.
�10.1109/MCSE.2016.52�. �hal-01317549v1�

https://inria.hal.science/hal-01317549v1
https://hal.archives-ouvertes.fr


seCtion title
Editors: Konrad Hinsen, hinsen@cnrs-orleans.fr | Konstantin Läufer, laufer@cs.luc.edu

2 Computing in Science & Engineering 1521-9615/16/$33.00 © 2016 IEEE Copublished by the IEEE CS and the AIP March/april 2016

Visualization Corner
Editors: Cláudio T. Silva, csilva@nyu.edu | Daniel Weiskopf, weiskopf@visus.uni-stuttgart.deEditors: Konrad Hinsen, hinsen@cnrs-orleans.fr | Konstantin Läufer, laufer@cs.luc.eduEditors: Cláudio T. Silva, csilva@nyu.edu | Daniel Weiskopf, weiskopf@visus.uni-stuttgart.deEditors: Konrad Hinsen, hinsen@cnrs-orleans.fr | Konstantin Läufer, laufer@cs.luc.edu

Parallel Voronoi Computation for 
Physics-Based Simulations

Julio Toss and João Comba
Universidade Federal do Rio Grande do Sul (UFRGS)
Bruno Raffi n
Université Grenoble Alpes, INRIA

V
oronoi diagrams are fundamental data structures 
in computational geometry, with applications in 
such areas as physics-based simulations. For non-
Euclidean distances, the Voronoi diagram must be 

performed over a grid-graph, where the edges encode the re-
quired distance information. Th e major bottleneck in this 
case is a shortest path algorithm that must be computed 
multiple times during the simulation.

We present a GPU algorithm for solving the shortest 
path problem from multiple sources using a generalized dis-
tance function. Our algorithm was designed to leverage the 
grid-based nature of the underlying graph that represents 

the deformable objects. Experimental results report speed-
ups up to 65× over a current reference sequential method.

Voronoi Diagrams
Th e Voronoi diagram is a classical partitioning of a space 
into closest-point regions (see Figure 1). It has a vast appli-
cation domain, usually employed for answering proximity 
queries such as fi nding nearest site, facility location, motion 
planning, and coverage in sensor networks. 

Th e Voronoi diagram is also a key for the Sibson’s natu-
ral neighbor interpolation (NNI) method.1 NNI is a well-
known method used for interpolating irregularly spaced 
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data, with applications in several different fields 
such as medical imaging, meteorological or geo-
logical modeling,2 flow map reconstruction,3 and 
scattered data visualization.4 Natural neighbor-
based interpolations have also been applied to the 
field of solid mechanics via the natural element 
method (NEM), which uses Sibson and non-Sib-
sonian (Laplace) interpolators to perform crack 
simulations.5

Voronoi-based interpolations have also been 
applied to meshless simulation of complex deform-
able bodies.6 In that recent study, researchers com-
puted a Voronoi tessellation on a non-Euclidean 
space by using a discrete distance map that encodes 
material-aware distances biased according to the lo-
cal rigidity inside the simulated body (see Figure 2).  
Although the idea of a Voronoi partitioning of the 
space remains the same as in other classical ap-
plications, its computation here is fundamentally 
different. The distances aren’t defined on the Eu-
clidean space—instead, they rely on shortest paths 
computation over an implicit grid-graph. Comput-
ing this variant of Voronoi diagrams is therefore 
significantly more costly than the classical discrete 
Voronoi case. Using Sibson’s NNI method on a 
graph space actually requires computing a shortest 
path tree for each interpolated value queried.

A lot of effort has already been dedicated to 
improving NNI’s performance, particularly when 
interpolating on a discrete grid in the Euclid-
ean space (discrete Sibson interpolation). A popu-
lar approach relies on GPU parallelization of the 
discrete Voronoi diagram, such as in the DEM 
construction.2

Early studies on parallelizing the discrete Vo-
ronoi diagram already exploited GPUs’ parallel 

processing capabilities.7 With the popularization 
of these architectures and the evolution of pro-
gramming tools such as CUDA and OpenCL, 
other algorithms for Voronoi computation emerged 
to allow a better utilization of their computing 
power.8,9

The graph variant of the Voronoi diagram 
(called the graph Voronoi diagram)10 defines a vertex 
partitioning in a connected graph G(V, E). Given a 
subset S ⊂ V of source vertices, each vertex v ∈ V 
is assigned to the partition Pi of the source vertex  
si ∈ S with the shortest path distance. Applications 
of this kind of Voronoi diagram arises in several 
network problems and social data analysis, such as 
in community detection algorithms.11 

Parallel solutions for computing the graph 
Voronoi have to deal with the shortest path 
problem. Dijkstra’s algorithm implemented with a 

Figure 1. Voronoi diagram of a set of data points (in blue) 

in 2D Euclidean space. The space is partitioned into 

closest-point regions called Voronoi cells.

Figure 2. Use case example. (a) A T-bone steak contains a mixture of flexible meat, softer grease, and a rigid bone. As input, we take (b) 

the voxelized material map of stiffness values and the coordinates of the simulation nodes. (c) Distances to the nodes inside the object 

are biased according to the stiffness values and used to compute (d) the Voronoi diagram of the nodes. This diagram will be used to 

compute (e) the natural neighbors interpolation on the other voxels of the domain.

(a) (b) (c) (d) (e)
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priority queue provides an efficient solution to this 
problem but is inherently sequential with lots of 
synchronizations. For graphs with grid topology, 
our previous work created a first parallel algorithm 
to compute the Voronoi diagram.12 The algorithm 
creates a distance map over a discrete image by 
computing the shortest paths from each pixel to the 
closest Voronoi seed (Figure 2d). The implementation 
is done on GPUs and takes advantage of grid 
connectivity to leverage parallelism.

Discrete Voronoi Diagrams in SOFA
The discrete Voronoi diagram is used in a real-
time simulation framework called SOFA (www.
sofa-framework.org), a modular and extendable 
architecture that allows researchers of different 
fields related to physics-based simulation to 
implement and compare their own algorithms.

Deformation Using Shape Functions
Researchers have proposed a method for simulating 
complex objects that are composed of mixed types of 
materials with different stiffness.6 This method relies 
on meshless models using sparse samples to capture 
the displacements at the simulation nodes, which 
are then interpolated within the object using a novel 
material-aware shape function. This shape function 
uses a special distance metric scaled according to 
the local material rigidity of the simulated object  

(Figures 2b and 2c), a technique that lets us eas-
ily take into account material heterogeneity during 
simulation. The object’s material properties, such 
as stiffness, are usually represented as a volumetric 
image of voxels containing property values. To de-
termine the material-aware distance, the shortest 
path is computed over this 3D grid of voxels, where 
each voxel represents a vertex of a grid-graph with 
26 neighbors, and the edges’ weights are defined as a 
function of the stiffness of the adjacent voxels.

To understand the role of shape functions in 
numerical simulations consider the following steps:

1.	 The displacement of a deformable object is 
sampled at discrete locations called degrees of 
freedom (DoFs). Each DoF has a shape func-
tion associated that defines where and how it 
will influence other points in the object. The 
area of influence is often referred as the support 
of the shape function (Figure 3).

2.	 The goal is then to interpolate these sampled 
displacements within the rest of the object.

3.	 The displacement at a given point is interpo-
lated as a weighted sum of the node’s displace-
ments, where the weights are the values of the 
shape function for each DoF influencing this 
point.

Finally, the problem of defining how weights 
should be computed, which informs how shape 
functions from different DoFs will be blended in 
the rest of the domain. Voronoi diagrams have 
been used in the so-called Voronoi shape functions 
to compute these weights. 

Voronoi-Based Interpolations
Consider the problem of finding neighbors in a set 
of nonuniform distributed data points. The Voronoi 
tessellation generated from this point provides 
us with the notion of natural neighbors, which 
are those data points whose Voronoi cells share a 
common frontier. Two interpolation schemes are 
based on this notion of neighborhood. The first 
one, the Sibson interpolation, is defined as a ratio 
of areas in 2D (volumes in 3D). It is computed by 
inserting the query point q in the initial Voronoi 
tessellation of sample points. The interpolating 
weight of each data point is then given by the ratio 
between the area stolen from the neighbor Voronoi 
cell and the area of the newly inserted Voronoi 
cell (Figure 2e). The second method, the Laplace 
(or non-Sibsonian) interpolation,5,13 uses the same  

Figure 3. Shape functions’ weights for three simulation 

nodes (from Figure 2) computed with two different 

interpolation methods: Sibson (top) and distance ratio 

(bottom). Weights are normalized starting at 1 in the 

node locations (Voronoi cell center) and decrease until 

vanishing outside of the support.
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notion of natural neighbor, but it computes the 
ratio between segments in 2D (areas in 3D). 
Instead of taking the area of the neighbor cells, it 
uses the ratio between the length of the Voronoi 
frontier (line in 2D; facet in 3D) and the distance 
from q to its natural neighbor nodes.

Both of these NNI methods require the com-
putation of a new Voronoi diagram for each query 
point q ∈ Q added to the input diagram of the data 
samples. This results in |Q| executions of the Vor-
onoi diagram, where Q is the interpolation resolu-
tion desired.

To reduce the number of Voronoi diagrams 
computed, an alternative interpolation method, 
called distance ratio,6 only needs to compute a 
constant number of Voronoi diagrams per data 
sample s ∈ S, where |S| |Q|. This method 
applies a particular scheme that computes the ratio 
between the distance from the point to the Voronoi 
border and the distance to the node (center of the 
Voronoi cell). Although less formal guaranties on 
the properties were presented for this interpolant, 
this algorithm is implemented on SOFA and shows 
good practical results, with the advantage of being 
more computationally efficient.

Parallel Voronoi Diagram Computation
As shown previously, many other algorithms, par-
ticularly those in physics-based simulations, build 
on Voronoi diagrams. In the case of real-time and 
interactive simulations, the computation of the 
Voronoi shape functions must meet strict perfor-
mance requirements. Parallel processing  is one 
popular strategy to meet this goal. 

Parallel Voronoi computation on Euclidean 
distance have been extensively studied in previous 
work.7–9 However, such approaches can’t be direct-
ly applied in the physics simulation use cases de-
scribed here, where distance measures are actually 
shortest paths computed on a graph.

Geodesic distance is closely related to the 
well-studied single-source shortest path (SSSP) 
problem from the graph theory domain. Paral-
lel algorithms for solving the SSSP problem on 
general graphs have been proposed,14–17 usually 
based either on the Dijkstra or Bellman-Ford 
algorithms. These algorithms assume a general 
graph without having any prior knowledge about 
its structure. They rely on a generic graph repre-
sentation (such as adjacency matrix or list) where 
a vertex can have any number of edges with no 
structured neighborhood. In physics-based simu-
lation, the Voronoi-shape functions are built on 

top of a much more regular-structured graph, 
which allows us to use a less general but more 
optimized algorithm. Targeting efficiency, we 
presented12 a parallel algorithm using GPUs to 
compute the graph Voronoi diagram on a voxel-
ized 3D grid. This solution is well suited for the 
physics simulations used in SOFA as it exploits 
the grid topology that implicitly represent edges. 
The solution is based on parallel wavefront expan-
sions starting at each Voronoi seed. By using the 
massive amount of parallel threads in a GPU, we 
can compute each Voronoi cell concurrently.

We present here some experimental results 
of speed-up of the parallel Voronoi computation. 
We conducted experiments on an Nvidia GPU 
GTX480 with 1.5 Gbytes of global memory and 
15 multiprocessors with 32 cores each, totaling 480 
CUDA cores. The speed-up presented is related to 
the base sequential version from SOFA and execut-
ed on an Intel Core i7 CPU model 930 with 4 cores 
running at 2.89 GHz and 12 Gbytes memory.

The benchmark consists of computing the Vo-
ronoi diagram on a 3D volume for a given set of 
randomly distributed data points. The dataset used 
varies in volume dimensions, distance map distri-
bution, and number of seeds. Figure  4 shows an 
example of two Voronoi diagrams computed with 
the same dimensions and seeds but using differ-
ent distance distribution. Figure 4b was computed 
from an image with a gradient of stiffness increas-
ing from right to left, whereas Figure 4a has con-
stant stiffness. These two distances distributions 
are referred as gradient and constant on the bar 
plots of Figure 5. Note that the distance between 
two neighbor voxels is given by a function of the 
stiffness between them. As seen in Figure 4 the 
shape of the Voronoi diagram greatly depends on 
the stiffness properties of material map of the ob-
ject simulated.

Figure 4. Comparison of Voronoi diagrams generated 

with the same set of seeds on two different material 

maps: (a) uniform stiffness and (b) a stiffness gradient.

(a) (b)
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In the parallel algorithm implemented, each 
CUDA thread processes a single voxel. With larger 
input volumes, more parallelism is exposed, there-
fore we note an increase in speed-up (Figure 5). At 
256³, the speed-up  for the constant topology slight-
ly decreases. We attribute this to an overhead of 
scheduling an excessive number of idle threads. This 
happens because with a volume of 256³ and only 10 
seeds, the Voronoi diagram becomes overly sparse.

The amount of parallel work available also in-
creases with the number of seeds in the Voronoi 
diagram (Figure 6). When many Voronoi cells are 
being computed concurrently, more threads are ac-
tive at the same time.

Parallel Natural Neighbor Interpolations
In the classical NNI, each queried point is in-
serted, one at a time, to the Voronoi diagram of 
initial data samples. For each seed added, the ini-
tial diagram is updated to generate the new Vor-
onoi cell, which will then be used to compute the 
interpolation. 

As seen in the experimental results, the number 
of seeds computed in the Voronoi diagram has a big 
impact on the amount of parallelism that will be 
exposed. Computing a single Voronoi cell in paral-
lel reduces the possibilities of parallelization. This 
situation is even worse when we consider updat-
ing an existing Voronoi diagram with the addition 
of a new seed (the query seed). In this case, only a 
limited region (around the query seed) would be 
recomputed (Figure 2e). Performing NNI simply 
as sequence of (parallel) Voronoi computations on 
the GPU doesn’t pay off the overhead of memory 
transfer and thread scheduling inherent to this 
architecture. 

One strategy to generate interpolated values 
over a grid would be to perform multiple queries 
concurrently in parallel. This approach has already 
been used2 to generate an interpolation of a regu-
lar grid using the assumption that every sample 
has a limited radius of influence, thereby allowing  
the decomposition of the domain in independent 
blocks where queries can be answered in parallel 
batches. One study4 proposed a more efficient im-
plementation of Sibson’s interpolation on raster im-
ages. The method avoids the explicit construction 
of a new Voronoi diagram for each query point, 
favoring instead a Kd-tree  structure to find the 
closest seed to the current query point and using 
this distance as a radius of influence to increment 
the interpolation weight. Again, these techniques 
make assumptions that are valid for Euclidean 
space but not trivially generalized for geodesic 
(graph) distances.

Parallelization can still be implemented for 
NNI over graph spaces if we duplicate some data 
structures. More precisely, for each NNI query, we 
can copy the input Voronoi diagram of the data 
sample and update it with the addition of a new 
seed at the coordinates of this query.

Table 1 shows the computation time spent for 
the parallel Sibson algorithm on an Nvidia Tesla 
K40 GPU. The interpolation is performed over 
a uniform grid of dimensions 100 × 40 × 20 
(80,000 voxels) and 20 data points. The GPU algo-
rithm performs batches of parallel NNI queries in 
sequence iteratively until the entire grid is comput-

Figure 5. Speed-up for different input sizes. Gradient and constant 

topologies are presented for synthetic benchmarks only. The steak’s topology 

corresponds to the dataset shown in the use case of Figure 2.
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ed. We show the average amount of time spent by 
each batch of parallel queries and the total time for 
interpolating the whole grid. Note that the paral-
lel version manages to amortize the overhead when 
more than 10 NNI queries are done in parallel.

The parallel Voronoi implementation presented 
here has a valuable application in soft object 

simulation methods. It provides a performance 
solution to those in the physics-based simulation 
community who wants to employ Voronoi shape 
functions in their meshless simulations. 

Recent work has proposed using Voronoi 
shape functions on grids with extended con-
nectivity, called non-manifold grids,18 which 
would let us represent objects with more com-
plex topologies in meshless frameworks. Pos-
sible extensions of this work will consider the 
application of our parallel algorithm in these 
new domains. 
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