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Abstract Users wanting to monitor distributed systems often prefer to abstract away the architecture of the system by directly specifying correctness properties on the global system behaviour. To support this abstraction, a compilation of the properties would not only involve the typical choice of monitoring algorithm, but also the organisation of submonitors across the component network. Existing approaches, considered in the context of LTL properties over distributed systems with a global clock, include the so-called orchestration and migration approaches. In the orchestration approach, a central monitor receives the events from all subsystems. In the migration approach, LTL formulae transfer themselves across subsystems to gather local information.

We propose a third way of organising submonitors: choreography, where monitors are organised as a tree across the distributed system, and each child feeds intermediate results to its parent. We formalise choreography-based decentralised monitoring by showing how to synthesise a network from an LTL formula, and give a decentralised monitoring algorithm working on top of an LTL network. We prove the algorithm correct and implement it in a benchmark tool. We also report on an empirical investigation comparing these three approaches on several concerns of decentralised monitoring: the delay in reaching a verdict due to communication latency, the number and size of the messages exchanged, and the number of execution steps required to reach the verdict.

1 Introduction

Since processor speed has stabilised over the past years, more systems are being designed to be decentralised to benefit from the multiple cores typically present in contemporary processors. This shift in system design poses a number of challenges in the domain of runtime
verification, namely, how to exploit the distributed resources to keep the processing, memory, and communication overheads as low as possible without imposing substantial changes in the monitored distributed architecture.

In runtime verification (cf. [12,17,20,32]) one is interested in synthesising a monitor to evaluate a stream of events (reflecting the behaviour of a system) according to some correctness properties. When the system consists of several computing units (referred to as components in the sequel), it is desirable to decentralise the monitoring process for several reasons, including reducing the number and size of required messages as well as the computation needed to reach a verdict (as seen in [3,6,10]). One way of exploiting the availability of multiple system components is by decentralising the monitoring process, i.e., designing decentralised monitors that are as independent as possible and share the computation required for monitoring. Moreover, decentralised monitoring avoids introducing a central observation point in the system (which typically requires a modification of the system architecture), and it also generally reduces the communication overhead.

In this paper, we study the problem of decentralised monitoring of distributed systems with a global clock. In this setting, the system is composed of several (black box) components \( C_1, C_2, \ldots, C_n \) for some \( n \in \mathbb{N} \setminus \{0\} \) (\( \mathbb{N} \) being the set of natural numbers) running on the same clock where each component \( C_i \) has a local set of atomic propositions of interest \( \text{AP}_i \). A local monitor can be attached to each component so that with instrumentation each component can produce a local trace of events, which at time \( t \in \mathbb{N} \) is \( u_i(0) \cdots u_i(t) \) where \( u_i(t') \in 2^{\text{AP}_i} \) is the event emitted at time \( t' \leq t \). Furthermore, the specification of the system is given by a Linear Temporal Logic (LTL, cf. [25]) formula \( \phi \) defined over \( \bigcup_{i \in [1,n]} \text{AP}_i \). Note that in general \( 2^{\bigcup_{i \in [1,n]} \text{AP}_i} \neq \bigcup_{i \in [1,n]} 2^{\text{AP}_i} \), implying in particular that the evaluation of the specification (i) cannot be performed on components in isolation, and (ii) imposes communication. The decentralised monitoring problem then consists in checking the (virtual) global trace of the system (that can be reconstructed from the local traces) \( u_1(0) \cup \ldots \cup u_n(0) \cdot u_1(1) \cup \ldots \cup u_n(1) \cdot u_1(t) \cup \ldots \cup u_n(t) \) against \( \phi \) at any time \( t' \leq t \). Several communication protocols may be used by local monitors to communicate and reach a global verdict. For instance, communication can be considered as instantaneous and the monitors are allowed to send an arbitrary number of messages to each other between two system steps \(^1\) as is the case in [7]. Communication can be considered as having a fixed latency depending on the global clock. For instance, [6] assumes that the communication between monitors occurs between ticks of the global clock and that any message sent at time \( t \) is received at time \( t + 1 \). Another possibility is to design a decentralised monitoring algorithm and protocol so that no assumption is made wrt. the latency of messages, as in [10].

According to the computation performed by local monitors and their communication protocol, a decentralised monitoring solution can be categorised under the setting of either orchestration, migration, or choreography (using terminology from [13]), using LTL as a reference instantiation:

**Orchestration:** Orchestration is the setting where a single monitor (either one of the monitors attached to local components or an additional monitor introduced in the system) carries out all the monitoring processing while receiving local events from the other local monitors. Orchestration forces most of the computation payload to be placed on the local monitor receiving the events, while reducing the computation of other monitors to sending their local events.

\(^1\) We abstract away from clock and communication cycles and take a “step” to signify each time a fresh set of events becomes available to the monitor.
Migration: Migration is the setting where the monitoring entity transports itself across the network, evolving as it goes along — abstracting away the need to transfer lower level (finer-grained) information.

Choreography: Choreography is the setting where monitors are organised into a network and a protocol is used to enable cooperation between monitors. The synthesis of the communication network uses the structure of the monitored formula to place specialised monitors in charge of monitoring only a “projection” of the formula. Hence, compared to migration, choreography leverages the syntactic structure of the monitored formula and uses static information gathered from an offline analysis of the formula.

Assumptions. At this point, we would like to emphasise the important assumptions in our work. First, we assume the existence of a global clock in the system of which the local monitors are aware (as in \[6,10\]). This assumption is realistic for several critical industrial systems (e.g., \[15,24,28\]), including those where the system at hand is composed of several applications executing on the same operating system, or where a synchronous bus (e.g., FlexRay) provides the global clock. Furthermore, we direct the reader to \[3\] for an application of our earlier work \[6\] on networked embedded systems. Second, we assume that the monitors can communicate directly with each other in a reliable fashion: any message sent is supposed to eventually arrive unaltered to its destination. However, we do not make assumptions on the preservation of the order of messages sent by each monitor.

Contributions. In the sequel, first, we present at an abstract level the three settings for decentralised monitoring of distributed systems with a global clock (namely orchestration, migration, and choreography). Second, we introduce choreography-based decentralised monitoring with full formal details. We present some algorithms that are applied before monitoring and use the syntax of the LTL formula at hand to synthesise a monitoring network where local monitors can be placed to form a choreography at runtime. Third, we present the choreography-based monitoring algorithm. Fourth, we empirically compare orchestration, migration (from \[6\]), and choreography using a benchmark implementation.

Note that this paper extends \[7\] with the following additional contributions, mainly revolving around an overhaul of the design of the previous framework, a more efficient decentralised monitoring algorithm, complete proofs, and a more extensive evaluation:

- We dropped the assumption of instantaneous communication of monitors: our approach in \[7\] assumes that local monitors can send an arbitrary number of communication messages to each other between any two ticks of the global clock. This is shown in Fig. 1(left) where monitoring nodes $M_i$ and $M_{i+1}$ continue to progress (denoted by loops) and communicate (denoted by dotted arrows) after each system cycle (denoted by $t$, $t+1$, $t+2$) until no further progressions occur and consequently there is nothing to be communicated. The framework presented in this paper only uses the information provided by the global clock to keep track of event ordering and does not make any assumptions on the latency of messages. Our new framework is thus compatible with more communication schemes, ranging from instantaneous communication as in \[7\], to communication with a fixed or bounded delay (cf. \[19\]), to communication without any guarantee on the arrival time of messages. This is shown in Fig. 1(right) where monitor communication cycles can span multiple system cycles or vice versa. Thus, the algorithm in this paper is more flexible and practical because monitoring messages can in particular be piggy-backed on

\[^2\] Many algorithms can be used for guaranteeing the absence of message loss in distributed systems, see [21] for instance.
existing system messages using time-stamps provided by the global clock. Thus, if used in this setting, our algorithm does not impose the sending of extra messages in the system for monitoring purposes.

- Drawing inspiration from git terminology, the underlying communication network works by “pushing” instead of “pulling” information (as in [7]): monitors now know what messages they have to send (push) to which components, instead of having monitors requesting information from other monitors and then receiving it (pulling information).

- We provide a more efficient algorithm where the communication and the hierarchical organisation of monitors is fixed, thus avoiding the reconfigurations needed at every system step in [7]. Such reconfigurations are avoided by analysing the formula prior to monitoring, computing a communication network where “projections” of the monitored formula are locally monitored on each component. Hence, the messages exchanged between monitors are verdicts for the “projected” formulae.

- We study more properties of choreography-based decentralised monitoring by introducing Lemma 3 and Theorem 1 (in Section 4), proving the correctness of the verdict reached even when the delay of message arrival is unbounded.

- We provide more details and examples at several places in this paper, and include the proofs of all theorems.

- We provide a new implementation of choreography-based monitoring and include it in DecentMon3, an existing benchmark for evaluating decentralised monitoring.

- We evaluate our new implementation against the metrics studied in [7] (such as the delay, size and number of messages exchanged by monitors) but provide larger experiments and also study and compare the performance of choreography-based decentralised monitoring when monitoring realistic specifications given by specification patterns [8]. Note that since the decentralised monitoring algorithm introduced in this paper is more general than the one (implemented) in [6] in terms of communication delay, we compare the implementation in the unified setting where the communication between monitors takes one unit of time.

**Paper organisation.** The rest of the paper is organised as follows. Section 2 introduces some background. Section 3 recalls the orchestration, migration, and choreography approaches.
for LTL monitoring. In Section 4 we introduce the mathematics of generating a network for choreography-based decentralised monitoring, while Section 5 outlines how the network evolves during monitoring. Then, Section 6 gives the guarantees of our decentralised monitoring algorithm. Section 7 reports on our empirical evaluation and comparison of the three approaches using a benchmark implementation. Section 8 compares this paper with related work. Finally, Section 9 concludes and proposes some avenues for future work. Appendix A contains the proofs of the propositions and theorems. Appendix B contains plots for the complementary visualisation of the experiment results presented in Section 7.

2 Background

In this section, we formally define the mathematical notation which will be used throughout the paper focusing on the notions of a distributed system and alphabet, followed by an introduction to the syntax and semantics of LTL.

**Notation on functions.** For a function \( f : X \rightarrow Y \) (resp. \( f : X \rightarrow Y \)) when \( f \) is a partial (resp. total) function from set \( X \) to set \( Y \). \( X \rightarrow Y \) (resp. \( X \rightarrow Y \)) denotes the set of partial (resp. total) functions from \( X \) to \( Y \). The domain (resp. co-domain) of \( f \) is the subset of \( X \) (resp. \( Y \)) for which there is a corresponding \( Y \) (resp. \( X \)) element: \( \text{dom}(f) = \{ x \in X \mid \exists y \in Y : f(x) = y \} \). Moreover, we denote by \( \{ x_1 \mapsto y_1, \ldots, x_n \mapsto y_n \} \) a partial function defined on some elements \( x_1, \ldots, x_n \) with values \( y_1, \ldots, y_n \), respectively. Finally, we define the function-override operator \( \uparrow : f \uparrow g \) denotes the function where the values of function \( f \) are overridden by the values of function \( g \). Function \( f \uparrow g \) is defined as follows:

\[
(f \uparrow g)(x) = \begin{cases} g(x) & \text{if } x \in \text{dom}(g), \\ f(x) & \text{if } x \notin \text{dom}(g) \text{ and } x \in \text{dom}(f), \\ \text{undef} & \text{otherwise}. \end{cases}
\]

**Distributed systems and alphabet.** Let a distributed system be represented by a set of components: \( C = \{ C_0, C_1, \ldots, C_n \} \) for some \( n \in \mathbb{N} \), and the alphabet \( \Sigma \) be the set of all events of the components: \( \Sigma = \Sigma_1 \cup \Sigma_2 \cup \ldots \cup \Sigma_n \), where \( \Sigma_i \) is the alphabet of \( C_i \) built over a set of local atomic propositions \( AP_i \); \( \Sigma = \Sigma_{AP} \). Note that in general \( \Sigma \neq 2^{\Sigma_{AP}} \). For the sake of a simpler presentation, we assume that the alphabets and sets of local atomic propositions are pairwise disjoint.\(^4\) We define the function \# returning the index of the component related to an atomic proposition, if it exists: \( \# : \Sigma_{AP} \rightarrow \mathbb{N} \) such that \( \#a = i \) if \( \exists i \in \{ 1; n \} : a \in AP_i \) and undefined otherwise. The behaviour of each component \( C_i \) is represented by a trace of events, which for \( t \) time steps is encoded as \( u_t = u_i(0) \cdot u_i(1) \ldots u_i(t-1) \) with \( \forall t' < t : u_i(t') \in \Sigma_i \). Finite traces over \( \Sigma \) are elements of \( \Sigma^* \) and are denoted by \( u, u', \ldots \) Similarly, we use \( w, w', \ldots \) to denote infinite traces, elements of \( \Sigma^\omega \), with \( w(t) \) referring to the behaviour at time step \( t \). The finite or infinite sequence \( w' \) is the suffix of the trace \( w \in \Sigma^\omega \), starting at time \( t \), i.e., \( w' = w(t) \cdot w(t+1) \cdot \ldots \).

\(^4\) This assumption simplifies the presentation but does not affect the generality of the results since any conflicting alphabet elements can be renamed and the LTL formula adapted accordingly, e.g., consider a proposition \( a \) observable on two components; renaming \( a \) to \( a_1 \) and \( a_2 \) on the respective components, we monitor for \( a_1 \lor a_2 \) instead of \( a \). For simplicity we assume the alphabets are pair-wise disjoint.
Linear temporal logic. The system’s global behaviour, \((u_1, u_2, \ldots, u_n)\) can now be described as a sequence of pair-wise unions of the local events in component’s traces, each of which at time \(t\) is of length \(t + 1\) i.e., \(u = u(0) \cdots u(t)\).

We monitor a system wrt. a global specification, expressed as a standard LTL [25] formula, i.e., the formula does not state anything about the system’s architecture or how it should be distributed. LTL formulae can be described using the following grammar:

\[
\varphi ::= p | \neg \varphi | \varphi \lor \varphi | X\varphi | \varphi U \varphi, \text{where } p \in AP \text{ and } AP = \bigcup_{i=1}^{n} AP_i.
\]

Moreover, we extend the syntax of LTL with the following operators, defined in terms of the ones above: \(\top \equiv p \lor \neg p, \bot \equiv \neg \top, \varphi_1 \land \varphi_2 \equiv \neg (\neg \varphi_1 \lor \neg \varphi_2), F\varphi \equiv \top U \varphi, \text{ and } G\varphi \equiv \neg F(\neg \varphi).

Definition 1 (LTL semantics [25]) Let \(w \in \Sigma^0\) and \(i \in \mathbb{N}\). Satisfaction of an LTL formula by \(w\) at time \(i\) is defined inductively:

\[
\begin{align*}
\forall p \in AP. & \quad w^i \models p \iff p \in w(i), \text{ for any } p \in AP \\
\forall \varphi \in \Sigma^0. & \quad w^i \models \neg \varphi \iff w^i \not\models \varphi \\
\forall \varphi \in \Sigma^0. & \quad w^i \models \varphi_1 \lor \varphi_2 \iff w^i \models \varphi_1 \text{ or } w^i \models \varphi_2 \\
\forall \varphi \in \Sigma^0. & \quad w^i \models X\varphi \iff w^{i+1} \models \varphi \\
\forall \varphi \in \Sigma^0. & \quad w^i \models \varphi U \varphi_2 \iff \exists k \in \mathbb{N}. u^k \models \varphi_2 \text{ and } \forall l \in [i, k] . u^l \models \varphi_1
\end{align*}
\]

For readability, since \(w^0 = w\), when \(w^0 \models \varphi\) holds, we simply write \(w \models \varphi\).

Remark 1 (Using pattern matching notation in mathematical definitions) In this paper, certain functions take LTL formulae as input and are defined inductively over the syntax of the input formula. For the sake of conciseness, we shall use pattern matching with OCaml-based syntax ([https://ocaml.org](https://ocaml.org)). For instance, for some function \(f\) taking some formula \(\varphi \in \Sigma^0\) as input, we shall write

\[
f(\varphi) = \text{match } \varphi \text{ with }
\begin{align*}
| p \in AP & \rightarrow e_1(p), | \psi \lor \psi' & \rightarrow e_4(\psi, \psi'), \\
| \neg \psi & \rightarrow e_2(\psi), | \psi U \psi' & \rightarrow e_5(\psi, \psi'), \\
| X\psi & \rightarrow e_3(\psi), | _ & \rightarrow e_6,
\end{align*}
\]

where the \(e_i(\ldots)\) are expressions depending on their input parameters (if any), to denote

\[
f(\varphi) = \begin{cases} 
\begin{align*}
e_1(p) & \text{ if } \exists p \in AP . \varphi = p, \\
e_2(\psi) & \text{ if } \exists \psi \in \Sigma^0 . \varphi = \neg \psi, \\
e_3(\psi) & \text{ if } \exists \psi \in \Sigma^0 . \varphi = X\psi, \\
e_4(\psi, \psi') & \text{ if } \exists \psi, \psi' \in \Sigma^0 . \varphi = \psi U \psi', \\
e_5(\psi, \psi') & \text{ if } \exists \psi, \psi' \in \Sigma^0 . \varphi = \psi U \psi', \\
e_6 & \text{ otherwise}.
\end{align*}
\end{cases}
\]

Several approaches have been proposed for adapting LTL semantics for monitoring purposes (cf. [4]). Here, we follow previous work [2] and consider LTL_3 (introduced in [5]).

Definition 2 (LTL_3 verdicts [5]) Given \(u \in \Sigma^*\), the satisfaction relation of LTL_3, \(\models_3 : \Sigma^* \times \text{LTL } \rightarrow B_3\), with \(B_3 = \{ \top, \bot, ? \}\), is defined as:

\[
u \models_3 \varphi = \begin{cases} 
\top & \text{ if } \forall w \in \Sigma^0 . u \cdot w \models \varphi, \\
\bot & \text{ if } \forall w \in \Sigma^0 . u \cdot w \not\models \varphi, \\
? & \text{ otherwise}.
\end{cases}
\]
Two LTL formulae $\phi$ and $\psi$ are semantically equivalent according to LTL$_3$ verdicts, or semantically equivalent for short, noted $\phi \simeq \psi$, whenever $u \models_3 \phi = u \models_3 \psi$, for any $u \in \Sigma^*$. To monitor LTL formulae at runtime, we make use of formula rewriting (cf. [13] for instance), aka progression or derivative.

**Definition 3 (Progression for LTL)** When applied to some event $\sigma$, the progression function $\text{prog} : \text{LTL} \times \Sigma \rightarrow \text{LTL}$ is defined as follows:

\[
\text{prog}(\phi, \sigma) = \text{match } \phi \text{ with } \\
\begin{align*}
| \top/\perp & \rightarrow \top/\perp, \\
| p \in \text{AP} & \rightarrow \top \text{ if } p \in \sigma, \\
| \neg\psi & \rightarrow \neg\text{prog}(\psi, \sigma), \\
| X\psi & \rightarrow \psi, \\
| \_ & \rightarrow \phi.
\end{align*}
\]

The definition of progression is inspired by the fix-point semantics of LTL. For example, it intuitively reads as follows: for $\psi U \psi'$ to hold at time $t$ given the observed event $\sigma$, either $\psi'$ has to hold at time $t$ with $\sigma$, or $\psi$ has to hold at time $t$ given $\sigma$ and $\psi U \psi'$ has to hold at the next time instant ($t + 1$). Note that, to be more effective and usable during monitoring, the progression function is also defined for syntactic-sugar LTL formulae such as $\top, \bot, G\psi$, and $F\psi$.

If a central observation point exists in the system, progression can serve as a sound monitoring algorithm by simply successively applying the progression function on each event of a trace in order [6,18]. More precisely, function prog is lifted to traces by setting $\text{prog}(\phi, \epsilon) = \phi$, and $\text{prog}(\phi, u \cdot \sigma) = \text{prog}(\text{prog}(\phi, u), \sigma)$. The LTL formulae returned by function prog can be interpreted as verdicts (in $\mathbb{B}$) by associating verdict $\top$ (resp. $\bot$, $?$) with formula $\top$ (resp. formula $\bot$, any other formula). Note that we compare the verdicts built from the formulae returned by function prog with the verdicts produced by our decentralised monitoring algorithm to prove their correctness (see the first two lemmata in Section 5).

Before extending the above framework to decentralised monitoring, we convey an important remark related to the practicality of monitoring LTL by rewriting.

**Remark 2 (On the simplification of LTL formulae)** A known shortcoming of monitoring LTL by progression (or more generally by rewriting) is the growth of the formula representing the evolving monitor state [2][13][29]. This issue is usually addressed by trying to simplify the formula at hand, that is, finding a smaller formula that remains semantically equivalent to the formula obtained after progression. We note that solving such simplification issue could be theoretically achieved by either (i) using translations of formulae into equivalent automata and using automata minimisation (cf. [11][23]) or (ii) by generating optimal equivalent monitors by coinduction [30]. However, the prohibitive complexity of such procedures (at least PSPACE-hard) renders these techniques not applicable at runtime and thus not suitable for our monitoring purposes. Note also that existing axiomatisations of LTL could not be used either for our purposes since what we need is a finite confluent rewriting system. To the best of the authors’ knowledge, the existence or non-existence of such rewriting system for LTL formula simplification is still an open question. In our implementation, we leverage existing equivalences between LTL and propositional formulae (e.g., distributivity, idempotency, absorption, laws [11][22]) to implement a simplification procedure that is linear in the depth of the input formula. We note that syntactic simplification rules are also used as heuristics applied before synthesising Büchi automata from LTL formulae for model-checking purposes (cf. [2][23]). Finally, we note that the number of progressions that needs to be carried out
Table 1: Comparison of orchestration, migration, and choreography in terms of organisation of monitors, monitored formula, and communication between monitors.

<table>
<thead>
<tr>
<th></th>
<th>Orchestration</th>
<th>Migration</th>
<th>Choreography</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organisation</td>
<td>One monitor at a central location</td>
<td>One or more monitor(s)</td>
<td>One monitor at each component</td>
</tr>
<tr>
<td>Monitored formula</td>
<td>Global</td>
<td>Global</td>
<td>Local</td>
</tr>
<tr>
<td>Communication</td>
<td>All components report their observation to the central monitor</td>
<td>Monitors transport themselves across the network gathering information from the visited components</td>
<td>Monitors send verdicts to each other</td>
</tr>
</tbody>
</table>

Fig. 2: An example of orchestration architecture.

at runtime is obviously influenced by the effectiveness of formula simplification: the more formula simplification is effective in reducing the size of monitored formulae, the less computation is required when progressing these. However, this effectiveness has no effect on the soundness of the decentralised monitoring algorithms based on progression.

Since simplification of LTL formulae is not the focus of this paper, we refer the reader to our implementation\(^5\) for a description of the simplification procedure used in our approach to monitor LTL formulae.

3 Organising Monitors in a Decentralised Setting

A distributed system allows decentralised monitoring elements to be set in various configurations with different interaction schemes. The following subsections describe, at an abstract level, three main settings, namely orchestration, migration, and choreography, that can be used to monitor a formula on some components \(C_1, \ldots, C_n\). Note that (in general) no component is aware of all the propositional values involved in the monitored formula.

To illustrate the differences between the three settings, we consider a system consisting of three components \(A, B, \) and \(C\) and the formula \(G(Xa_1 \land c_1 \lor (b_1 \land b_2))\) where proposition(s) \(a_1\) can be observed on \(A\), \(b_1\), \(b_2\) on \(B\), and \(c_1\) on \(C\). Table 1 summarises the differences between the settings in terms of organisations of monitors, monitored formula, and communication between monitors.

3.1 Orchestration

The idea of orchestration-based monitoring\(^1\) is to use a central observation point in the network (see Fig. 2) which can be introduced as an additional component or as a monitor

\(^5\) Available at: [http://decentmon3.forge.imag.fr](http://decentmon3.forge.imag.fr)
attached to an existing component. A monitor for the global formula is attached to the central observation point and local monitors are in charge of producing events from their local observations. Several protocols can be used by local monitors to communicate events. For instance, local monitors can send their local event at every time instant. (Alternatively, the protocol may exploit the presence of a global clock in the system and just signal which propositions are true at any time instant or those whose value has changed.) Consequently, in orchestration-based monitoring, at any time $t$, the central observation point is aware of every event $u_i(t)$ occurring on each component $C_i$, and has thus the information about the global event $u_1(t) \cup \ldots \cup u_n(t)$ occurring in the system. From a theoretical perspective, putting aside instrumentation and communication, orchestration-based monitoring is not different from the usual (centralised) monitoring.

At each time instant, the steps involved in orchestration-based monitoring (at the central site) are the following:

1. Wait for all observations to arrive from the remote components.
2. Merge all observations to form an event.
3. Progress the LTL formula with the event and simplify the progressed formula.
4. If a verdict is reached, stop monitoring and report result.

For example, in Fig. 2, an additional component is added to the system as a central observation point to monitor the formula. At each time instant, the central observation point receives the local observations from other components $A$, $B$, and $C$, and merges them to form an event that is used by the monitor to progress the formula.

### 3.2 Migration

Migration-based monitoring was introduced in [6]. The idea of migration is to represent (the state of) a monitor as an LTL formula that travels across a network (see Fig. 3). There may be more than one formula travelling in the network. Each formula is an encoding of the global formula that has to be satisfied given the observations from the components traversed at previous time instants. Upon the reception of an LTL formula at some time $t$, a component $C_i$ progresses it, i.e., $C_i$ rewrites the formula given its local observation $u_i(t)$, so that the resulting formula is the formula that has to hold in the next computation step. Such formula may contain references to past time instants if it has been progressed by other components that could not evaluate some parts of it. Hence, component $C_i$ may use its local trace with past observations $u_i(0) \ldots u_i(t - 1)$ to resolve past references. More precisely, rewriting a
formula is done using the so-called progression, adapted to the decentralised case, i.e., taking into account the fact that a component only has information about the local propositions it has access to. Any verdict found by a component is an actual global verdict. However, because of past references, the verdict is typically reached with a delay depending on the size of the network.

At each time instant, the steps involved in migration-based monitoring (on a component with a formula to process) are the following:

1. Use the current local observations to resolve relevant propositions.
2. Use the local history to resolve any past references to local observations.
3. Progress the formula, adding an “obligation” to earlier observations when these are not locally available.
4. If a verdict is reached, stop monitoring and report result.
5. Otherwise, select the component which can resolve the pointer to the observation which goes most backwards in history and send the formula to this component.

For example, in Fig. 3 the formula is placed initially on component B and has been progressed with only the valuations of $b_1$ and $b_2$ (where, for this particular case, $b_1 \land b_2$ does not hold). For propositions $a_1$ and $c_1$ whose valuations are not available, an obligation is recorded which will have to be satisfied in a future time instant (by looking at the past). $Pc_1$ refers to the previous value of $c_1$. Note that no obligation is generated for $a_1$ since the proposition is placed under a next operator ($X$). The rewritten formula is then sent to the most appropriate component (component C) — intuitively, the component that has the information about the proposition whose obligation reaches furthest into the past. Component C then progresses the received formula using its local observation but also using its local history of observations to evaluate the past propositions. After sending a formula, a component is left with nothing to evaluate, unless it receives a formula from another component.

3.3 Choreography

Rather than having the global formula at a single location (whether this is fixed as in orchestration or variable as in migration), choreography breaks down the formula across the network, forming a tree structure where results from subformulae flow up to the parent formula. Note that each component monitors subformulae that either contain references to local atomic propositions or place holders. Intuitively, place holders can be understood as three-state propositions that represent the verdict (true, false, or no verdict yet) of a remote subformula being evaluated on another component.

At each time instant, the steps involved in choreography-based monitoring (on each component) are the following:

1. If a verdict from a child is received:
   (a) Substitute the verdict for the corresponding place holder in the local formula;
   (b) Apply simplification rules to the local formula.
2. Progress the local formula using the local observation.
3. If the local formula reaches a verdict, send the verdict to the parent (if any).
4. If the formula at the root of the tree reaches a verdict, stop monitoring and report result.

Figure 4 shows how formula $G (Xa_1 \land c_1 \lor (b_1 \land b_2))$ is spread across a network of three components. Component $A$ only observes formula $a_1$ and sends its valuation to component $C$ at each time instant. Component $C$ evaluates formula $X \_ \land c_1$ where $\_$ is a place holder for the result of the evaluation of formula $a_1$ sent by component $A$. Whenever component $C$ determines the evaluation of formula $Xa_1 \land c_1$, it sends the result to component $B$. Component $B$ evaluates the main formula $G (\_ \lor (b_1 \land b_2))$ where $\_$ is a place holder for the result of the evaluation of formula $Xa_1 \land c_1$ sent by component $C$. Verdicts reported by component $B$ are verdicts for the monitored formula.

4. Synthesising an LTL Network from an LTL Formula

Following the overview of choreography in the previous section, in this section, we explain how a network of LTL monitors can be setup to globally monitor a particular LTL formula over a decentralised system. Intuitively, a network of LTL monitors consists of a monitor per component where each monitor is a collection of what we will refer to as monitoring “cells”. A monitoring cell contains an LTL formula possibly with “pointers” to other cells in the network. Monitoring cells communicate with each other until a verdict is reached.

4.1 LTL with Distribution Propositions and LTL Network

We start by extending the LTL syntax with special atomic propositions to support the distribution of LTL formulae in a network. We refer to these special atomic propositions as **distribution propositions**. Distribution propositions behave like normal atomic propositions except that they are not resolved through system events but rather through monitor communication.

**Definition 4 (LTL with distribution propositions)** LTL formulae with distribution propositions extend standard LTL syntax (as defined in Section 2 and represented below by $\ldots$) by adding two kinds of atomic propositions:

$$\varphi ::= \ldots | \{x,y\} | \{x,y,t\}, \text{ where } x,y,t \in \mathbb{N}.$$ 

We note by $\text{LTL}_D$ the set of formulae in LTL augmented with distribution propositions.

Intuitively, proposition $\{x,y\}$ shall be used as a place holder pointing to cell $y$ of component $x$ in the network. This kind of proposition is used when statically generating a network before monitoring (in Definition 7 in Section 4.2). The other kind of proposition, $\{x,y,t\}$, is resolved and used at runtime when monitoring (see Section 5), with $t$ referring to the value of the cell at a particular time instant.

**Remark 3 (About distribution propositions)** Distribution propositions are only used internally in our definitions and functions for the purpose of decentralised monitoring. The end

---

As opposed to [7], the introduced propositions do not need to contain a copy of the original formula since reconfiguration of the LTL network performed at runtime in [7] is now done by statically computing beforehand reconfiguration information through function compute_respawn (cf. Definition 8).
user, i.e., the one writing properties, does not need to be aware of them. Regarding simplification, distribution propositions are treated as atomic propositions, where two distribution propositions \( \langle |x, y| \rangle \) and \( \langle |x', y'| \rangle \) are considered to be equivalent when \( x = x' \) or \( y = y' \); and classical Boolean rules for simplification are adapted in a straightforward manner. Distribution propositions of the form \( \langle |x, y, t| \rangle \) are simplified in the same way.

Given an LTL formula, we define a scoring function that returns a natural number representing the desirability of placing the monitor for that LTL formula on some particular component \( i \) — the one with the highest score is chosen.

**Definition 5 (Choosing component)**
- The scoring function \( \text{scor}_i: \text{LTL} \to \mathbb{N} \) is defined as (using \( \sim \) and \( \circ \) to range over unary and binary LTL operators, resp.):

  \[
  \text{scor}_i(\varphi) \overset{\text{def}}{=} \begin{cases} 
  \text{match } \varphi \text{ with } & |
  \sim \psi \rightarrow \text{scor}_i(\psi) & | \psi \circ \psi' \rightarrow \text{scor}_i(\psi) + \text{scor}_i(\psi') \\
  p \rightarrow \begin{cases} 
  1 & \text{if } \#p = i \\
  0 & \text{otherwise}
  \end{cases} & |
  \_ \rightarrow 0
  \end{cases}
  \]

- The choice function \( \text{chc}: \text{LTL} \to \mathbb{N} \) is defined as follows:

  \[
  \text{chc}(\varphi) \overset{\text{def}}{=} \arg\max_i(\text{scor}_i(\varphi))
  \]

Note that \( \text{chc} \) might return a set of indices since components may have the same score. We leave it up to the implementer to choose any of such components, for example by choosing the one with the lowest index, or through some other strategy.

An important condition for choreography to function correctly is to ensure that for any proposition \( p \), \( \text{chc}(p) = \#p \) holds since the value of \( p \) can only be resolved at component \( \#p \). In what follows we assume this is always the case.

**Remark 4** In Definition 5, the scoring function follows a greedy approach by trying to place a formula in the component where there is the highest number of propositions which can be resolved locally. Our evaluation and comparison of decentralised monitoring approaches (see Section 7) show that such a scoring function is effective in reducing the number of messages exchanged between choreography-based monitors. However, there are several ways of varying the scoring function. The following are two alternative examples: (i) Vary the weight of operands of binary operators, e.g., for a formula of the form \( \psi \cup \psi' \), \( \psi' \) can be given more weight than \( \psi \); (ii) Giving more weight to a particular component, e.g., to create an orchestration where the whole formula except the remote propositions are on a single component.

Given the list of components of a system, a monitor network is a corresponding list of monitors (with one monitor per component) where each monitor has a number of monitoring cells where each cell checks an LTL formula.

**Definition 6 (LTL network)** An LTL network is a partial function \( N: \mathbb{N} \to \mathbb{N} \to \text{LTL}_D \) which, given a component identifier, returns a component’s monitor, which in turn is a function returning the LTL formula contained in the monitoring cell given the reference number of that cell.

We use \( \mathcal{N} \) to denote the set of networks and \( N, N', N'' \) to denote networks. As abbreviations we use \( N_i \) to refer to \( N(i) \), i.e., the \( i \)-th component in network \( N \), and \( N_{i,j} \) to refer to \( N_i(j) \), i.e., the \( j \)-th formula of the \( i \)-th component in \( N \). Moreover, \( |N_i| = |\text{dom}(N_i)| \) refers to the size of the domain of \( N_i \), i.e., the number of formulae in component \( i \), while \( N_{i,j} \rightarrow \varphi \) is used as abbreviation for \( N_i \{ i \rightarrow (N_i \{ j \rightarrow \varphi \}) \} \) and \( N_{i,*} \) as abbreviation for \( N_{i,|N_i|} \).
4.2 Synthesising an LTL Network from an LTL Formula

Monitoring an LTL formula using a choreographed approach requires that the formula be split into parts and distributed on different components in the network such that the effort of progression is split correspondingly.

Intuitively, distributing a formula across a network requires two operations: modifying the formula to point to its subparts which reside in other components within the network, and inserting the formula with pointers inside the network. The function net defined below handles the latter aspect while the former is handled by distr. In turn distr (through recurs) recursively calls itself on subformulae until it encounters a subpart which should be placed on a different component (due to the scoring function). In this case, function net is called once more so that the remote subformula is inserted in the network accordingly. Using function chc, the subparts of a formula that “choose” a different component from their parent’s can be marked as distributed using LTL distribution propositions and placed at a different point in the network.

The generation of an LTL network, i.e., the tree-like structure in which submonitors are organised, is defined as follows, using $N_E = \{i \mapsto \emptyset \mid 1 \leq i \leq n\}$ to denote the empty network.

**Definition 7 (Generating an LTL network)** For an LTL formula $\phi$, the generated network is $\text{net}_{\text{chc}}(\phi)(N_E, \phi)$ where $\text{net}_i : \mathcal{N} \times \text{LTL} \to \mathcal{N}$ is defined using functions $\text{distr}_i : \mathcal{N} \times \text{LTL}_D \to \mathcal{N} \times \text{LTL}_D$ and $\text{recurs}_i : \mathcal{N} \times \text{LTL}_D \to \mathcal{N} \times \text{LTL}_D$ as follows:

$$\text{net}_i(N, \phi) \overset{\text{def}}{=} \text{let } N', \phi' = \text{distr}_i(N, \phi) \text{ in } N'_{i,*} \mapsto \phi'$$

where $\text{distr}(N, \phi) \overset{\text{def}}{=} \text{match } \phi \text{ with}$

- $\langle \sim \psi \rangle \mapsto \text{let } N', \psi' = \text{distr}_i(N, \psi) \text{ in } N', \sim \psi'$
- $\langle \psi \circ \psi' \rangle \mapsto \text{let } N', \psi'' = \text{recurs}_i(N, \psi) \text{ in } N', \psi' \circ \psi''$
- $\langle \_ \rangle \mapsto N, \phi$

and $\text{recurs}_i(N, \phi) \overset{\text{def}}{=} \text{let } j = \text{chc}(\phi) \text{ in } \begin{cases} \text{distr}_i(N, \phi) & \text{if } j = i, \\ \text{net}_j(N, \phi), \{j, |N_j|\} & \text{otherwise.} \end{cases}$

A network is generated by three mutually recursive functions: $\text{net}_i$, $\text{distr}_i$, and $\text{recurs}_i$, all parameterised by a component index $i$:

- Function $\text{net}_i$ is applied to a network $N$ and a formula $\phi$ when $\phi$ has to be distributed on $N$ from component $i$. Function $\text{net}_i$ calls function $\text{distr}_i$, which computes $\phi'$, the distributed version of formula $\phi$ over $N$, and returns a new network $N'$ containing $\phi'$ and its referees. Formula $\phi'$ is then “planted” at the first available location in component $i$ in network $N'$.
- Function $\text{distr}_i$, applied to a network $N$ and a formula $\phi$, computes the distribution of $\phi$ over $N$ knowing that $\phi$ has to be placed in component $i$. Function $\text{distr}_i$ is inductively defined over the structure of $\phi$. Two main cases can be distinguished depending on whether $\phi$ is an atomic proposition or not. If $\phi$ is an atomic proposition, the input network and the formula are returned unchanged, since the formula refers only to one of the atomic propositions of component $i$. If $\phi$ is not an atomic proposition, it means that it is defined as a unary operation on a subformula, or a binary composition of subformulae. In the former case, $\text{distr}_i$ is called on the subformula beneath the unary operator since $\text{chc}(\sim \psi) = \text{chc}(\psi)$. In the latter cases, while $\phi$ has to be monitored on this component (as indicated by function $\text{chc}$), it might be the case that one or both subformulae have to...
be monitored from other components. Consequently, function recurs, is called to check this latter fact.

- Function recurs, applied to a network \( N \) and a formula \( \varphi \), first computes the most appropriate component for \( \varphi \) through function chc. If component \( i \) is indeed the most appropriate component for distributing \( \varphi \) (case \( i = j \)), then recurs calls distr, with the same arguments. Otherwise, a pointer \( \{i, |N_i|\} \) is placed on component \( i \) and formula \( \varphi \) is distributed from component \( j \). Pointer \( \{i, |N_i|\} \) refers to the first available location on component \( j \) where the distributed version of \( \varphi \) is placed.

In the following, net(\( \varphi \)) stands for net_{chc(\( \varphi \))(\( N_E, \varphi \))} and the last formula at component chc(\( \varphi \)) in net(\( \varphi \)) is referred to as the main formula, denoted \([\text{net}(\varphi)]\), i.e., where a global verdict may eventually be reached. Moreover, we use init(i, \( j \)) to denote the formula to which cell \( j \) in component \( i \) is initialised, i.e., the value of \( N_{i,j} \) after calling net(\( \varphi \)).

**Example 1 (Generating an LTL network)** We consider two examples illustrating the generation of LTL networks.

- As a simple example, we consider the scenario of constructing a network for formula \( \varphi = a \U b \) for a system with two components, \( A \) and \( B \) (numbered 1 and 2 respectively), with the former having proposition \( a \) at its disposal while the latter having proposition \( b \). Starting with a call to net, chc(\( \varphi \)) may return either 1 or 2 depending on which element of the set returned by \( \text{argmax} \) is selected. In this case, we assume the former and call the distribution function on an empty network: distr(\( N_E, \varphi \)). The corresponding network is generated as follows:

\[
\begin{align*}
N, \varphi' &= \text{recurs}_1(N_E, a) = \text{distr}_1(N_E, a) = \{1 \mapsto \emptyset, 2 \mapsto \emptyset\}, a \\
O, \psi' &= \text{recurs}_1(N, b) = \text{net}(N, b), \{2, 0\} = \{1 \mapsto \{0 \mapsto b\}, 2 \mapsto \emptyset\}, \{2, 0\} \\
distr_1(N_E, \varphi) &= \{1 \mapsto \emptyset, 2 \mapsto \{0 \mapsto b\}, a \U \{2, 0\} \\
\text{net}(N_E, \varphi) &= \{1 \mapsto \{0 \mapsto a \U \{2, 0\}, 2 \mapsto \{0 \mapsto b\}\}
\end{align*}
\]

- As a more complex example, which will be used as a running example, consider the formula: \( c \land (a \U (a \land (b \land c))) \). The generated network is:

\[
\begin{align*}
\text{Comp. 0 (a’s)} : & \{0 \mapsto \{2, 0\} \land (a \U (a \land \{1, 0\}))\}, \\
\text{Comp. 1 (b’s)} : & \{0 \mapsto b \land \{2, 1\}\}, \\
\text{Comp. 2 (c’s)} : & \{0 \mapsto c, 1 \mapsto c\}.
\end{align*}
\]

Note that the main formula is placed in component 0 since it has two \( a \)’s and two \( c \)’s but precedence is given (arbitrarily) to components with a lower index. Note also that the third component is monitoring the same formula twice.

4.3 Compacting a Network

Networks as generated by Definition 7 may contain duplicate formulae on a component (as in the previous example). To remedy this situation, we apply a compacting algorithm to the network before monitoring. The following steps are applied until “stabilisation” occurs, i.e.,
until none of the components is modified in the network:

\[ \text{foreach } i \in \text{codom}(N) \text{ do } \]

\[ \text{duplicate_forms} = \{ N_{i,j} \mid j \leq |N| \land \exists j' \leq |N| : j \neq j' \land N_{i,j} = N_{i,j'} \}; \]

\[ \text{foreach } (X, \varphi) \in \{ (X, \varphi) \mid \varphi \in \text{duplicate_forms} \land X = \{ x \leq |N| \mid N^x_i = \varphi \} \}; \]

\[ \text{do } \]

\[ \text{foreach } k \in \{ 1; |N| \} (k \neq i) \text{ and } j \in \{ 1; |N_k| \} \text{ do } \]

\[ N_{k,j} \mapsto N_{k,j} (\{ k, x \} \text{ and } x \neq \min X \mapsto \{ k, \min X \}) \]

\[ \text{end } \]

\[ N_i \mapsto \text{undef } | x \in X \setminus \{ \min X \} \]

\[ \text{end } \]

**Algorithm 1**: Compacting the network

Algorithm 1 scans the entire network, component by component. For each component, it computes the set of duplicate formulae and their indices on the component. For each set of equivalent formulae, it identifies the one with the smallest index and then replaces all references to the formulae in the network by a reference to the one with the smallest index. All cells, except the one with the smallest index, are emptied.

**Remark 5** The computation performed in the second line of Algorithm 1 requires the determination of whether two formulae are semantically equivalent. In our implementation, however, we approximate this semantic equivalence check with a syntactic equality check after formula simplification.

Algorithm 1 may leave “holes” within the network. That is, the network may have at least one component where the set of indices of formulae does not form an interval of \( N \) starting from 0. A reindexing of formulae and pointers can be used to index formulae following natural numbers.

**Example 2** Taking the case of the third component, \( \text{duplicate_forms} = \{ c \} \) and consequently the following loop iterates twice: once on \( \langle 0, c \rangle \) and a second time on \( \langle 1, c \rangle \). Next, we loop through all formulae of the other components updating the pointers (from \( \langle 2, 1 \rangle \) to \( \langle 2, 0 \rangle \)) and finally we remove the unused formulae with the resulting network below:

- Comp. 0 (\( a \)'s): \( \{0 \mapsto \{2, 0\} \land (a \cup (a \land \{1, 0\}))\} \)
- Comp. 1 (\( b \)'s): \( \{0 \mapsto b \land \{2, 0\}\} \)
- Comp. 2 (\( c \)'s): \( \{0 \mapsto c\} \)

### 4.4 Recording Communication Paths

After building, compacting, and reindexing, we scan the network and, whenever a cell \( N_{i,j} \) has a pointer \( \{x, y\} \) to cell \( N_{i,x,y} \),

- we record in cell \( N_{i,j} \) the fact that this cell has a pointer to cell \( N_{i,x,y} \);
- we record in cell \( N_{i,x,y} \) the fact that component \( i \) has a pointer to this cell.

Keeping track of pointers among cells facilitates communication in the decentralised monitoring algorithm: when on component \( x \), cell \( y \) resolves to a truth-value (\( \top \) or \( \bot \)), component \( x \) knows that it should communicate this information to component \( i \). Moreover, if at some point during monitoring, component \( i \) does not need the evaluation of cell \( N_{i,x,y} \) any more, component \( i \) shall send a message to component \( x \) to notify the latter that the evaluation of its \( y \)-th cell is no longer needed. The above information is modelled by two partial functions, referents: \( \mathbb{N} \times \mathbb{N} \to 2^{\mathbb{N} \times \mathbb{N}} \) and referers: \( \mathbb{N} \times \mathbb{N} \to 2^{\mathbb{N}} \). Intuitively, in a network \( N \),
Example 3 In the case of the running example, we have: referents \( \{0, 0\} \rightarrow \{(1, 0), (2, 0)\} \), 
\( (1, 0) \rightarrow \{(2, 0)\} \), and referers \( \{(1, 0) \rightarrow \{0\}, (2, 0) \rightarrow \{0, 1\}\} \).

4.5 Automatic Respawning

Each cell in the network may automatically respawn after progression. Intuitively, a cell of the network automatically respawns when another cell in the network has a pointer to this formula, and this cell is either a cell that automatically respawns or the pointer is in the scope of a \( \mathbf{X}, \mathbf{U}, \mathbf{G} \), or \( \mathbf{F} \) operator. Indeed, when a pointer is in the scope of such operators, after progression, the pointer may appear again in the progressed formula. The information regarding the automatic respawning of a cell shall be used in the decentralised monitoring algorithm presented in Section 5.4.

The computation of the respawning cells is defined by function compute\(_{\text{respawn}}\) : \( \mathcal{N} \rightarrow 2^{N \times N} \), where compute\(_{\text{respawn}}\)(\( N \)) is the set of indices of cells of network \( N \) that should automatically respawn.

Definition 8 (Automatically respawning cells) Function compute\(_{\text{respawn}}\) : \( \mathcal{N} \rightarrow 2^{N \times N} \) is defined as follows:

\[
\text{compute\(_{\text{respawn}}\)(\( N \)) = cr([N], \text{false}),}
\]

where \( cr : \text{LTL}_{\text{O}} \times \{\text{true, false}\} \rightarrow 2^{N \times N} \) is defined as:

\[
\begin{align*}
\text{cr}(\varphi, b) &= \text{match } \varphi, b \text{ with} \\
| \neg \varphi, b &\rightarrow \text{cr}(\varphi, b) |\\
| \varphi \lor \varphi', b &\rightarrow \text{cr}(\varphi, b) \cup \text{cr}(\varphi', b) |\\
| \mathbf{X}\varphi, b &\rightarrow \text{cr}(\varphi, \text{true}) |\\
| \varphi \lor \varphi', b &\rightarrow \text{cr}(\varphi, \text{true}) |\\
\end{align*}
\]

Function \( \text{compute\(_{\text{respawn}}\)} \) applied to a network \( N \) calls function \( \text{cr} \) on \([N]\), the main formula of \( N \), scanning the network and recording the cells that need to automatically respawn. The second argument \( b \) is a marker recording that (when set to true) the cells traversed from that point onwards need to respawn. When called on a formula \( \varphi \) (a subformula of a cell) with a marker value \( b \), a case analysis is done.

- When \( \varphi \) is of the form \( \neg \varphi \) for some formula \( \varphi \), function \( \text{cr} \) is simply called on subformula \( \varphi \) with the same marker value.
- When \( \varphi \) is of the form \( \mathbf{X}\varphi \) (resp. \( \varphi \lor \varphi' \)) for some formula \( \varphi \) (resp. \( \varphi \) and \( \varphi' \)), the result is the call (resp. the union of the calls) to \( \text{cr} \) on the subformula(e), but this time turning the marker to true so that from this point on, any encountered subformula during the scan will be in the scope of the next operator.
- When \( \varphi \) is of the form \( \varphi \lor \varphi' \) for some formulae \( \varphi \) and \( \varphi' \), the respawning cells are those resulting from the union of the calls to function \( \text{cr} \) on \( \varphi \) and \( \varphi' \) with same marker.
- When \( \varphi \) is a pointer to some cell \( N_{i,j} \), if the marker is false then function \( \text{cr} \) is called on the formula at \( N_{i,j} \) with the same marker. Otherwise, cell \( j \) on component \( i \) is recorded as automatically respawning and function \( \text{cr} \) is called on the formula that is referred to.
Example 4 (Computing respawning cell) Applying function compute_respawn on the running network example, we obtain:

\[ \text{cr}(\langle 2, 0 \rangle \land (a U (a \land \langle 1, 0 \rangle)), \text{false}) \]

(pointing \( \langle 2, 0 \rangle \) is ignored as it does not occur under a respawning operator)

\[ = \emptyset \cup \text{cr}(a U (a \land \langle 1, 0 \rangle)), \text{false} \]

(applying the case for \( U \))

\[ = \emptyset \cup (\emptyset \cup \text{cr}(a \land \langle 1, 0 \rangle)) \]

(applying the case for conjunction and then \( \langle i, j \rangle, \text{true} \))

\[ = \emptyset \cup (\emptyset \cup (\{ \langle 1, 0 \rangle \} \cup \text{cr}(b \land \langle 2, 0 \rangle, \text{true}))) \]

(applying the case for conjunction and simplifying)

\[ = \{ \langle 1, 0 \rangle, \langle 2, 0 \rangle \} . \]

This concludes the process required to set up the monitoring network. In the next section, we specify how such a network evolves while processing the events from a distributed system.

5 Evolution of the LTL Network at Runtime

The definitions in the previous section are used to populate the data structures necessary for the choreographed monitoring of an LTL formula. In this section, we describe how using these data structures, LTL formulae are progressed independently and subsequently information flows across components, leading to a global verdict for the initial LTL formula.

5.1 The Memory of a Cell

There may be several evaluations of the same LTL (sub)formula on the same component due to the possibility of respawning; each at different stages of evaluation. Consequently, it is important to keep track of the different versions of the formula over time. Moreover, due to communication latency, a verdict might take time to reach the parent from the child. For these reasons, we choose the current progression iteration number to act as a kind of timestamp and version number at the same time.

This mechanism is managed by the “memory” of a cell: The memory of cell \( j \) on component \( i \) is modelled by a partial function \( M_{i,j} : \mathbb{N} \rightarrow \text{LTL}_D \) that associates some of the time instants with an LTL\(_D\) formula. Prior to monitoring, \( M_{i,j} \) is initialised in such a way that time 0 is associated with the formula generated through Definition 7. We use \( M'_{i,j} \) as an abbreviation for \( M_{i,j}(t) \), borrow abbreviations already introduced for networks and use \( \lceil M \rceil \) to refer to the main formula at the latest time instant. For this reason, we use the \text{LTL}_D distribution proposition \( \langle i, j, t \rangle \) (introduced in Definition 4), enabling the pointer to refer to a value in \( M_{i,j} \) at some specific time instant. Finally, we use \( \mathcal{M} \) to represent the set of possible networks of memory cells: \( \mathcal{M} \triangleq \mathbb{N} \rightarrow \mathbb{N} \rightarrow \text{LTL}_D \) and use \( M, M' \) to range over \( \mathcal{M} \).

Remark 6 A formula of the form \( \langle i, j, t \rangle \) cannot appear as a subformula in a generated network (before monitoring).

5.2 Communication in a Push Architecture

There are two main reasons for communication in the proposed LTL network: either a child reaches a verdict and sends it to its parents (note that a child might have more than one par-
ent); or a parent signals its children that their verdict is no longer needed (a child terminates when the last parent sends such a signal).

For the first kind of messages, a component \( x \) sends (hence the term “push”) a message \( \text{verdict}(x, y, v, t) \) to a component \( c \) so as to notify component \( c \) that on component \( x \), the \( y \)-th formula evaluated to \( v \) at time \( t \). As for the second kind of messages, a component \( x \) sends a message \( \text{kill}(x, y) \) to another component signifying that it is no longer interested in the verdict of formula \( M_{x,y} \) (for any future time point).

5.3 Progression for LTL

The progression of an LTL network consists of the progressions of individual formulae on the respective components. As such, the progression function given below is identical to the standard one except that it includes the extra cases of LTL propositions by design (chc \( \sigma \) across components, and use \( \sigma \) to represent \( u(t) \). (Recall that a monitor only refers to local propositions by design (chc(\( p \)) = \( #p \)).)

5.4 Decentralised Monitoring Algorithm

In this subsection, we present the algorithm running on each component, managing both the progression of the formulae and the communication to and from other components.

**Definition 10 (Decentralised choreography-based monitoring algorithm)** The algorithm continually repeats the following steps in order until termination. Let us assume that the algorithm is executed on component \( i \) with \( t \) being the current time instant on the global system clock. Furthermore, in the algorithm we abstract away from the splitting of the event across components, and use \( \sigma \) to represent \( u(t) \). (Recall that a monitor only refers to local propositions by design (chc(\( p \)) = \( #p \)).)

1. Wait for an external stimulus: either a communication message or an event.
2. In case a message \( \text{verdict}(x, y, v, t') \) is received, replace every occurrence of \( \langle x, y, t' \rangle \) by \( v \) in every cell. Re-evaluate the formulae and apply simplification rules.

---

We note that unlike in [7], the progression function is no longer responsible for reconfiguring the network (now this is achieved through the function compute_respawn), and thus the progression function is identical to the standard one except for the handling of the distribution propositions.
In case a kill \((x, y)\) message is received:

3.1 Suppress \(x\) from referers\((i, y)\).

3.2 If referers\((i, y) = \emptyset\), suppress cell \((i, y)\) and send a kill\((u, v)\) message to each \((u, v) \in \text{referents}(i, y)\), and set referents\((i, y)\) to \(\emptyset\).

4 If a verdict message is received, report it, and send verdict and termination signals to the referent components (i.e., those with indices in \(((\{x\} \times \mathbb{N}) \cap \text{referents}(i, j))\)), and terminate.

5 In case an event \(\sigma\) is received.

5.1 For each cell \(j\) that automatically respawns and has that a referer, i.e., each cell in \(\{j \mid (i, j) \in \text{compute}\_\text{respawn}(N) \land \text{referers}(i, j) \neq \emptyset\}\), create a new entry in the cell memory with the initial formula of this cell, i.e., \(M'_{ij} \mapsto \text{init}(i, j)\).

5.2 Apply the progression function to every cell in memory: for each time instant \(t'\), \(M'_{ij} = \text{prog}_r(M'_{ij}, \sigma)\).

5.3 Apply simplification rules (see Remark 3).

6 If the component has the main cell at coordinates \((i, y')\), and the formula in this cell evaluates to \(\top\) or \(\bot\), report the verdict, send termination and verdict signals to the referent components (i.e., the components in \(\{x \mid \exists y \cdot (x, y) \in \text{referents}(i, y')\}\)), and terminate.

7 For each cell \(j\), compute the set \(\text{referents}'(i, j)\) of cells that are currently referred to in \(j\).

7.1 For each cell \((x, y)\) that is not referred to any more, i.e., for each \((x, y) \in \text{referents}'(i, j)\) \(\setminus \text{referents}(i, j)\): send kill\((x, y)\) to component \(x\).

7.2 Set \(\text{referents}(i, j)\) to \(\text{referents}'(i, j)\).

8 For each cell \(j\), for each entry \(t'\) in \(M_{ij}\) that resolves to a truth-value \(v\), if the cell is referred to by another component \(x\):

8.1 Send a message \(\text{verdict}(i, j, v, t')\) to \(x\).

8.2 Suppress entry \(t'\) from \(M_{ij}\).

Later in the proofs, function \(\text{alg} : \mathcal{M} \times \Sigma \to \mathcal{M}\) is used to refer to the algorithm executed on each component in separation, such that each component first applies respawn and then progression with a projection of the global event (of each global trace element) on the local set of atomic propositions.

**Example 5 (Decentralised choreography-based monitoring algorithm)** We show how the running example would be monitored with the trace \(\{a, c\} \cdot \{a, b\} \cdot \{b, c\}\). The network at runtime starts with \(M_{ij}\) initialised with all formulae set at time zero as follows:

- Comp. 0 (a’s): \(\{0 \mapsto (\{2, 0\} \land (a \land \{1, 0\}))\}\)
- Comp. 1 (b’s): \(\{0 \mapsto (b \land \{2, 0\})\}\)
- Comp. 2 (c’s): \(\{0 \mapsto c\}\)

Since none of the components would have received a message at the start of execution, step[5] of the algorithm is activated on event \(\{a, c\}\). Upon applying respawning and progression on all components (simplification is suppressed at times to facilitate the understanding), the network results in the following:

- Comp. 0 (a’s): \(\{0 \mapsto (\{2, 0, 0\} \land (\{1, 0, 0\} \lor (\text{true} \land a \land \{1, 0\})))))\)
- Comp. 1 (b’s): \(\{0 \mapsto (\text{false} \land \{2, 0, 0\}) \land 1 \mapsto (b \land \{2, 0\}))\)
- Comp. 2 (c’s): \(\{0 \mapsto \text{true} ; 1 \mapsto c\}\)

Next, step[7] updates the referent data structure but no kill signals are sent since all formulae are referred to. Subsequently, step[8] searches for the leading first item of the second and third components to be communicated as three messages: \(\text{verdict}(0, 0, \text{true}, 0)\), \(\text{verdict}(1, 0, \text{true}, 0)\), \(\text{verdict}(0, 0, \text{false}, 0)\) since \(\{2, 0, 0\}\) has two referers. These messages in turn activate step[2] for the first component resulting in the following network:
The following steps are similar. However, upon the third event, the Until fails and the main formula resolves to ⊥. Step 6 is triggered, which in turn triggers step 4 in the other components resulting in the termination of all subformulae.

6 Guarantees and Algorithm Semantics

Following the formalisation of the progression of a choreographed monitoring network, we proceed to prove two main properties of the proposed choreography: the maximum number of nested placeholders and the correctness of the verdict reached.

6.1 Maximum Depth in a Network

For the purpose of guaranteeing the maximum number of nested distribution pointers in a choreographed LTL network, we define two depth-measuring functions: one which measures the maximum number of nesting levels in a formula, and another which measures the number of indirections in the network (typically starting from the main formula).

Definition 11 (Depth) The depth-measuring function \( d\text{pth} : \text{LTL} \rightarrow \mathbb{N} \) is defined as:

\[
d\text{pth}(\varphi) = \text{match } \varphi \text{ with}
\]

\[
| \sim \psi \rightarrow 1 + \text{dpth}(\psi) \\
| \psi \odot \psi' \rightarrow 1 + \max(\text{dpth}(\psi), \text{dpth}(\psi')) \\
| _- \rightarrow 1
\]

Assuming a network \( N \) and taking a formula \( \varphi \) as input, the function measuring the depth of nested distribution propositions, \( \text{dpth}_D : \text{LTL}_D \rightarrow \mathbb{N} \), is defined as:

\[
\text{dpth}_D(\varphi) = \text{match } \varphi \text{ with}
\]

\[
| [x, y] \rightarrow 1 + \text{dpth}_D(N_{x,y}) \\
| \sim \psi \rightarrow \text{dpth}_D(\psi) \\
| \psi \odot \psi' \rightarrow \max(\text{dpth}_D(\psi), \text{dpth}_D(\psi')) \\
| _- \rightarrow 1
\]

Example 6 (Measuring depth) Referring back to the running example, given \( c \land (a U (a \land (b \land c))) \), function dpth returns 4. If we generate the corresponding network and evaluate function \( \text{dpth}_D \) on it, we get 3.

The maximum number of indirections in a network never exceeds the maximum number of nesting levels in a formula:

Proposition 1 (Maximum level of nested distributions) \( \forall \varphi \in \text{LTL} : \text{dpth}_D(\text{net}(\varphi)) \leq \text{dpth}(\varphi) \), where \( \text{dpth}_D(\text{net}(\varphi)) \) denotes \( \text{dpth}_D(\lceil \text{net}(\varphi) \rceil) \).

\(^8\) Note that \( \text{dpth}_D \) operates on the untimed network and for this reason the timed distribution proposition is left out.
6.2 Soundness of Choreography

Following the result concerning depth, we turn our attention to proving the soundness of choreography. The idea is to show that the network is correctly initialised in that it reflects the structure of the formula (Proposition 2). Subsequently, in Lemma 1 we show that upon each progression step, the network remains consistent with the formula as if it had been progressed centrally under the same symbol. The network consistency relies on local and global consistency of progression steps: Local consistency means that each independent progression is correct while global consistency refers to the fact that respawning and messaging should maintain a network whose verdict corresponds to traditional LTL monitoring with a global view. Local and global consistency are reflected in the base case and the inductive case within the proof of the inductive case of Lemma 1, respectively. Next, we lift the result to a trace of progressions in Lemma 2 and, in Theorem 1 we show that the minimalistic messaging protocol adopted for optimisation is correct. Finally, Corollary 1 states the soundness of choreography: whenever the choreography algorithm produces a $\top$ or $\bot$ verdict on a trace, such a trace has the same evaluation under LTL.

Remark 7 (Consequence of formula simplification in choreography) We note that since formula simplification in a choreography is applied to local formulae in separation, there can be cases where a formula could be simplified only knowing the formulae on other components (which could be done only by an orchestration or migration algorithm). Hence, when comparing the formulae obtained with progression under choreography with the formulae that would have been progressed centrally, our results guarantee semantic equivalence (which we denote by the symbol $\simeq$) rather than syntactic equality.

To aid in the proof of correctness, we define function $\text{msg}^\circ$ which, assuming a choreography network and given an LTL formula, returns the (undistributed) LTL formula being monitored in the network by simulating a fully instantaneous communication where all sub-monitors are forced to communicate their current state to their parents.

Definition 12 (Instantaneous full messaging) Assuming a network memory $M$ and its corresponding network $N$, function $\text{msg}^\circ : \text{LTL}_D \rightarrow \text{LTL}$ is defined as:

$$\text{msg}^\circ(\varphi) = \text{match } \varphi \text{ with }$$

| $\langle x, y, t \rangle \rightarrow \text{msg}^\circ(M'_{x,y})$ | $\psi \circ \psi' \rightarrow (\text{msg}^\circ(\psi)) \circ (\text{msg}^\circ(\psi'))$ |
| $\psi \rightarrow \sim (\text{msg}^\circ(\psi))$ | $\sim (\text{msg}^\circ(\psi))$ |

Informally, function $\text{msg}^\circ$ goes through a given formula and for each distribution proposition encountered, fetches the most recently updated valuation from the network: if the distribution proposition is untimed, the value will be the same as in the initialised network $N$; otherwise, the corresponding valuation from the network memory $M$ is obtained. For brevity, we use $\text{msg}^\circ(M)$ instead of $\text{msg}^\circ([M])$ and $\text{msg}^\circ(N)$ instead of $\text{msg}^\circ(M')$, where $\forall i, j : M'_{i,j} = N_{i,j}$.

As a step towards the main correctness proof, we show that generating a distributed network for a formula $\varphi$ and forcing all local monitors to communicate everything to the main formula, results in the formula $\varphi$ we started with:

**Proposition 2** \( \forall \varphi \in \text{LTL} : \text{msg}^\circ(\text{net}(\varphi)) = \varphi. \)

Intuitively, when starting from the main formula, $\text{msg}^\circ$ returns the main formula of the network as if all of its subformulae had instantaneously communicated their current status to
their parents. While in practice having all the components communicating their exact status (rather than just the verdict) defeats the whole purpose of decentralised monitoring, we use this notion as a step towards proving correctness. The idea is that the result is achieved if (i) a formula is choreographed over the network, (ii) such a formula is processed using the algorithm, and (iii) all intermediate results are “communicated” through \( \text{msg}^{\circ} \). The outcome of our algorithm is the same as if the formula had been progressed using standard progression with a global view of events, as stated in the following lemma.

**Lemma 1 (Correctness for one step under fully instantaneous communication)**

\[
\forall \phi \in LTL, \forall \sigma \in \Sigma \cdot \text{prog}(\phi, \sigma) \simeq \text{msg}^{\circ}(\text{alg}(\text{net}(\phi), \sigma))
\]

To lift the correctness of the above result to traces, we lift function \( \text{alg} \) to accept traces in the same way as we lifted \( \text{prog} \) (see the end of Definition 3). Note that we still apply messaging (through \( \text{msg}^{\circ} \)) only once after all applications of \( \text{alg} \). This still works since our approach does not rely on any guarantees on the arrival of messages.

**Lemma 2 (Correctness under fully instantaneous communication)**

\[
\forall \phi \in LTL, \forall \sigma \in \Sigma^* \cdot \text{prog}(\phi, \sigma) \simeq \text{msg}^{\circ}(\text{alg}(\text{net}(\phi), \sigma))
\]

The messaging model used so far (\( \text{msg}^{\circ} \)) assumes fully instantaneous communication at each global clock tick, i.e., all child monitors report their state to their parent. While this model is useful to reason about the correctness of the network, in practice one would typically decide to communicate with lower frequency or when some verdict is resolved. Another choice, apart from the frequency of updates, is how many updates can be sent during a global time unit: if a verdict is received by a parent, causing the parent to also reach a verdict, can the parent send the verdict to the grandparent within the same time unit?

**Remark 8** The model we chose to implement, mainly to have a comparable implementation to our previous work, communicates only verdicts and permits at most one communication step for every global clock tick (see Fig. 5 where progression are denoted by loops and communication by dotted arrows). As a consequence of this choice, a verdict may be delayed
at best and unreachable if one of the child monitors cannot reach a verdict (even though it may well be possible to evaluate the global formula and reach a verdict).

To enable us to reason about the verdict-only, time-stepped, i.e., one step per time unit, we formalise the communication protocol below.

**Definition 13 (Verdict-only communication)** Assuming the value of a runtime network $M$ and given a distributed formula, function $\text{msg}^\varphi : \text{LTL}_D \to \text{LTL}_D$ returns the LTL formula with any verdicts available replacing the placeholders:

$$\text{msg}^\varphi(\varphi) = \text{match } \varphi \text{ with }$$

$$\langle x, y, t \rangle \to \text{match } \text{msg}^\varphi(M^t) \text{ with }$$

$$\top \to \top$$

$$\_ \to \langle x, y, t \rangle$$

$$\sim \psi \to \sim (\text{msg}^\varphi(\psi))$$

$$\psi \circ \psi' \to (\text{msg}^\varphi(\psi)) \circ (\text{msg}^\varphi(\psi'))$$

$$\_ \to \varphi$$

Since with verdict-only messaging, the main formula would generally still have “holes” to be filled in in the future, reasoning about the correctness of the protocol is more challenging than for the fully instantaneous one. To start with, we introduce the notion of assignment, which assigns an LTL formula to a subset of “hole”s.

**Definition 14 (Assignment)** An assignment, $A \in \mathcal{A}$ is a partial function where

$$A = \{ \langle x, y, t \rangle, \langle i, j, t \rangle \mid i, j, t \in \mathbb{N} \} \to \text{LTL}.$$  

Function $\text{assign} : (\text{LTL}_D \times \mathcal{A}) \to \text{LTL}_D$ takes a distributed formula and an assignment, applies the assignment to the formula and returns the updated formula:

$$\text{assign}(\varphi, A) = \text{match } \varphi \text{ with }$$

$$\langle x, y, t \rangle \to \{ A(\varphi) \text{ if } \varphi \in \text{dom}(A), \}$$

$$\_ \text{ otherwise,}$$

$$\sim \psi \to \sim (\text{assign}(\psi, A)),$$

$$\psi \circ \psi' \to (\text{assign}(\psi, A)) \circ (\text{assign}(\psi', A)),$$

$$\_ \to \varphi.$$  

For brevity we use $A(\langle x, y, t \rangle)$ instead of $\text{assign}(\langle x, y, t \rangle, A)$.

**Definition 15 (More defined formula)** A distributed LTL formula $\varphi$ is said to be more defined than, or equally defined to another formula $\varphi'$, noted $\varphi \succeq \varphi'$, iff $\exists A \in \mathcal{A} \cdot A(\varphi') = \varphi$.

**Example 7 (How defined a formula is)** Consider formula $\varphi = \langle 2, 0 \rangle \land (a \land \langle 1, 0 \rangle)$ from the running example: $\varphi' = \top \land (a \land \langle 1, 0 \rangle)$ is more defined than $\varphi$ since one of the placeholders has been assigned, i.e., there exists an assignment $A = \{\langle 2, 0 \rangle \mapsto \top\}$ such that $\varphi' = A(\varphi)$.

A formula $\varphi \in \text{LTL}_D$ which is more defined than a formula with no distribution constructs, $\varphi' \in \text{LTL}$, must be equal to the latter:

---

9 This situation is related to the so-called notion of monitorability of formulae (cf. [5, 11]). Intuitively, a formula is non-monitorable whenever there exists a trace that could lead a monitor to be unable to produce a verdict. There are cases where a formula is monitorable but its subformulae are not, e.g., $\text{GF}(a) \land \neg \text{GF}(a)$ is monitorable although its subparts are both non-monitorable.
Proposition 3 (More defined formula) \( \forall \varphi \in LTL_D, \forall \varphi' \in LTL : \varphi \succeq \varphi' \implies \varphi = \varphi' \).

The notion of how defined a formula is, becomes useful in reasoning about different communication protocols: for example fully instantaneous communication would not leave any “holes” in the main formula, while verdict-only messaging would generally leave parts of the global formula undefined as the verdict for these parts would not have yet been reached. This reasoning is captured in the following lemma.

Lemma 3 \( \forall M \in \mathcal{M} : \text{msg}^v(M) \succeq \text{msg}^v(M) \).

The above lemma states that for all possible network memories, full messaging yields more defined formulae than verdict-only, time-stepped messaging.

Theorem 1 (Correctness of verdict-only time-stepped messaging) If a verdict is reached when using verdict-only time-stepped messaging, then the verdict is correct:

\( \forall \varphi \in LTL, \forall u \in \Sigma^* : \text{msg}^v(\text{alg}(\varphi), u) \in \{ \top, \bot \} \implies \text{msg}^v(\text{alg}(\varphi), u) \simeq \text{prog}(\varphi, u) \).

As mentioned before, we note that there is no guarantee that the verdict is actually reached due to the issue of non-monitorable subformulae and due to the fact that a subformula might never reach a verdict over a finite trace while the main formula would have due to simplification.

Summing up the above, the verdict of choreographed monitors is the verdict reached by the topmost monitor:

Definition 16 (Verdicts of the decentralised monitoring algorithm) The verdicts of the decentralised monitoring algorithm are given by function \( \text{verdict}_{\text{chor}} : \Sigma^* \times LTL \rightarrow \{ \top, \bot, ? \} \) defined as follows: let \( u \in \Sigma^* \) and \( \varphi \in LTL \),

\[
\text{verdict}_{\text{chor}}(u, \varphi) \overset{\text{def}}{=} \begin{cases} 
\top & \text{if } \text{msg}^v(\text{alg}(\varphi), u) = \top \\
\bot & \text{if } \text{msg}^v(\text{alg}(\varphi), u) = \bot \\
? & \text{otherwise}
\end{cases}
\]

Relating the above verdicts of the decentralised monitoring algorithm to the verdicts assigned according to \( LTL_3 \) (see Definition 2), we have the following corollary:

Corollary 1 (Correspondence of verdicts)

\( \forall u \in \Sigma^*, \forall \varphi \in LTL : \text{verdict}_{\text{chor}}(u, \varphi) \in \{ \top, \bot \} \implies \text{verdict}_{\text{chor}}(u, \varphi) = u \doteq \varphi \).

The above corollary states that if the decentralised monitoring algorithm assigns a verdict to a trace-formula pair, then the verdict assigned according to \( LTL_3 \) is the same.

7 Evaluation and Discussion

We present the evaluation of the choreography-based decentralised monitoring algorithm. Our empirical evaluation is based on the tool DecentMon used in a previous study comparing orchestration with migration [6]. We significantly extended DecentMon with an implementation of the choreography algorithm and extensions allowing us to compare the three decentralised monitoring algorithms along some (new) monitoring metrics [11].

---

10 http://decentmonitor.forge.imag.fr
Section 7.1 presents the evaluation criteria, that is, the considered monitoring metrics. Sections 7.2 overviews the conducted experiments and their objectives. Section 7.3 states the hypothesis used in the experiments and presents how these were setup. Section 7.4 compares choreography to migration and Section 7.5 compares choreography to orchestration. We refrain from comparing orchestration to migration as this has already been carried out extensively in [6] and our experiment results confirm the conclusions in [6]. Section 7.6 summarises the detailed conclusions drawn from the comparisons made in Sections 7.4 and 7.5. Appendix B contains additional plots for the complementary visualisation of the same experimental results.

7.1 Monitoring Metrics for Decentralised Monitoring

Numerous criteria can be considered for comparing different organisations of LTL monitoring over a network. We ignore implementation-dependent measurements such as the actual overhead of monitors and focus on metrics related to decentralised monitoring. Below are a number of them which are treated in this study:

Delay. Because of the network organisation and the need of monitors to communicate, it takes some communication steps to propagate intermediate results. The delay of migration and choreography monitoring is the difference between the length of the trace needed to reach a verdict with these algorithms and the length of the trace needed to reach a verdict if all events were available at a central location, i.e., the extra time instants required for the network to reach a verdict due to communication. The lengths of the traces needed to reach a verdict are in columns $|\text{tr}|$ in the experiment tables (and can thus be used to obtain the delay of each algorithm).

Number and size of messages. Since none of the components in the network can observe the full behaviour of the system, components have to communicate. Thus, we measure the number and size of required messages, reported in columns $\#\text{msg}$ and $|\text{msg}|$ in the experiment tables, respectively.

Progressions. The configuration of the network affects the number of progressions that need to be carried out, reported in columns $\#\text{prog}$ in the experiment tables.

For each of these metrics, the experiment tables report the average values, the standard deviation, and the average of the values per event (i.e., the average of the metric value to trace length ratio).

7.2 Conducted Experiments and their Objectives

In the following, we describe the three main experiments that we carried out and the objectives of these experiments.

First experiment: investigating the effect of different network structures with varying formula sizes (see Table 2 and Figs. 6, 7, 8, and 9 in Appendix B). The first experiment varies the size of the formulae (indicated by $|\varphi|$). Note that we measure the size of a formula in terms of its maximum nesting of operators. This measurement turned out to reflect more

\[\text{Remark 2}\]

Since the number of progressions is also influenced by the formula simplification procedure (see Remark 2), we use the same formula simplification procedure for the three monitoring algorithms.
Table 2: Report on the experiment varying the size of formulae (|φ|) with alphabet {a, b, c}. Column bias indicates whether the generation of random formulae is biased (✓) or not (✗). Each group of three lines reports the values obtained after the tests of 1,000 (freshly generated) formulae against (freshly generated) traces of length 100: the first (resp. second, third) line reports the average values (resp. standard deviations, the average values per event).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Orchestration</th>
<th>Migration</th>
<th>Choreography</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>✓</td>
<td>2.428</td>
<td>4.284</td>
</tr>
<tr>
<td>(0.04)</td>
<td>(3.12)</td>
<td>(2.66)</td>
<td>(1.04)</td>
</tr>
<tr>
<td>✓</td>
<td>2.513</td>
<td>4.539</td>
<td>4.546</td>
</tr>
<tr>
<td>(1.11)</td>
<td>(3.33)</td>
<td>(2.48)</td>
<td>(1.11)</td>
</tr>
<tr>
<td>✓</td>
<td>6.553</td>
<td>16.66</td>
<td>29.9</td>
</tr>
<tr>
<td>(2.38)</td>
<td>(7.16)</td>
<td>(23.34)</td>
<td>(2.56)</td>
</tr>
<tr>
<td>✓</td>
<td>6.069</td>
<td>15.23</td>
<td>18.83</td>
</tr>
<tr>
<td>(1.5)</td>
<td>(4.51)</td>
<td>(11.51)</td>
<td>(1.5)</td>
</tr>
<tr>
<td>✓</td>
<td>10.72</td>
<td>56.66</td>
<td>29.9</td>
</tr>
<tr>
<td>(3.99)</td>
<td>(11.97)</td>
<td>(107.2)</td>
<td>(4.21)</td>
</tr>
<tr>
<td>✓</td>
<td>9.584</td>
<td>25.75</td>
<td>61.72</td>
</tr>
<tr>
<td>(2.33)</td>
<td>(7.0)</td>
<td>(60.84)</td>
<td>(2.38)</td>
</tr>
<tr>
<td>✓</td>
<td>15.35</td>
<td>43.06</td>
<td>291</td>
</tr>
<tr>
<td>(7.26)</td>
<td>(21.8)</td>
<td>(344.5)</td>
<td>(7.42)</td>
</tr>
<tr>
<td>✓</td>
<td>14.03</td>
<td>39.1</td>
<td>182.7</td>
</tr>
<tr>
<td>(4.39)</td>
<td>(13.18)</td>
<td>(212.1)</td>
<td>(4.45)</td>
</tr>
<tr>
<td>✓</td>
<td>20.22</td>
<td>57.65</td>
<td>651.3</td>
</tr>
<tr>
<td>(9.64)</td>
<td>(28.93)</td>
<td>(803.9)</td>
<td>(9.73)</td>
</tr>
<tr>
<td>✓</td>
<td>18.24</td>
<td>51.72</td>
<td>397.7</td>
</tr>
<tr>
<td>(5.68)</td>
<td>(17.03)</td>
<td>(451.7)</td>
<td>(5.75)</td>
</tr>
</tbody>
</table>

As such, a randomly generated formula reported to be of size n can be evaluated without communicating.
Table 3: Report on the experiment varying the pattern of formulae with alphabet \( \{a, b, c\} \). The patterns are: absence (abs), existence (exis), universal (unive), precedence (prec), response (resp), precedence chain (pchain), response chain (rchain), constrained-chain pattern (cchain). Each group of three lines reports the values obtained after the tests of 1,000 (freshly generated) formulae against (freshly generated) traces of length 100: the first (resp. second, third) line reports the average values (resp. standard deviations, the average values per event).

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Orchestration</th>
<th>Migration</th>
<th>Choreography</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>lth</td>
<td>#msg</td>
<td>lmsg</td>
</tr>
<tr>
<td>abs</td>
<td>16.92</td>
<td>47.76</td>
<td>338.8</td>
</tr>
<tr>
<td></td>
<td>[2.808]</td>
<td>[19.94]</td>
<td>[0.681]</td>
</tr>
<tr>
<td>exist</td>
<td>22.398</td>
<td>64.194</td>
<td>470.8</td>
</tr>
<tr>
<td></td>
<td>[19.14]</td>
<td>[20.64]</td>
<td>[8.87]</td>
</tr>
<tr>
<td></td>
<td>[2.828]</td>
<td>[20.70]</td>
<td>[0.728]</td>
</tr>
<tr>
<td>unive</td>
<td>22.58</td>
<td>64.73</td>
<td>432.9</td>
</tr>
<tr>
<td></td>
<td>[2.837]</td>
<td>[19.00]</td>
<td>[0.642]</td>
</tr>
<tr>
<td>prec</td>
<td>17.19</td>
<td>48.57</td>
<td>369.1</td>
</tr>
<tr>
<td></td>
<td>[2.809]</td>
<td>[21.18]</td>
<td>[0.648]</td>
</tr>
<tr>
<td>resp</td>
<td>27.36</td>
<td>79.08</td>
<td>1212</td>
</tr>
<tr>
<td></td>
<td>[2.855]</td>
<td>[41.29]</td>
<td>[0.78]</td>
</tr>
<tr>
<td></td>
<td>[17.29]</td>
<td>[1004]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[51.87]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[2.841]</td>
<td>[47.50]</td>
<td>[0.687]</td>
</tr>
<tr>
<td></td>
<td>[1326]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[41.72]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rchain</td>
<td>18.09</td>
<td>51.26</td>
<td>951.9</td>
</tr>
<tr>
<td></td>
<td>[2.814]</td>
<td>[49.55]</td>
<td>[0.843]</td>
</tr>
<tr>
<td></td>
<td>[23.15]</td>
<td>[855.2]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[49.55]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>cchain</td>
<td>20.42</td>
<td>58.27</td>
<td>1141</td>
</tr>
<tr>
<td></td>
<td>[2.828]</td>
<td>[56.31]</td>
<td>[0.825]</td>
</tr>
<tr>
<td></td>
<td>[30.68]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[56.31]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Second experiment: investigating how the approaches handle realistic specifications (see Table 3 and Figs. 10, 11, 12, and 13 in Appendix B). The second experiment varies the pattern \(^{13}\) of the formulae. This experiment enabled us to assess the behaviour of the approaches when faced with realistic specifications. We generated LTL formulae against all of the so-called pattern mappings \(^{13}\), namely the absence, existence, universal, precedence, response, precedence chain, response chain, and constrained-chain patterns. Each pattern mapping corresponds to between 5 and 10 “shapes of formulae”.

Third experiment: investigating how varying the number of components and the number of redirections in the resulting LTL network effect the approaches (see Table 4). The exper-

\(^{13}\) The exact definitions of the pattern mappings and associated LTL formulae are available at [http://patterns.projects.cis.ksu.edu/documentation/patterns/ltl.shtml](http://patterns.projects.cis.ksu.edu/documentation/patterns/ltl.shtml).
Table 4: Varying the number of components (i.e., size of the distributed alphabet, $|\Sigma_d|$) and distribution depth (dep.) for the same formulae and traces. Column # reports the number of formulae falling in each category. The considered alphabet is $\{a, b, c\}$. Each group of two lines reports the average values (first line) and the standard deviations (second line).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Orchestration</th>
<th>Migration</th>
<th>Choreography</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi$</td>
<td>$</td>
<td>\Sigma</td>
<td>_d$</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2,398</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
the associated network. (We also report the number of formulae falling in each category).
Hence, for 10,000 formulae, the tool generated 30,000 tests for the possible (distributed) alphabets of size 2 (considering only distributed alphabets that are not isomorphic) and 10,000 tests for the possible distributed alphabets of size 3 (meaning that there are 3 distinct distributed alphabets of size 2 and one of size 3 when considering an alphabet of size 3). For a given alphabet, we do not report on the experiments where the number of components was 1 as it amounts to centralised monitoring.

7.3 Experiment Setup

In this subsection we describe some choices that needed to be made with respect to the architectural setup of the experiments.

Benchmark generation. For the first experiment, since the considered variable was the size of the formulae, for each formula size and each kind of network, we generated 1,000 formulae, each monitored against a freshly generated trace of length 100. For the second experiment, since the variable considered was the pattern of the formulae, for each pattern mapping, we generated 1,000 formulae, each monitored against a freshly generated trace of length 100. For the third experiment, for each formula size, we first generated 10,000 LTL formulae and traces randomly, subsequently tweaking the alphabet to manipulate the number of referenced components and the depth of the resulting LTL network. Note that for the third experiment, we needed more sample formulae to ensure enough tests under all depths.

It is important to note that our tables report results obtained with only monitorable properties. We considered the notion of monitorability as defined in [26] (and characterised in [5, 11]) which intuitively states that a property is monitorable if there is always a trace that leads to a definitive verdict. Monitorable properties represent the actual properties that are sensible to monitor in practice. Hence, the lengths of the traces in our experiments are relatively small because we discarded all experiments where a verdict could not be reached (in either centralised or decentralised approach) due to non-monitorability. Should we have kept the results for non-monitorable properties, we would have augmented the observed numbers in all metrics artificially without much difference in the trends.

Communication protocol. Choosing a communication protocol such as communicating only the propositions which are true while assuming that unsent ones are false, makes a significant difference to our results. The chosen protocols were as follows: In the case of orchestration, each component sends a bit vector consisting of the values of its atomic propositions referenced in the formula. In the case of migration, since the whole formula is sent, it is less straightforward to gain quick savings as in the case of propositions. Thus, in this case we measure the size of the formula and use it as the size of the message. To measure the size of a formula, (i) we consider the total number of symbols (including those from the alphabet) that can appear in the formula to obtain the number of bits needed to encode one symbol, and then (ii) we count the number of symbols needed to encode the abstract syntax tree of the formula. In the case of choreography we have two kinds of messages: verdict messages of the form \( \langle i, j, x, y \rangle \) (from components to their referer formulae) and kill messages of the form \( \text{kill}(x, y) \) (from components to their referent formulae). The former kind are similar

\[14\] For the alphabet \( \{a, b, c\} \), the distinct distributed alphabets of size 2 are \( \{a|b, c\}, \{b|a, c\}, \{c|b, a\} \), the unique distributed alphabet of size 3 is \( \{a|b|c\} \), where \( | \) separates atomic propositions on distinct components. For instance, \( \{a|b|c\} \) denotes the distributed alphabet with two components where proposition \( a \) is observed on the first component and propositions \( b \) and \( c \) are observed on the second component.
to those of orchestration but are transmitted only when a verdict has been reached. Each message counts as twice the number of bits needed to encode a coordinate, one bit for the verdict, and the number of bits needed to encode the current time stamp.

**Execution cycles.** A major difference between choreography and migration is that, in the latter, components could send one message each per cycle while in the case of our new choreography algorithm, there is no assumption on the communication frequency of components. However, the picture is even more complex because the progression within a component may depend on the verdict of others. Thus, while migration (as in [4]) strictly allowed one progression and messaging cycle per system cycle, the choreography algorithm introduced in this paper does not make any assumption on the number of cycles. This makes the choreography approach general and versatile to many settings: on the one hand of the spectrum, a delay-free approach without reference to history but relatively more expensive in terms of the number of cycles and the messages required for each system cycle, and on the other hand of the spectrum, an unbounded-delay approach with components communicating at their own rate and in an asynchronous manner.

To have a fair comparison between migration and choreography, we restrained the choreography algorithm to have one messaging cycle per system cycle, as in the case of migration. In the following subsections, we discuss the outcome by first comparing choreography with migration, and subsequently comparing choreography with orchestration. Note that all experiments reported in the upcoming subsections are public and reproducible through DataMill. Moreover, the choreography algorithm proposed in this paper is better than the one initially proposed in [7] on a number of levels: (i) it is more practical as it does not make unrealistic assumptions such as instantaneous communication and garbage collects non-referenced cells in the network, i.e., cells which do not have any referents, (ii) it is more general since it does not impose synchronisation between the system and the monitor, and (iii) it runs faster mainly because runtime network maintenance is reduced.

### 7.4 Choreography and Migration

We start by comparing the choreography approach to the migration approach by considering each criterion in turn.

**Delay.** We observe that in all cases, the delay induced by decentralised monitoring is low, and remains lower than 2.0 on average. Except for the cases of randomly generated formulae with a network of depth 5 (see Table 4), the delay induced by choreography is lower than the one induced by migration. Biasing the generation of formulae has a positive impact on the delay as it reduces it both in migration and choreography. However, the reduction factor in choreography is more important in choreography than in migration. The delay in migration seems not to be influenced by an increase in the size of formulae, while it slightly augments...
in choreography. Moreover, contrary to migration, the delay in choreography is sensitive to the depth of the network.

**Number and size of messages.** A significant difference between choreography and migration is that in migration the whole formula is transmitted over the network while in choreography only when a subformula reaches true or false is the verdict transmitted. This distinction contributes to the significant difference in the size of the messages sent, which are lower in choreography than in migration, as can be seen in the experiment tables and plots. Both choreography and migration have their size of messages growing with the size of formulae, depth and size of the network. Yet, the growing factor induced by the size of formulae seems slightly more in the case of migration than in the case of choreography.

The situation is however reversed in the case of the number of messages. Indeed, in choreography, the network has to propagate both the verdicts for subformulae and also the kill messages. The higher number of messages is expected since in the case of choreography, in terms of monitoring information pertaining to the evaluation of formulae, only verdicts corresponding to the evaluation of subformulae are transmitted and thus contain less information than in the case of migration where entire formulae are transmitted.

As part of the evaluation, we changed the number of components involved in a formula while keeping everything constant. Unsurprisingly, changing the number of components did not affect the performance of the choreography approach as much as it affected the performance of the migration approach. Table 4 shows this clearly: for a given formula size, augmenting the number of components induces the compound size of messages and the number of progressions to augment by a bigger factor in the migration approach. The results for choreography still fluctuate, but not clearly in any direction and less than a factor of two in the worst case.

Similarly, keeping everything constant, we altered the alphabet once more, this time keeping the number of components constant but changing the number of indirections required in the choreography, i.e., a deeper tree of monitors. Again, the results in Table 4 confirm the intuition that this change affects the choreography much more than the migration approach. Moreover, the trends generally observed for random formulae and specification patterns are even more pronounced.

**Progressions.** The variations in the number of progressions is similar to the number of messages sent/received. The two are linked indirectly in the sense that both the number of messages and progressions increase if the monitoring activity in the network increases. However, we note that the required number of progressions is much lower in choreography than in migration in most of the cases (except for formulae from the precedence chain pattern).

7.5 Choreography and Orchestration

In this subsection, we compare the choreography and the orchestration approaches.

**Delay.** Since orchestration is a special case of choreography with depth one, the delay of an orchestration is always fixed at one (not shown in the table) and as such better than or as good as that of a choreography. However, the delay induced by choreography is generally

---

The reasons for the fluctuations are probably due to the random adaptations of the alphabet to change the number of components a formula is based upon.
lower than one event on average compared to orchestration (except for non-biased randomly generated formulae of size 5 and complex patterns, i.e., the precedence, precedence chain, response chain, and constrained chain patterns).

**Number and size of messages.** Similarly to the case of delay, in general (as shown in the empirical results) the number of messages required by an orchestration is higher than that required by a choreography. In terms of required number of messages, choreography generally outperforms orchestration, except for the precedence, response, and constrained-chain patterns, for non-biased randomly generated formulae of size 5, and for deep networks, for which the results are slightly in favour of orchestration. However, the measured performance greatly depends on the topology of the tree. For example, having a distributed subformula \(b_1 \land b_2\), sending updates for the conjunction is generally cheaper than sending updates for \(b_1\) and \(b_2\) separately. This phenomenon is hinted at in Table 4 where the results of the performance of choreography degrades for deeper networks. In other words, the performance of choreography is greatly dependent on how much the leaves can propagate their results towards the root of the tree without having to communicate. The hint is then confirmed in Table 2 where we intentionally biased the formula generation algorithm such that propositions from the same component are more likely to appear on the same branch. The results show a significant gain for the choreography approach.

As for the size of messages, for orchestration with alphabet \(\{a, b, c\}\) they are of size 1. We can observe that for both patterns and non-biased randomly generated formulae, messages are smaller with orchestration, except for small formulae for which choreography performs better. This later behaviour is as expected, because for small formulae, the main monitor generally requires little information from other monitors. Moreover, for biased and randomly generated formulae, choreography performs better than orchestration for reasons similar to the ones for small formulae. Finally, we note that generally, the size of messages varies according to the pattern of the monitored formula, and that the size of messages seems to grow gently with the size of the monitored formula.

**Progressions.** As for the number of progressions, choreography generally requires a much higher number of progressions to reach a verdict. This behaviour is as expected because orchestration progresses the currently monitored formula with the value of all atomic propositions at hand, whereas choreography, on a given component, may have duplicate formulae over different time instants and has to progress pointers for the parts of the formula that are monitored on other components.

### 7.6 Summary of the Conclusions Drawn from the Experiments

Clearly, none of the approaches ticks all the boxes. In the following, we summarise the main trends and shed some light as to when it makes more sense to use one approach over another depending on the importance of the monitoring metrics in a given scenario. Recall that conclusions are based on average values. More details on the experiments can be found in Appendix B.

**Delay.** Orchestration generally offers better results than choreography which in turn offers better results than migration. Moreover, biasing the generation of random formulae significantly improves the performance of choreography (obtaining the same results as orchestration in a few cases).
**Number of messages.** Migration performs better than choreography which in turn performs better than orchestration, noting a couple of exceptions where orchestration performs better than choreography: for non-biased randomly generated formulae of size 5, or when the depth of the network is greater than or equal to 3.

**Size of messages.** Choreography performs much better than migration. Let us note one exception: in the case of formulae generated from the precedence pattern performs slightly better than choreography. Orchestration generally performs better than choreography. There are however three exceptions where choreography performs better than orchestration: for randomly generated formulae of size lower than or equal to 2, for randomly generated formulae of size lower than or equal to 3 when the network is of size lower than or equal to 2 and its depth lower than or equal to 3, and for randomly generated formulae of size 5 with a network of size 2 and a depth lower than or equal to 2.

**Number of progressions.** Orchestration generally offers better results than choreography which in turn offers better results than migration. Let us note that for randomly generated formulae with a network of size 2 and depth greater than or equal to 3, migration performs better than choreography.

**Additional conclusions and discussion.** When measuring the performance of the monitoring algorithms in terms of the above metrics, the standard deviation was higher for migration than choreography, which in turn was higher than the one of orchestration. The standard deviation numbers are relatively high. However, this does not reduce the usefulness of the results allowing to exhibit trends when comparing the approaches. Moreover, reasons for the relatively-high standard deviations are twofold. First, as one can expect, when fixing a formula size or a specification pattern, our benchmarks monitor diverse formulas. For instance, formulae \(a \land b \land c\) and \(G(a \land b)\) are both of size 2, which is the depth of the parse tree. Nevertheless, these two formulae can potentially require different trace lengths to reach a verdict. Second, as our complementary visualisation plots in Appendix B indicate, the distributions of the values obtained for the monitoring metrics are neither normal nor symmetric. Hence, the standard deviation is a less appropriate measure of the variability, and the inter-quartile range (which can be obtained from the box plots in Appendix B) should preferably be used for that purpose.

Consequently, in practice, the values that a system designer shall expect when using the algorithms shall vary significantly according to the various parameters involved in decentralised monitoring (and more importantly according to the monitored specification and structure of the network). Hence, when given some formulae to monitor in a decentralised fashion, DecentMon should be useful to the system designer to simulate the execution of monitors for the formulae at hand, and determine the most suitable monitoring algorithm.

Another observation is that the implemented choreography algorithm is based on the greedy approach of distributing the formula into a network (see Definition 5). We expect that more sophisticated distribution approaches would give better results and therefore the numbers presented in paper for choreography can be improved.

Finally, let us recall that, although orchestration provides better results in a majority of the considered metrics, it involves introducing a central observation point in the system where all the monitoring computation is carried out.
8 Related Work

Splitting the progression of an LTL formula into subparts and propagating the results across a network is somewhat similar to the ideas used in parallel prefix networks [16]. In such networks intermediate results are evaluated in parallel and then combined to achieve the final result more efficiently. Furthermore, this work has two other main sources of inspiration: the work by Bauer and Falcone [6] about monitoring LTL properties in the context of distributed systems having a global clock, and the work by Francalanza et al. [13] which classifies modes of monitoring in the context of distributed systems. We have thus adapted the classification of distributed monitoring showing how orchestration, choreography, and migration can be applied to LTL monitors. We note, however, that we have introduced the global clock assumption which is not present in [13]. Without this assumption, our correctness theorem does not hold due to the loss of the total order between system events. From another point of view, we have classified the approach presented in [6] as a migration approach and extended the work by presenting a choreography approach. Furthermore, we have also empirically compared the approaches on a number of criteria.

As pointed out in [6,10], decentralised monitoring is related to several monitoring techniques. We recall some of them and refer to [6] for a detailed comparison. One of the closest approaches is [31] which monitors MtTL formulae specifying the safety properties over parallel asynchronous systems. Contrary to [31], our approach considers the full set of (“off-the-shelf”) LTL properties, does not assume the existence of a global observation point, and focuses on automatic splitting of an LTL formula according to the architecture of the system.

Also closely related to this paper is a monitoring approach of invariants using knowledge [14]. This approach leverages an apriori model-checking of the system to pre-calculate the states where a violation can be reported by a process acting alone. Both [14] and our approach try to minimise the communication induced by the distributed nature of the system but [14] (i) requires the property to be stable (and considers only invariants) and (ii) uses a Petri net model to compute synchronisation points.

Furthermore, the idea of splitting a formula to obtain a compositional evaluation procedure resembles in principle the approach in [27] where formulae are monitored on circuits in a compositional manner using the so-called notion of temporal tester.

As mentioned in the introduction, this paper is a revised and extended version of [7]. The main improvements of this paper compared to [7] are two-fold. First, in [7], between any two time instants, the monitoring network needed to be reconfigured so as to redistribute the formulae monitored on each component. How this reconfiguration could happen at runtime was not fully described in [7] and implied i) instantaneous communication between monitors since the number of such messages was not bounded, and ii) reconfiguration messages increased the communication overhead of the monitoring algorithm. Leveraging the global clock in the system and using messages of the form $\text{verdict}(i,j,t,v)$, the intermediate results exchanged by monitors can be time stamped with the global clock. Our monitoring algorithm can be applied to systems where monitors can communicate at any frequency compared to the global clock while still ensuring the consistency of verdicts. That is, the monitoring algorithm of this paper supports asynchronous communication between monitors in the following sense: any message sent at time $t$ by a monitor can be received at any later time instant $t' \geq t$ (where $t$ and $t'$ are given by the global clock), the order of messages can be inverted, but messages cannot be lost. Hence, the monitoring algorithm proposed in this paper is more amenable to a real implementation in a particular application scenario. Second, our monitoring algorithm leverages the offline analysis described in Section 4 to determine the cells of the network that need to respawn automatically and the communica-
tion paths prior to monitoring. Such analysis allows monitors to communicate verdicts with each other without requiring the transmission of the resolved formula itself. While we do not compare the performance of the monitoring algorithm proposed in [7] with the one in this paper, we carried out experiments showing improvements in the number and size of messages exchanged by monitors by orders of magnitude in most cases.

9 Conclusions and Future Work

In the context of distributed systems becoming increasingly ubiquitous, further studies are required to understand the variables involved and how these affect the numerous criteria which constitute good monitoring strategies. This would help architects choose the correct approach, particularly the monitor organisation and communication protocol, depending on the circumstances.

This study shows that while choreography can be advantageous in specific scenarios such as in the case of systems with many components and formulae which can be shallowly distributed, generally such an arrangement requires a significant number of messages and cannot fully exploit the potential of LTL simplification routines. We have noted that a substantial increase in the number of progressions required for choreography because of the monitors keeping track of versions of their local formulae over time while waiting for information from other components. This means that LTL might not be the best candidate when opting for a choreography. In contrast, non-progression-based monitoring algorithms where the monitors are not constantly modified, might lend themselves better to choreography.

We consider future work in two main directions: First, we would like to investigate how LTL equivalence rules can be used to make the choreography tree shallower. For example distributing \((a_1 \land a_2) \land ((a_3 \land b_1) \land b_2)\) might require two hops to reach a verdict while using associativity rules (obtaining \(((a_1 \land a_2) \land a_3) \land (b_1 \land b_2)\)), it can be easily reduced to one. Second, using other notations instead of LTL and/or different monitoring algorithms, particularly ones which are not progression-based, can potentially tip the balance more in favour of choreography approaches.
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A Proofs

In this appendix, we provide the proofs for the propositions, lemmata, and the theorem of this paper.

Proposition 1 (Maximum level of nested distributions) \( \forall \varphi \in \text{LTL} \cdot \text{dpth}_D(\text{net}(\varphi)) \leq \text{dpth}(\varphi) \).

Proof The proof follows by induction on the structure of \( \varphi \):

Base case: \( \varphi \in \{ \text{true}, \text{false} \} \cup \text{AP} \)

\[
\begin{align*}
\text{net}(\varphi) &= N_{\text{abc}}(\varphi), 1 \mapsto \varphi \quad (\text{def. of net}) \\
\text{dpth}_D(\text{net}(\varphi)) &= 1 \quad (\text{def. of dpth}_D) \\
\text{dpth}_D(\text{net}(\varphi)) &\leq \text{dpth}(\varphi) \quad (\text{def. of dpth and basic arithmetic})
\end{align*}
\]

Inductive case: \( \varphi \in \{ \neg, \psi \circ \psi' \} \)

Case: \( \varphi = \neg \psi \)

\[
\begin{align*}
\text{dpth}_D(\text{net}(\neg \psi)) &\leq \text{dpth}(\psi) \quad \text{(inductive hypothesis)} \\
\text{dpth}_D(\text{net}(\neg \psi)) &\leq \text{dpth}(\psi) + 1 \quad \text{(def. of dpth}_D \text{ and basic arithmetic)} \\
\text{dpth}_D(\text{net}(\neg \psi)) &\leq \text{dpth}(\neg \psi) \quad \text{(def. of dpth)}
\end{align*}
\]

Case: \( \varphi = \psi \circ \psi' \)

Let \( N, \varphi' = \text{net}(\psi), [N] \) and \( N', \varphi'' = \text{net}(N, \psi'), [N'] \)

Subcase: \( \text{net}(\psi \circ \psi') = N_{\text{abc}}(\varphi), 1 \mapsto \varphi' \circ \varphi'' \)

\[
\begin{align*}
\text{dpth}_D(\text{net}(\psi \circ \psi')) &= \max(\text{dpth}_D(N), \text{dpth}_D(N')) \quad \text{(def. of dpth}_D) \\
\leq 1 + \max(\text{dpth}(\psi), \text{dpth}(\psi')) \quad \text{(inductive hypothesis and basic arithmetic)} \\
&\leq \text{dpth}(\psi \circ \psi') \quad \text{(def. of dpth)}
\end{align*}
\]

Subcase: \( \text{net}(\psi \circ \psi') = N_{\text{abc}}(\varphi), 1 \mapsto \varphi' \circ \varphi'' \)

\[
\begin{align*}
\text{dpth}_D(\text{net}(\psi \circ \psi')) &= \max(\text{dpth}_D(N), 1 + \text{dpth}_D(N')) \quad \text{(def. of dpth}_D) \\
&\leq 1 + \max(\text{dpth}(\psi), \text{dpth}(\psi')) \quad \text{(inductive hypothesis and basic arithmetic)} \\
&\leq \text{dpth}(\psi \circ \psi') \quad \text{(def. of dpth)}
\end{align*}
\]

The other cases are similar.

\[\square\]
The proof follows by induction on the trace structure.

**Lemma 2** (Correctness under fully instantaneous communication)

Lifting Lemma 1 to trace of events, a mechanism.

Inductive case: Formula of \( M \) mechanism and focus on part 5 of the algorithm, i.e., the respawning and distributed progression the one reached under standard progression with global view of events.

Lemma 1 (Correctness for one step under fully instantaneous communication)

By case-by-case analysis of compute\(_{\text{respawn}}\), there are only two means of introducing new linkages:.

Case: Deleted linkages of the form \( \langle | \) operator.

Case: New linkages of the form \( \langle | \)

The other cases are similar.

\[ \forall \phi \in \text{LTL}, \forall \sigma \in \Sigma \cdot \text{prog}(\phi, \sigma) \simeq \text{msg}^\gamma(\text{alg}(\text{net}(\phi), \sigma)) \]

The verdict reached by choreographed monitoring under fully instantaneous communication is the same as the one reached under standard progression with global view of events.

**Proof** Since we assume fully instantaneous communication, in this proof we will ignore the algorithm’s communication mechanism and focus on part 5 of the algorithm, i.e., the respawning and distributed progression mechanism.

The proof follows by induction on the distribution structure, i.e., the linkages within the network memory, of \( M = \text{alg}(\text{net}(\phi), \sigma) \) with corresponding initial network \( N \).

**Base case: Network of \( M \) has no links**

We note that when \( M \) has no distribution, compute\(_{\text{respawn}}(N) = \emptyset \). Furthermore, prog behaves exactly as prog in the non-distribution cases. Therefore, the base case follows by the inductive hypothesis and these observations.

**Inductive case: Formula of \( M \) has distribution linkages**

Due to the inductive hypothesis, which establishes a correspondence between the existing distribution placeholders in the formula and the existing formulae being monitored in the network, we only need to prove that these maintain their correspondence and that new ones also correspond.

**Case: Existing linkages of the form \( \{i, j, t\} \) correspond to \( M_{ij}^t \)**

We note that the \( t \) in \( \{i, j, t\} \) and \( M_{ij}^t \) match and are not altered until the messaging system transmits the contents of \( M_{ij}^t \), meaning that the correspondence is maintained.

**Case: New linkages of the form \( \{i, j\} \) correspond to new formulae \( M_{ij}^t \)**

By case-by-case analysis of \( \text{compute}_t \), we note that there are only two means of introducing new \( \{i, j\} \) in the formula: either within the \( \text{X} \) operator or within the \( \text{U} \) operator. Correspondingly, we note that by analysis of \( \text{compute}_t \), there are only two means of introducing new \( M_{ij}^t \) in the formula: either within the \( \text{X} \) operator or within the \( \text{U} \) operator.

**Case: Deleted linkages of the form \( \{i, j, t\} \) correspond to discarded formulae \( M_{ij}^t \)**

Following progression and simplification, a number of distribution propositions may be discarded.

Part of the algorithm is responsible for sending corresponding kill messages which are correspondingly handled by part. Conversely, if a cell \( M_{ij}^t \) reaches a verdict, part of the algorithm is responsible for sending a verdict message to the corresponding distribution propositions and discarding the cell. Such a message is in turn handled by part of the algorithm which replaces the placeholder with the verdict. Once more this preserves the correspondence of placeholders and cells.

\( \square \)

**Lemma 3** (Correctness under fully instantaneous communication) Lifting Lemma 2 to trace of events, a trace of events still yields correct result when using the choreographed monitoring approach:

\[ \forall \phi \in \text{LTL}, \forall u \in \Sigma^* \cdot \text{prog}(\phi, u) \simeq \text{msg}^\gamma(\text{alg}(\text{net}(\phi), u)) \]

**Proof** The proof follows by induction on the trace structure.
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Base case: An empty trace — \( \text{prog}(\phi, \varepsilon) \simeq \text{msg}^\varepsilon(\text{alg}(\text{net}(\phi), \varepsilon)) \)

\( \text{prog}(\phi, \varepsilon) \simeq \phi \) \hspace{1cm} (no applications of \text{prog})

\( \text{prog}(\phi, \varepsilon) \simeq \text{net}(\phi) \) \hspace{1cm} (Proposition \[2\])

\( \text{prog}(\phi, \varepsilon) \simeq \text{alg}(\text{net}(\phi), \varepsilon) \) \hspace{1cm} (no applications of \text{alg})

Inductive case: An additional trace element — \( \text{prog}(\phi, u \cdot \sigma) \simeq \text{msg}^u(\text{alg}(\text{net}(\phi), u \cdot \sigma)) \) By the definitions of \text{prog} and \text{alg}, the statement can be reformulated to:

\( \text{prog}(\text{prog}(\phi, u), \sigma) \simeq \text{msg}^u(\text{alg}(\text{net}(\phi), u), \sigma) \)

This follows by Lemma \[3\].

Proposition \[3\] (More defined) \( \forall \phi \in \text{LTL}, \forall \phi' \in \text{LTL}, \phi \succeq \phi' \implies \phi = \phi' \).

Proof

\( \forall A \in \Sigma \cdot A(\phi') = \phi' \) (A only modifies distribution constructs)

\( A(\phi') = \phi \) \hspace{1cm} (def. of \( \succeq \))

\( \phi' = \phi \) \hspace{1cm} (applying the empty \( A \))

Lemma \[4\] For all possible network memories, full messaging yields more defined formulae than verdict-only, time-stepped messaging: \( \forall M \in \mathcal{M}, \text{msg}^M(\text{net}(\phi)) \succeq \text{msg}^M(\text{net}(\phi), u) \).

Proof By choosing the values of corresponding \text{msg}^M(M_i) for undefined assignments of \text{msg}^M(M), we would have \( A(\text{msg}^M(M)) = \text{msg}^u(M) \), which by definition of \( \succeq \) lead us to conclude \text{msg}^M(M) \succeq \text{msg}^M(M) \) as required.

Theorem \[1\] (Correctness of verdict-only time-stepped messaging) If a verdict is reached when using verdict-only messaging, then the verdict is correct: \( \forall \phi \in \text{LTL}, u \in \Sigma^* \cdot \text{msg}^u(\text{net}(\phi), u) \in \{T, \bot\} \implies \text{msg}^u(\text{net}(\phi), u) \simeq \text{prog}(\phi, u) \).

Proof The proof follows directly from Lemma \[1\] Proposition \[1\] and Lemma \[3\].

Corollary \[1\] (Correspondence of verdicts) If decentralised semantics assign a verdict to a trace-formula pair, then the LTL semantics assigns the same verdict: if \( \text{verdict}^\text{chore}(u, \phi) \in \{T, \bot\} \) then \( \text{verdict}^\text{chore}(u, \phi) = u \mathbin{\rightarrow} \phi \).

Proof The proof follows directly from Theorem \[1\].

B Plots for the Visualisation of the Results of the Experiments

Recall that the experiments described in Section 7 aim at benchmarking and comparing the performance of the three decentralised monitoring algorithms (orchestration, migration, and choreography) along four metrics: the delay induced by decentralised monitoring, the number and size of messages exchanged by monitors, and the number of progressions that monitors need to carry out to find a verdict (see Section 7 for the description of the metrics and objectives of the experiments). In this section, we provide plots for the complementary visualisation of the results of the first and second experiments described in Section 7. For each metric, in each plot, we display information on the value of the metric according to formula size for the first experiment and according to specification pattern for the second experiment. For each metric, we provide three plots: (what is referred to as) a custom plot, a box plot, and a scatter plot.

B.1 Description of the Plots

Custom plots report the average value (circle) and median (cross mark) of the metric. Moreover, the 99% confidence intervals of the means are depicted as crossbars centred around the mean value of the metric. In addition, to facilitate the visualisation and comparison of the algorithms based on the obtained average values, the symmetry or asymmetry of the metric value distribution can be hinted by inspecting the difference between the average and median values.

Box plots intuitively focus on “the main cases” and their dispersion. They also confirm the (asymmetry) of the distributions of observations hinted with custom plots. More precisely, recall that in a box plot the upper and lower “hinges” mark the first and third quartiles respectively. The line inside the box marks the
second quartile (i.e., the median). Moreover, box plots are Tukey ones where the upper whisker extends up to the last values inside the upper inner fence, i.e., the highest value that lies within 1.5 times the inter-quartile range to the third quartile; and the lower whisker extends down to the last value inside the lower inner fence, i.e., the lowest value within 1.5 times the inter-quartile range to the first quartile. Outliers (i.e., values lower than the lower whisker and greater than the upper whisker) are not displayed.

Scatter plots display the values obtained for the metrics for all samples. They provide a global view of the obtained values and can be useful to estimate the number of outliers and their “distance to the middle values”. Horizontal jittering is applied to facilitate the estimation of the density of points. Figures 6, 7, 8, and 9 contain the plots for the visualisation of the results of Experiment 1, for unbiased and biased formula generation. Figures 10, 11, 12, and 13 contain the plots for the visualisation of the results of Experiment 2.

B.2 Using the Plots to Analyse Data

We now describe how to use the plots to draw conclusions from the experimental data. We refrain from examining each metric for each formula size and specification pattern but rather recall general methods to analyse the plots and mention some of the interesting cases. The plots confirm and refine the trends mentioned in Sections 7.4, 7.5, and 7.6.

The relative positions of the mean and median give hints on data skewness. A positive (resp. negative) value for the difference between the mean and median can hint a positive (resp. negative) skew.

Moreover, box plots indicate centrality (with the median), spread (the size of the box), skewness of data, and tail length and shape of the distribution (with the relative lengths of the whiskers and box). Positive (resp. negative) skewness is characterised by a median in the lower (resp. upper) part of the box and an upper (resp. lower) whisker that is longer than the lower (resp. upper) whisker. However, we note that the above rule does not cover all the cases and other situations may arise, for instance for the number of messages obtained with the choreography algorithm for random formulae of size 5 where the mean and median are close to each other, the median is in the upper part of the box, and the lower whisker is inexistant. Hence, both the median position and the lengths of whiskers have to be examined to draw conclusions on the distribution of values. For instance:

– the number of messages obtained for response formulae (cf. Fig. 11b) has no skew for the three algorithms,
– the trace length and number of progressions obtained for (unbiased and biased) random formulae (cf. Fig. 6 and 9) has a positive skew,
– none of the obtained distributions for the metrics has a negative skew.

Scatter plots help visualising the positions and density of outliers compared to the “main values” for each distribution. For instance, for the trace lengths obtained when monitoring randomly-generated formulae, the number and positions of outliers seem to be the same for the three algorithms. For the number of messages obtained when monitoring formulae with unbiased random formula generation, choreography has more and further outliers than orchestration, while the situation is reversed when formulae are obtained with biased formula generation. For Experiment 2 (related to specification patterns), examining the scatter plots with far outliers, we can notice that, for some precedence chain formulae, choreography was defeated in terms of number of progressions while it performed similarly or better for trace length and size of messages. Finally, a question that arose was whether the outliers were for the same formulae across all algorithms. After observing the scatter plots and the data set obtained from the experiments, we confirm that this is generally the case, meaning that outliers reflect the differences between formulae rather than algorithms.
Fig. 6: Visualisation of the results (reported in Table 2) obtained for the trace length ($|\text{tr}|$ in ordinate) with the experiment varying the size of formulae ($|\varphi|$ in abscissa).
Fig. 7: Visualisation of the results (reported in Table 2) obtained for the number of messages (#msg in ordinate) with the experiment varying the size of formulae (|\varphi| in abscissa).
Fig. 8: Visualisation of the results (reported in Table 2) obtained for the size of messages (|msg| in ordinate) with the experiment varying the size of formulae (|φ| in abscissa).
Fig. 9: Visualisation of the results (reported in Table 2) obtained for the number of progressions (#prog in ordinate with the experiment varying the size of formulae (|φ| in abscissa). A base-10 logarithmic scale is used for the ordinate axis of scatter plots.
Fig. 10: Visualisation of the results (reported in Table 3) obtained for the trace length (|τ| in ordinate) with the experiment varying the pattern of formulae (in abscissa).
Fig. 11: Visualisation of the results (reported in Table 3) obtained for the number of messages (#msg in ordinate) with the experiment varying the pattern of formulae (in abscissa).
Fig. 12: Visualisation of the results (reported in Table 3) obtained for the size of messages (|msg| in ordinate) with the experiment varying the pattern of formulae (in abscissa).
Fig. 13: Visualisation of the results (reported in Table 5) obtained for the number of progressions (#prog in ordinate) with the experiment varying the pattern of formulae (in abscissa).