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Abstract

An immediate snapshot object is a high level communicatlgeai, built on top of a read/write
distributed system in which all except one processes maghcrh allows each process to write a
value and obtains a set of pairs (process id, value) suchdéspite process crashes and asynchrony,
the sets obtained by the processes satisfy noteworthysinclproperties.

Considering am-process model in which up toprocesses are allowed to cragkcfash sys-
tem model), this paper is on the constructiontgésilient immediate snapshot objects. In the
crash system model, a process can obtain values from af(least) processes, and, consequently,
t-immediate snapshot is assumed to have the properties dfatie(n — 1)-resilient immediate
snapshot plus the additional property stating that eacbgsobtains values from at ledst— ¢)
processes. The main result of the paper is the following. &hiére is a (deterministi¢) — 1)-
resilient algorithm implementing the bagie— 1)-immediate snapshot in gn—1)-crash read/write
system, there is noresilient algorithm in &-crash read/write model whene [1..(n — 2)]. This
means that, wheh < n — 1, the notion oft-resilience is inoperative when one has to implement
t-immediate snapshot for these values:ahe model assumption “at mask n — 1 processes may
crash” does not provide us with additional computationalgrallowing for the design of a genuine
t-resilient algorithm (genuine meaning that such an algoritvould work in thet-crash model, but
not in the(t + 1)-crash model). To show these results, the paper relies drkwelvn distributed
computing agreement problems such as consensuk-aatlagreement.

Keywords: Asynchronous system, Atomic read/write register, CoasssnDistributed computabil-
ity, Immediate snapshot, Impossibility, lterated modeSet Agreement, Linearizability, Process
crash failure, Snapshot obje¢tResilience, Wait-freedom.
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1 Introduction

The iterated immediate snapshot system model Theimmediate snapshot (IS) communication object
and the associatdtkrated immediate snapshot ( 11S) model have been introduced in [5, 19], and later
investigated in [7]. This distributed computing model consists @synchronous processes, among
which any subset of up ttn — 1) processes may crashwhich execute a sequence of asynchronous
rounds. One and only one immediate snapshot (IS) object is associategwitiround, which allows
the processes to communicate during this round. More precisely, far any), a process accesses the
z-th immediate snapshot only when it executesatith round, and it accesses it only once.

From an abstract point of view, an IS objddt'SP, can be seen as an initially empty set, which can
then contain at most pairs (one per process), each made up of a process index and aMakiebject
provides the processes with a single operation denetd_snapshot(), that each process may invoke
only once. The invocatiodMSP .write_snapshot(v) by a proces®; adds the pairi,v) to IMSP
and returns a set of pairs belonging it/ SP such that the sets returned to the processes that invoke
write_snapshot() satisfy specific inclusion properties. It is important to notice that, in the 11Sahtite
processes access the sequence of IS objects one after the othegsamtherder, and asynchronously.

The noteworthy feature of the 1IS model is the following. It has been sHoywBorowsky and Gafni
in [7], that this model is equivalent to the usual read/write wait-free mddelH(1)-crash model) for
task solvability with the wait-freedom progress condition (any non-faulbcg@ss obtains a result). Its
advantage lies in the fact that its runs are more structured and easiehyzesthan the runs in the basic
read/write shared memory model [26]. It is also the basis of the combinatopialogy approach for
distributed computing (e.g., [16]). Hence, IS objects constitute the algorittimiwition of distributed
iterated computing models.

It has been shown in [29] that trying to enrich the IS model with (non tivilure detectors is
inoperative. This means that, for example, enriching IS with the failurect®t@ (which is the weakest
failure detector that allows consensus to be solved in the basic read/writewgcation model [10, 23])
does not allow to solve consensus in such an enriched 1IS model. Huitdvas been shown in [28]
that it is possible to capture the power of a failure detector (and otherlpastiachronous systems) in
the 1IS model by appropriately restricting its set of runs, giving rise tdtévated Restricted Immediate
Snapshot (IRIS) model. This approach has been further investigated in [31].

The 1IS model has many interesting features among which the following twoadesvorthy. The
first is on the foundation side of distributed computing, namely IIS establiahgtiong connection
linking distributed computing and algebraic topology (see [6, 16, 18, 2)), 3the second one lies
on the algorithmic and programming side, namely IIS allows for a recursiveulation of algorithms
solving distributed computing problems. This direction, initiated in [5, 14], es ldeen investigated
in [27, 30].

Another line of research is investigated in [13]. This paper considersIsotidistributed compu-
tations defined as subsets of the runs of the iterated immediate snapshotlmedeh a context, it uses
topological techniques to identify the tasks that are solvable in such a model.

t-Crash model andt-resilient algorithms The previous basic read/write model and IS model con-
sider that all but one process may crash. Differentlitcaash model assumes that at moptocesses
may crash, i.e., by assumption, at le&st— ¢) of them never crash. As already said, an algorithm
designed for such a model is said totbesilient.

'From a terminology point of view, we sayfailure mode! (in the present casecrash model) if the model allows up ta
processes to fail. We keep the tetmesilience for algorithms. Then — 1)-crash model is also callesait-free model [15].
Several progress conditions have been associated with1)-resilient algorithms: wait-freedom [15], non-blocking [21], or
obstruction-freedom [17]. (See a unified presentation in Chapter30df[



One of the most fundamental results of distributed computing is the impossibilitysigrde 1-
resilient consensus algorithm in thecrashn-process model, be the communication medium an asyn-
chronous message-passing system [12] or a read/write shared medioifferently, other problems,
such as renaming (introduced in the context-oésilient message-passing systems whetren /2 [3]),
can be solved byn — 1)-resilient algorithms in thén — 1)crash read/write shared memory model (such
renaming algorithms are described in several textbooks, e.qg. [4, 30, 33]

Contribution of the paper When considering thé-crashn-process model where < n — 1, and
assuming that each correct process writes a value, a process maymalifes written by(n — ¢)
processes without risking being blocked forever. This naturally leatth®tootion of &-crashn-process
iterated model, generalizing the 1IS model to any value di this end the paper introduces the notion
of ak-immediate snapshot object, which generalizes the ljasicl )-immediate snapshot object. More
precisely, when consideringtammediate snapshot object infarashn-process model, an invocation
of write_snapshot() by a process returns a set including at I€ast- ¢) pairs (while it would return a
set ofz pairs with1l < 2 < n if the object was an IS object). Hence{-ammediate snapshot object
allows processes to obtain as much information as possible from the otlcespes while guaranteeing
progress.

The obvious question is then the implementability afimmmediate snapshot object in therash
n-process model. This question is answered in this paper, which showis ihahpossible to imple-
ment at-1S object in at-crashn-process model whet < ¢ < n — 1. More precisely we prove that
implementing a-IS object is equivaleAtto implementing consensus when< n/2 and enables to
implement(2t — n 4 2)-set agreement whery/2 <t < n — 1.

At first glance, this impossibility result may seem surprising. An IS objectsisegshot object (a)
whose operationarite() andsnapshot() are glued together in a single operatiorite_snapshot(), and
(b) satisfying an additional property linking the sets of pairs returnedbguwrrent invocations (called
Immediacy property, Section 2.2). Then, as already indicatettl@ object is an IS object such that
the sets returned byrite_snapshot() contain at leastn — t) pairs Qutput size property, Section 2.4).
The same Output size property on the sets returned by a snapshotazjdm trivially implemented
in at-crashn-process model. Let us cdallsnapshot such a constrained snhapshot object. Hence, while
a t-snapshot object can be implemented in thr@ashn-process model, &IS object cannot when
O<t<n—1.

Roadmap As previously indicated, the paper is on the computability powet-I& objects in the
t-crash computing model, far< n — 1. Made up of 8 sections, it has the following content.

e Section 2 introduces the basic crash-prone read/write system model, imnedipshot, &-set
agreement, ané-immediate snapshofA{1S). It also proves a theorem which captures the addi-
tional computational power df-immediate snapshot with respect to the basie- 1)-immediate
shapshot.

e Assuming a majority of processes never crash, ifcmash read/write model in which< n/2,
Section 3 shows that it is impossible to implemeiitnmediate snapshot in such a model. The
proof is a reduction of the consensus problenttmmediate snapshot.

e Assumingt < n — 1, Section 4 presents a reductiontammediate snapshot to consensus ta a
crash read/write model. When combined with the result of Section 3, this shattsimmediate
snapshot and consensus have the same computational powertorasyy model where< n/2.

2A is equivalent to B if A can be (computationally) reduced to B and recihpc



e Assuming at-crash read/write model in which/2 < t < n — 1, Section 5 shows that it is
impossible to implement-immediate snapshot in such a model. The proof is a reduction of the
(2t — n + 2)-set agreement problem témmediate snapshot.

e By a simulation argument, Section 6 shows that consensus is not solvableimitmediate snap-
shot whenn/2 < ¢t < n proving that the computational power timmediate snapshot when
0 < t < n/2is strictly stronger than the computational powertéfnmediate snapshot when
n/2 <t<n.

e Section 7 shows that, for atysuch thad < k£ < n—1, itisimpossible to implemerit-immediate
shapshot in any system whelre< ¢ < n.

Finally, Section 8 concludes the paper.

2 Immediate Snapshotk-Set Agreement,
and k-Immediate Snapshot

2.1 Basic read/write system model

Processes The computing model is composed of a sehof 3 sequential processes denojgd ...,
pn. Each process is asynchronous which means that it proceeds at ispeeah, which can be arbitrary
and remains always unknown to the other processes.

A process may halt prematurely (crash failure), but executes corigstigcal algorithm until it
possibly crashes. The model parameétdenotes the maximal number of processes that may crash in
a run. A process that crashes in a run is said tdalnky. Otherwise, it iscorrect or non-faulty. Let
us notice that, as a faulty process behaves correctly until it crash@spoess knows if it is correct or
faulty. Moreover, due to process asynchrony, no process cam ii@mother process crashed or is only
very slow.

It is assumed that (d) < ¢ < n (at least one process may crash and at least one process does not
crash), and (b) any process, until it possibly crashes, executefgitrithm assigned to it.

Communication layer The processes cooperate by reading and writing Single-Writer Multi-€tead
(SWMR) atomic read/write registers [22]. This means that the shared memolyecseen as a set of
arraysA[l..n] where, whileA[i] can be read by all processes, it can be written only;by

Notation The previous modelis denot€HRW,, ;] (which means “Crash Asynchronous Read/Write
with n processes, among which up tanay crash”). A model constrained by a predicatetde.qg.
t < z) is denotedCARW, [t < z]. Hence, as we assume at least one process does not crash,
CARW,,+[t < n] is a synonym o€ ARW, ;[0], which (as always indicated) is calleit-free model.
When considering-crash models ARW,, ;[t < «] is less constrained thahARW,, ,[t < a — 1].

Shared objects are denoted with capital letters. The local variables otag,; are denoted with
lower case letters, sometimes suffixed by the process index

2.2 One-shot immediate snapshot object

The immediate snapshot (IS) object was informally presented in the introdutttan be seen as a vari-
ant of the snapshot object introduced in [1, 2]. While a snapshottoimjecides the processes with two
operations\rite() andsnapshot()) which can be invoked separately by a process (uswaile() be-
foresnapshot()), aimmediate snapshot provides the processes with a single opeveti©rsnapshot().
One-shot means that a process may inwokés_snapshot() at most once.



Definition Let IMSP be an IS object. It is a set, initially empty, that will contain pairs made up of
a process index and a value. Let us consider a prggesst invokes/MSP .write_snapshot(v). This
invocation adds the paifi, v) to IMSP (contribution ofp; to IMSP), and returns tg; a set, called
view and denotedicw;, such that the sets returned to the processes collectively satisfy theifgjlow
properties.

Termination. The invocation afrite_snapshot() by a correct process terminates.
Self-inclusion.V i : (i,v) € view;.

Validity. Vi : ((j,v) € view;) = p; invokedwrite_snapshot(v).

ContainmentY ¢, j : (view; C view;) V (view; C view;).

Immediacy.V i, j : ((i,v) € view;) = (view; C view;).

It is relatively easy to show that the Immediacy property can be re-stafetlass: Vv i, j : ((<i, —) €
view;) A ((j, —) € view;)) = (view; = view;).

Implementations of an IS object in the wait-free mo@elRW,, [0 < t < n] are described in [5,
14, 27, 30]. While both a one-shot snapshot object and an IS olgjgstysthe Self-inclusion, Validity
and Containment properties, only an IS object satisfies the Immediacyrpyropieis additional property
creates an important difference, from which follows that, while a snapsject is atomic (operations
on a snapshot object can be linearized [21]), an IS object is not at@mapgrations cannot always be
linearized). However, an IS object is set-linearizable (set-linearizablliws several operations to be
linearized at the same point of the time line [9, 25]).

The iterated immediate snapsho{l1S) model In this model (introduced in [7]), the shared memory
is composed of a (possibly infinite) sequence of IS objed:SP[1], IMSP|2], ... These objects
are accessed sequentially and asynchronously by the processatiragto the following round-based
pattern executed by each processThe variabler; is local top;; it denotes its current round number.

r; < 0; ¢s; « initial local state ofp; (including its input, if any);
repeat forever % asynchronous 1S-based rounds

ri < r; + 1

view; <— IMSP[r;].write_snapshot(/s;);

computation of a new local stafe; (which containgiew;)
end repeat

As indicated in the Introduction, when considering distributed tasks (asalty defined in [8, 20]), the
IS model andC ARW,, 1[0 < t < n] have the same computational power [7].

2.3 k-Set agreement

k-Set agreement was introduced by S. Chaudhuri [11] to investigateeldtion linking the number
of different values that can be decided in an agreement problem, anmdakienal number of faulty
processes. It generalizes consensus which corresponds to &ie=<als

A k-set agreement object is a one-shot object that provides the pescegh a single operation
denotedpropose;, (). This operation allows the invoking processto propose a value it passes as an
input parameter (calleproposed value), and obtain a value (calledcided value). The object is defined
by the following set of properties.

e Termination. The invocation gfropose; () by a correct process terminates.

e Validity. A decided value is a proposed value.

e Agreement. No more thaindifferent values are decided.

It is shown in [6, 20, 32] that the problem is impossible to SOIVE ARW,, ;[k < t].
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2.4 k-Immediate Snapshot

A k-immediate snapshot object (denotetsS) is an immediate snapshot object with the following addi-
tional property.

e Output size. The setiew obtained by a process is such thatw| > n — k.
Theorem 1 A k-1S object cannot be implemented in CARW,, [k < t].

Proof To satisfy the output size property, the view obtained by a progessust contain pairs from
(n — k) different processes. I processes crash (e.g. initially), a process can obtain at (nostt)
pairs. Ift > k, we haven — ¢t < n — k. It follows that, after it has obtained pairs fradm — ¢) processes,
a process can remain blocked forever waiting for(the k) missing pairs. O heorem 1

Considering the system mod@UdRW,, ;[0 < t < n — 1], the next theorem characterizes the power of
at-IS object in term of the Containment property.

Theorem 2 Considering the system model CARW,, [0 < t < n — 1], and a ¢-IS object, |et us assume
that all correct processes invoke write_snapshot(). No process obtains a view with less than (n — ¢)
pairs. Moreover, if the size of the smallest view obtained by a processis ¢ (¢ > n —t), thereisa set S of
processes such that |S| = ¢ > n — ¢ and each process of .S’ obtains the smallest view or crashes during
its invocation of write_snapshot().

Proof It follows from the Output size property of theS object that no view contains less than— t)
pairs. Letview be the smallest view returned by a process, and let |view|. We have/ > n — t.
Moreover, due to (a) the Immediacy property (nam@ély —) € view) = (view; C view)) and (b) the
minimality of view, it follows thatview; = view. As thisis true for each process whose pair participates
in view, and{ = |view|, it follows that there is a sef of processes such thg| = ¢ > n — ¢ and
each of its processes obtains the vieisnw, or crashed during its invocation afrite_snapshot(). Due

to the Containment property, the others processes crash or obtain vigals strictly includeview.

|:]Theorem 2

3 t-Immediate Snapshot is Impossible ICARW,, ;[0 < ¢ < n/2]

This section shows that it is impossible to implementi& object wherd < ¢ < n/2.

From ¢-IS to consensus ilCARW,,:[0 < t < n/2] Algorithm 1 reduces consensus#dS in the
system modeC ARW,, ;[0 < t < n/2]. As at most < n/2 process may crash, at least- ¢ > n /2t
processes invoke the consensus operatiopose; ().

operation propose; (v) is

(1) wview; < IMSP.write_snapshot(v); VIEWi] + view;;
(2) wait(|{ jsuchthaV IEW[j] # L} =t + 1);

(3) let view bethe smallest of the previoys + 1) views;

(4) return(smallest proposed value iriew)

end operation

Algorithm 1: Solving consensus BUARW,, ;[0 < t < n/2,t-IS] (code forp;)

In addition to at-IS object denotedMSP, the processes access an aria W [1..n] of SWMR
atomic registers, initialized tpL, - - - , L]. The aim of VIEW [i] is to store the view obtained by from
thet-IS object/MSP.



When it callspropose; (v), a proces®; invokes first thet-IS object, in which it deposits the pair
(i,v), and obtains a view from it, that it writes IHIE T [i] to make it publicly known (line 1). Then, it
waits (line 2) until it sees the views of at ledst- 1) processes (as—t > t+ 1, p; cannot block forever
and at least one of these views is from a correct process). Pracesdsacts then of these views the one
with the smallest cardinality (line 3), and finally returns proposed value twtan this smallest view
(line 4).

Theorem 3 Algorithm 1 reduces consensusto t-1IS in CARW,, ;[0 < t < n/2].

Proof Let us first prove the consensus Termination propertya As > ¢+1, and there are at lea@t—t)
correct processes, it follows that at least— ¢) entries of VIEW [1..n] are eventually different from..
Hence, no correct process can remain blocked forever at line 2hyhiwes consensus Termination.
Let us now consider the consensus Agreement property. It follams Theorem 2 that there is a set
of atleast > n —t processes, that obtained the same iiein_view (or crashed before returning from
write_snapshot()), and this view is the smallest view obtained by a process and its sizgns view| =
0. Asl >n—tand(n—t)+ (t+ 1) > n, it follows from the waiting predicate of line 2, that, any
process that executes line 3, obtains a copydf_view, and consequently we havéew = min_view
at line 3. It follows that no two processes can decide different values.
Finally, the consensus Validity property follows from the fact that any paitained in a view is
composed of a process index and the value proposed by the cor@sppnocess. O7heorem 3

Corollary 1 Implementing a ¢-1S object in CARW,, [0 < t < n/2] isimpossible.

Proof The proof is an immediate consequence of Lemma 3, and the fact that saes@amnot be solved
in CARWmt[O <t< n/2] [24] DCorollary 1

4 From Consensus ta-ISin CARW,,,[0 <t <n —1]

Algorithm 2 describes a reduction 6f1S to consensus IBARW,, ;[0 < t < n—1]. This algorithm uses
two shared data structures. The first is an aiRd@G|[1..n| of SWMR atomic registers (WherREG|i]
is associated with;). The second is an array ¢f + 1) consensus objects denot€dNS[(n — t)..n].

operation write_snapshot(v;) is
(1) REGI[i] + v;; view; + 0; dec; <+ 0; k < —1; launch the tasks'1 and7'2.

(2) taskTlis
3) repeatk < k + 1;

4) wait(3 a setauz;: (dec; C auz;) A (Jauzi| =n —t + k)

A (auz; C {(j, REG[j]) such thatREG[j] # 1}));
(5) dec; < CONS[n — t + k].propose, (auz;);
(6) if ((¢,v:) € dec;) A (view; = () then view; < dec; end if

@ until (k = t) end repeat
(8) endtaskT1.

(9) task T2 is wait(view; # 0); return(view;) end taskT'2.
end operation

Algorithm 2: Implementing-1S in CARW,, +[0 < t < n/2, CONS (code forp;)

The invocation ofwrite_snapshot(v;) by a procesw; depositsy; in REG[i], and launches two
underlying tasksl'l and72. The task7'2 is a simple waiting task, which will return a view to the



calling proces®;. Thereturn() statement at line 9 terminates tweite_snapshot() operation invoked
by p;. The termination off'2 does not kill the task’1 which may continue executing.

TaskT1 (lines 2-8) has two aims: providg with a viewwview; (line 6), and prevent processes from
deadlocking, thereby allowing them to terminate. It consists in a loop thatésied ¢ + 1) times. The
aim of thek-th iteration (starting at = 0) is to allow processes to obtain a view includifig— ¢t + k)
pairs. More precisely, we have the following.

e When it enters thé-th iteration, a procesg; first waits until it obtains a set of pairs, denoted
auz;, wWhich (a) containgn — ¢ + k) pairs, (b) contains the set set of paiks:; decided during
the previous iteration, and (c) contains only pairs extracted from thg &FG[1..n]. This is
captured by the predicate of line 4.

e Then,p; proposes the setuz; to the consensus obje@ONS[n — t + k| associated with the
current iteration step (line 5). The set decided is storetkif.

e Finally, if its pair (i, v;) belongs todec; and p; has not yet decided (i.e., no set has yet been
assigned taiew;), it does it by writingdec; in view;. Let us notice that this ensures the Self-
inclusion property of the-IS object. Moreover, a process decides no more than once.

Whether a process decides or not during the current iteration stesténsatically proceeds to
the next iteration step. Hence, a process that obtains its view during atioitestepx can help
other processes to obtain a view during later iteration sjepse.

Theorem 4 Algorithm 2 reduces ¢-1S to consensus in CARW,,+[0 < t < n — 1].

Proof The Self-inclusion property follows directly from the predicéiey;) € dec; used before assign-
ing dec; to view; at line 6.

The Validity property follows from (a) the fact that a processssigns the value it wants to deposit
in thet-1S object inREGYi], (b) this atomic variable is written at most once (line 1), and (c) the predicate
REG[j] # L is used at line 4 to extract values fraREG|[1..n].

The Output size property follows from the predicate of line 4, which reguinat any setux; (and
consequently any sétc; output by a consensus object) contains at léast ¢) pairs.

To prove the Immediacy property, let us consider any two processasdp; such that(j, v;) €
view; and (i, v;) € view;. Letdec,[k] denote the local variabléec, afterp, assigned it a value at
line 5 during iteration step.

Let k; be the iteration step at whigh assignslec; to view; (due to the predicateicw; = () used at
line 5, such an assignment is done only once). It follows from the fiestipate of line 6, thati, v;) €
decilk;] = view; (otherwise,view; would not be assignedec;); k;, dec;, andview; being defined
similarly, we also havej,v;) € dec;[k;] = view;. As by assumption we havg,v;) € view; and
(i,v;) € view;, we also have (i, v;), (j,vj)} C dec;k;] = view; and{(i,v;), (j,vj)} C decjlk;] =
view;. Due to the Agreement property of the consensus objects, wedeay@;] = dec;[k;], and
deci[kj} = dGCj[kj].

Let us assume thdt; < k;. This is not possible because, on the one s{dey;) € dec;k;] =
decj[k;], and, on the other sidg; is the only iteration step at which we haygv;) € dec; A view; = ()
(and consequentlyiew; is assigned the value ifec; [k;]). For the same reason, we cannot hiave k;.

It follows thatk; = k;. Hence, aslec;[k;] = dec;[k;], p; andp; obtain the very same view (and this
occurs during the same iteration step).

As far as the Containment property is concerned, we have the followiagsi@ering the iteration
numberk, let us first observe that, due to the predicater;| = n — t + k (line 4), the set output by
CONS[n —t + k] containsn — ¢t + k pairs. Hence, the sequence of consensus outputs sets whose size is
increased by at each instance. Let us now observe that, due to the predieate aux; (line 4), the
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set output byCONS[n — t + k + 1] is a superset of the set output by the previous consensus instance
CONS[n — t + k]. It follows that the sequence of pairs output by the consensus instansach that
each set of pairs includes the previous set plus one new element, frimim thhb Containment property
follows.

As far as the Termination property is concernedplee the number of processes that have deposited
a value inREG([1..n]. We haven —t < p < n. It follows from the predicate in the wait statement
(line 4), that no process can block forever at this lineifar [0..p — n + t]. As there are at lea$t — ¢)
correct processes, and none of them can be blocked forever 4t lirfellows that each of them invokes
CONS[n —t + k].propose; () (line 5), for each: € [0...p — n + t]. Hence, the only reason for a correct
process not to obtain a view (and terminate), is to never execute the assigrime «+ dec; at line 7.

The sequence of consensus instances outputs a sequence of séts whpse successive sizes are
(n—1t), (n—t+1), ..., p, which means that the identity of every of theprocesses that wrote in
REG(1..n] appears at least once in the sequence of consensus outputs. fdereeh correct process
pi, there is a consensus instance whose outputs such that, whileiew; = 0, we have(i, v;) € dec,
which concludes the proof of the Termination property. OTheorem 4

Corollary 2 Consensus and ¢-IS are equivalent in CARW,, ;[0 < t < n/2].

Proof The proof follows from Theorem 3 (Algorithm 1) and Theorem 4 (AlgaritB).  Oppeorem 2

5 t¢-Immediate Snapshot is Impossible iICARW,,;[n/2 <t <n — 1]

This section shows that it is impossible to implementl& object inCARW,,;[n/2 <t < n —1]. To
this end, it presents a reduction lofset agreement (in shoktSA) to¢-IS fork = 2t —n+ 2 (e.g., a
reduction of(n — 2)-SA agreement ton — 2)-IS in CARW,, [t = n — 2).

From t-IS to (2t — k + 2)-set agreementin CARW,,+[n/2 <t < n — 1,t-1S] Algorithm 3 reduces
(2t—n+2)-setagreement IS iNnCARW,, ;[n/2 < t < n—1]. As at most process may crash, at least
(n — t) processes invoke thie SA operationpropose, (). This algorithm is very close to Algorithm 1.
Its main difference lies in the replacement(oft- 1) by (n — ¢) at line 2.

operation propose,, _,, ,(v) iS

(1) wview; < IMSP.write_snapshot(v); VIEW [i] + view;;
(2) wait(|{ j suchthatVIEW [j] # L}| =n —t);

(3) letwview bethe smallest of the previous — t) views;
(4) return(smallest proposed value iriew)

end operation

Algorithm 3: Solving(2t — n + 2)-set agreement iIBARW,, +[n/2 < t < n — 1,t-1S] (code forp;)

Theorem 5 Algorithm 3 reduces (2t — n + 2)-set agreement to t-1ISinCARW,, ¢[n/2 < t < n —1].

Proof Letk =2t —n+ 2.

Let us first consider the-SA Termination property. There are at least- ¢) correct processes, and
each of them first invoke&MSP .write_snapshot() and then writes the view it obtained in the shared
array VIEW (line 1). Hence, at leagth — ¢) entries of VIEW are eventually different from_, from
which follows that no process can block forever at line 2.



Let us now consider thg-SA Validity property. It follows from the Containment property of the
t-1S object that any set of views depositedliiiE W is not empty. Therefore, the view selected by a
process at line 3 is not empty. As a view can only contain pairs, each inglagiroposed value (line 1),
the k-SA Validity property follows.

Let us finally consider thé-SA Agreement property. Let us first observe that, due tottte
Containment property and Theorem 2, at most (n — t) + 1 = ¢ + 1 different views can be written
in the arrayVIEW [1..n]. Let V(1) the smallest of these views (which contains n — ¢ pairs),V (2)
the second smallest, etc., uritilt + 1) the greatest one. There are two cases according to:thet)
non-L views obtained by a procegsat line 2. Let us remind that, as< 2¢, we haven — t < ¢.

e Case 1. The view (1) belongs to thén — t) views obtained by;. In this casep; selectsV (1)
at line 3 and decides at line 4 the smallest proposed value contaifigd jn

e Case 2. The view (1) does not belong to the: — ¢) views obtained by;,. Hence, then — ¢)
views obtained by any process of Case 2 belongf¢2),--- , V(¢ +1)}.

It follows that them = (n —t) — 1 biggest views i1/ (2),--- , V(¢ + 1)} will never be selected

be the processes that are in Case 2, and consequently the set ofribeesesg@s obtain at most
t—m=t—((n—1t)—1) =2t —n+ 1different smallest views. Hence, these processes may
decide at mos2t — n + 1 different values at line 4.

When combining the two cases, at mbst 2t —n + 2 different values can be decided, which concludes
the proof of the theorem. OTheorem 5

Corollary 3 Implementing a ¢-1S object in CARW,, ;[n/2 <t < n — 1] isimpossible.

Proof Ast < n — 2, we have2t — n + 2 < t. The proof is an immediate consequence of Theorem 5,
and the fact that2t — n + 2)-set agreement cannot be solve@idRW,, ;[n/2 <t < n—1][5, 20, 32].

DCorollary 3

6 {-Immediate Snapshot and Consensus iIBARW,,;[n/2 <t <n — 1]

Let us first remark that (as immediate snapshot objdcte)mediate snapshot objects are not lineariz-
able. As a-immediate snapshetcontains values from at leaSt — ¢) processes, at lea§t — t¢) pro-
cesses must have invoked the operatieite_snapshot() on o for any invocation ofarite_snapshot()

be able to terminate. It follows that there is a timat which(n — ¢) processes have invoked the opera-
tion write_snapshot() on thek-immediate snapshetand have not yet returned. We then say that these
(n — t) processes af@side their k-immediate snapshet Hence the following lemma:

Lemma 1 If aninvocation of write_snapshot() on a k-immediate snapshot object o terminates, thereis
atime T at which at least (n — t) processes are insidethis k-immediate snapshot object o.

Theorem 6 Thereisno ¢-resilient consensus algorithmusing ¢-immediate snapshot in CARW,, [n/2 <
t<n-—1].

Proof To prove the theorem, let us consider first the case 2¢. The proof is by contradiction. Let
us assume thatl is at-resilient consensus algorithm for a set of proceqses: - - , p,,} which use a
t-immediate snapshot object in a system where- 2t. The contradiction is obtained by simulating
A with two processes)y and @1, such thatQ, and @1 solve consensus despite the possible crash
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Let Ao andA; be a partition of p1, - , pn }:
‘A0| = |A1| =1, {pl, cee 7pn} = Ao U Al, andAo NA = @
Code forQ; (i € {0,1}):
(1) forall p;in A;: initialize Up, with the initial value ofQ);;
(2) repeat forever
3) for eachp in A; in a round robin waylo
4 if next step op isis(o,v) (i.e. write_snapshot(v) on the IS objecb)
©) then prop;[o] < propifo] U {(p,v)};
(6) if REG|i][o] = L
@) thenif REG[1 — i][o] # L
8) then REG(i|[o] <+ REG[1 — i][o] U {(p,v)};
9) simulation steps(o, v) for p which returnsR EG|i][o]
(10) end if
(11) else REG]i][o] < REG]|i][o] U{(p,v)};
(12) simulation steps(o, v) for p which returnsREG|i][0]
(13) end if
(14) else simulate the next step @f
(15) if p decidesv in this stepthen Q; decidesv end if
(16) end if;
@ it ((lpropi(0)| =1t) A (REG[i][o] = 1))
(18) then REG|i][o] < IMSP[o].write_snapshot(prop; (o))
(19) end if
(20)  end for
(21) end repeat

Algorithm 4: Simulation of4 by Q; (i € {0, 1}) forn = 2t

of one of them. As there is no wait-free consensus algorithm for 2 psese# follows that such a
consensus algorithtd based on-immediate snapshot objects cannot exist. The simulation is described
in Algorithm 4.

Let Ap and A4; be a partition of{p1,--- ,p,} such that each ofi; and A; hast elements. Qo
simulates the processesd, while ()1 simulates the processes4n. In the simulation, ifQ); is correct
and makes an infinite number of steps, then each proces$sritakes an infinite number of (simulated)
steps, and consequently the processed;oére correct in the simulated run. dJ; crashes, its crash
entails (in the simulated run) the crashes of all the processds. ilNote that, as at mosgtsimulated
processes may crash in a simulated run, if all processds ofash, no process of; _; crashes.

In the following, given a simulated procegsis(o, v) denotes the invocation efrite_snapshot(v)
by p on thet-immediate snapshat We assume theimmediate snapshot objects are one-shot objects
(each process invokes an objecat most once). The underlying idea of the simulation is that a
immediate snapshot object accessediyand @; allows them to simulate &immediate snapshot
object shared by the simulated processgs.., p,,.

The 1-immediate snapshot object associated with the simulatetnediate snapshot objeat is
denoted/MSPJo]. In addition to thesd-immediate snapshot objects, the simulator proce§sesnd
(2, of the simulation Algorithm 4 manage the following variables.

e REG[0,1][o] is an array made up of two atomic read/write registers associated with each simu-
latedt-immediate snapshot objeet REG|i][o] is written by @; and read by botld); and@;_;.
It contains (at least) the values writtendrby the processes simulated @y (lines 8 and 11). If
@; has not already simulated an immediate snapshot operatiomvbile (), _; has,REG]i][o] is
initialized to the result of the immediate snapshotoamade by the processes df ; simulated
by @Q1_; (lines 6-8).

e prop;lo] is a local variable of); containing the values written in tteimmediate snapshatby
the simulated processes iy (line 5). When the next step of all the simulated processeg-is a
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immediate snapshot an @Q; gives the initial value oR EGi][o] (line 17). In the next executions
of the loop, wher(); considers the simulated procesghis value will be returned tp (line 12)
by the simulation of immediate snapshot invocatiorvassued byp.

The central point of the simulation lies in the way thémmediate snapshot objects are simu-
lated. For this, only when the next step @f the simulated processes iy are o.write_snapshot()
(t-immediate snapshot operation on #aene objecto) the simulatorQ; performs an immediate snap-
shot on the correspondirigimmediate snapshot objeft/SP o] shared byQ, and@, with the values
written by the processes i; in this t-immediate snapshot an The result of this immediate snapshot
contains either all the values from all simulated processes, or only thesvafube processes id;.
Moreover, all processes 6f; obtain the same result, adgl also writes this result value intBEG|3, o]
(line 17).

Let us now consider the case in which the next step of the processgsisnnot at-immediate
snapshot operation on the same object. If the next step of some procesd; is a t-immediate
snapshot on objeet and not-immediate snapshot anby processes ial; have already returned from
their invocations, we prove that there is a timat which all processes A, or all processesl,, are
inside the t-immediate snapshot objeat To this end, let us assume that there is no time at which all
processes in; are inside d@-immediate snapshot objeect By Lemma 1 there is a time at which a set
of at leastt processes, say, are inside a&-immediate snapsheat At this time, as —by assumption— at
least one process iA; is not inside &-immediate snapshot, it follows that at least one process, of
is inside at-immediate snapshot. But let us then consider the run in which all processgkgscrash
(in particular all processes id; may be considered as crashed before they invoked-iimenediate
snapshot). Hence for this ru@, contains no process iA; and, agC| > ¢, C'is equal toA;_;.

From this observation we deduce that either there is a time for which thetegxbvfallp € A; is
at-immediate snapshot an or there is a time at which the next step ofjake A;_; is at-immediate
snapshot om. Hence,Q; or Q1_; performs an immediate snapshotanlf );_; performs an imme-
diate snapshot on, then the result of the-immediate snapshot anfor each processes id;_; is the
setV made up of the values written by the processedin;. After that,; can read/ from a shared
variable, and is able to compute the result ofimmediate snapshot an(the result is” union the set of
values of processes i#; for which ; has simulated theimmediate snapshot ay). Hence, ifp € A;
is stuck in the simulation on an objegteither@; _; eventually makes an immediate snapshob @md
Q; eventually simulates theimmediate snapshot anfor p, or eventually the next step of all processes
in A; is at-immediate snapshot anand@; can compute the result of thismmediate snapshot an

To extend the result 2t > n, we partition{py, - -- , p, } in 3 setsdy, A1, D such thatAy| = n —t,
|A1| = n—t,|D| = 2t —n. Then, we run the previous simulation algorittdrwhere all processes iR
are initially dead()o simulates the set of processes4f, and(); simulates the processes.Af. With
this simulation)y and@), realizes a wait-free consensus, which is known to be impossig,corem 6

7 k-Immediate Snapshot is Impossible iICARW,,;[1 <t < n]

Theorem 7 Let k € [0..(n —2)]. Itisimpossible to implement k-immediate snapshot in CARW,, +[1 <
t < nl.

Proof Let us first consider the cage= 0. 0-IS is clearly impossible to achieveARW,, ¢[1 < t < n]
because, as soon as a process is initially crashed, the Output sizetypfopenely each returned view
containsn — k = n pairs) cannot be satisfied.

Let us consequently assurke> 1. The proof is by contradiction, namely, assuming an imple-
mentation of ak-IS object NnCARW, [t = 1], we show that it is possible to solve consensus in
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CARW:,,+[t = 1, k-IS], which is known to be impossible in a pure read/write system where even only
one process may crash [24].

Let us recall the main property &S (captured by Theorem 2) tailored for< &k < n — 1. Let/
be the size of the smallest view{n_view) returned by a process. We have the following. (a) There is
a setS of ¢ processes such that any process$ aéturnsmin_view or crashes; (b > n — k, and, as
k < n — 1 (theorem assumption), we hate> 2. It follows that, if a process obtains the views returned
by thek-IS object to(n — 1) processes, &> 2, one of thesén — 1) views is necessarilyhin_view.

This constitutes Observatian.

The algorithm solving consensus@ARW,, [t = 1, k-1S] is the same as Algorithm 3 where the
operation identifiepropose,;_,,, »(v) is replaced byropose, (v), andt = 1.

Ast =1, at leastn — 1) processes do not crash, and write in their entry of the aviEyW [1..n].
Consequently, no correct process can block forever at line 2jqgdlie Termination property of con-
sensus.

Due to Observatio® and the waiting predicate of line 2, at least one view of each process«itsat e
the wait statement isvin_view (this is the case of any correct process). It follows that each psdbat
executes line 3 obtaingin_view (and consequently its smallest value at line 4, proving the Agreement
property of consensus. The Integrity property of consensus folttimestly from the Validity property
of the k-IS object, which concludes the proof of the theorem. OTheorem 7

The following corollary is an immediate consequence of the previous theorem.
Corollary 4 k-immediate snapshot isimpossiblein CARW,, ,[1 < ¢ < k].

8 Conclusion

This paper addressed the desigr-tblerant algorithms building &immediate snapshot-(S) object.
Such an object in an immediate snapshot object (defined by Terminatioin8alion, Containment,
and Immediacy properties), inecrash asynchronous system. Hence, itis required that each satdktu
to a process contains at ledst — ) pairs. Immediate snapshot correspond$/to- 1)-immediate
snapshot.

The paper has shown that, while it is possible to buildan- 1)-IS object in the asynchronous
read/write(n — 1)-crash model, it is impossible to buildtadS object in an asynchronous read/write
t-crash model whed < ¢t < n — 1. It follows that the notion of an IIS distributed model seems
inoperative for these values of The results of the paper are summarized in Table 1 wh€©®NS
denotes the consensus in the presence of uptocess crashes.

’ 1<t<n/2 \ n/2<t<n-—1 ‘
t-1S implementg-CONS (Th. 3) t-1S implementg2t — n 4 2)-Set agreement (Th. 5)
t-1S does not implement CONS (Th.6)

| ¢-CONS implement$-IS (Th. 4) | t-CONS implements-IS (Th. 4) \

| 1<t<mn |
| 0<k <n—1: k-IScannot be implemented (Th. 7)

_ ~ Table 1: Summary of results presented in the paper
Interestingly, this study shows that there are two contrasting impossibilitjtsesiasynchronous

read/writet-crashn-process systems. Consensus is impossible as sobn-a8, while t-immediate
snapshot is impossible as soortas n — 1.

As a final remark, some computability problems remain open. As an example, dassibfe to
implement &-IS object from(2¢t — n + 2)-Set agreement?

13



Acknowledgments

This work has been partially supported by the French ANR project DES¥LY devoted to the study
of Computability and Complexity in distributed computing, and the UNAM-PAPIIGj@ct IN107714.

References

(1]

(2]
(3]

(4]

(5]

(6]

[7]

(8]

(9]

(10]

(11]

(12]

(13]

(14]

(15]

(16]

(17]

(18]

Afek Y., Attiya H., Dolev D., Gafni E., Merritt M. and ShdvN., Atomic snapshots of shared memory.
Journal of the ACM, 40(4):873-890 (1993)

Anderson J., Multi-writer composite registeBistributed Computing, 7(4):175-195 (1994)

Attiya H., Bar-Noy A., Dolev D., Peleg D., and Reischuk, Renaming in an asynchronous environment.
Journal of the ACM, 37(3):524-548 (1990)

Attiya H. and Welch J.Distributed computing: fundamentals, simulations and advanced topics, (2d Edi-
tion), Wiley-Interscience, 414 pages (2004)

Borowsky E. and Gafni E., Imnmediate atomic snapshotsfastdrenamingProc. 12th ACM Symposium on
Principles of Distributed Computing (PODC’ 93), pp. 41-50 (1993)

Borowsky E. and Gafni E., Generalized FLP impossibitigults fortresilient asynchronous computations.
Proc. 25th ACM Symposium on Theory of Computation (STOC' 93), California (USA), pp. 91-100 (1993)

Borowsky E. and Gafni E., A simple algorithmically reasal characterization of wait-free computations.
Proc. 16th ACM Symposium on Principles of Distributed Computing (PODC'97), ACM Press, pp. 189-198
(1997)

Borowsky E., Gafni E., Lynch N. and Rajsbaum S., The BGrihated simulation algorithmDistributed
Computing, 14:127-146 (2001)

Castafieda A., Rajsbaum S., and Raynal M., Specifyingwaant problems: beyond linearizability and up
to tasks.Proc. 29th Symposium on Distributed Computing (DISC’ 15), Springer LNCS 9363, pp. 420-435
(2015)

Chandra T., Hadzilacos V., and Toueg S., The weakdsiréailetector for solving consensusurnal of the
ACM, 43(4):685-722 (1996)

Chaudhuri S., More choices allow more faults: set cosse problems in totally asynchronous systems.
Information and Computation, 105(1):132-158 (1993)

Fischer M.J., Lynch N.A., and Paterson M.S., Impodisjbdf distributed consensus with one faulty process.
Journal of the ACM, 32(2):374-382 (1985)

Gafni E., Kuznetsov P., and Manolescu C., A generalagghchronous computability theoreRroc. 33th
ACM Symposium on Principles of Distributed Computing (PODC’ 94), ACM Press, paP. 222-231 (2014)

Gafni E. and Rajsbaum S., Recursion in distributed asmg. Proc. 12th Int'| Conference on Stabilization,
Safety, and Security of Distributed Systems (SSS 10), Springer LNCS 6366, pp. 362-376 (2010)

Herlihy M. P., Wait-free synchronizatiolACM Transactions on Programming Languages and Systems,
13(1):124-149 (1991)

Herlihy M.P., Kozlov D., and Rajsbaum Rjstributed computing through combinatorial topology, Morgan
Kaufmann/Elsevier, 336 pages, ISBN 9780124045781 (2014)

Herlihy M.P., Luchangco V., and Moir M., Obstructioreé synchronization: double-ended queues as an
example.Proc. 23th Int’| IEEE Conference on Distributed Computing Systems (ICDCS 03), IEEE Press,
pp. 522-529, 2003.

Herlihy M., Rajsbaum S., and Raynal M., Power and limitdistributed computing shared memory models.
Theoretical Computer Science, 509:3-24 (2013)

14



[19] Herlihy M. P. and Shavit, N., The asynchronous compilitgttheorem for¢-resilient tasksProc. 25th ACM
Symposium on Theory of Computing (STOC 1993), ACM Press, pp. 111-120 (1994)

[20] Herlihy M. P. and Shavit, N., The topological structafeasynchronous computabilitjournal of the ACM,
46(6):858-923 (1999)

[21] Herlihy M. P. and Wing J. M., Linearizability: a correetss condition for concurrent objecf&CM Trans-
actions on Programming Languages and Systems, 12(3):463-492 (1990)

[22] Lamport L., On interprocess communication, Part l:ibdsrmalism. Distributed Computing, 1(2):77-85
(1986)

[23] Lo W.-K. and Hadzilacos V., Using failure detectors twv&@ consensus in asynchronous shared memory
systemsProc. 8th Int’| Workshop on Distributed Algorithms (WDAG' 94), Springer LNCS 857, pp. 280-295
(1994)

[24] Loui M. and Abu-Amara H., Memory requirements for agremt among unreliable asynchronous pro-
cessesAdvances in Computing Research, 4:163-183, JAI Press (1987)

[25] Neiger G., Set-linearizability. Brief announcementHroc. 13th ACM Symposium on Principles of Dis-
tributed Computing (PODC’ 94), ACM Press, page 396 (1994)

[26] Rajsbaum S., Iterated shared memory modeisc. 9th Latin American Symposium on Theoretical Infor-
matics (LATIN'10), Springer LNCS 6034, pp. 407-416 (2010)

[27] Rajsbaum, S. and Raynal, M., An introductory tutorgatbncurrency-related distributed recursiBuolletin
of the European Association of TCS, 111:57-75 (2013)

[28] Rajsbaum S., Raynal M., and Travers C., The iteratettictesd immediate snapshot modékoc. 14th
Annual Int’'l Conference on Computing and Combinatorics (COCOON'08), Springer LNCS 5092, pp. 487-
497 (2008)

[29] Rajsbaum, S., Raynal, M., and Travers, C., An impossijlzibout failure detectors in the iterated immediate
snapshot modelnformation Processing Letters, 108(3):160-164 (2008)

[30] Raynal M.,Concurrent programming: algorithms, principles and foundations. Springer, 515 pages, ISBN
978-3-642-32026-2 (2013)

[31] Raynal M. and Stainer J., Increasing the power of thaiezl immediate snapshot model with failure detec-
tors.Proc. 19th Int’| Colloquiumon Structural Information and Communication Complexity (SSROCCQO'’ 12),
Springer LNCS 7355, pp. 231-242 (2012)

[32] Saks M. and Zaharoglou F., Wait-fréeset agreement is impossible: the topology of public kndgée
SIAM Journal on Computing, 29(5):1449-1483 (2000)

[33] Taubenfeld G., Synchronization algorithms and corentrprogrammingPearson Prentice-Hall, 423 pages,
ISBN 0-131-97259-6 (2006)

A Building an (n — 1)-IS Object in the (n — 1)-Crash Model

For a completeness purpose, this appendix presents Algorithm 5, whichmemtiear(» — 1)-1S object
in the (n — 1)-crash model (wait-free read/write model). This algorithm is due to Borgwaski Gafni
[5]. Its explanation that follows is from [30].

Algorithm 5 uses two arrays of SWMR atomic registers dendté&d-[1..n] andLEVEL[1..n| (only
p; can write REG[i| and LEVELIi]). A processp; first writes its value inREG]:] (line 1). Then the
core of the implementation dBG_write_snapshot() is based on the array EVEL[1..n]. This array,
initialized to[n + 1,...,n + 1], can be thought of as a ladder, where initially a process is at the top
of the ladder, namely at levéh + 1). Then it descends the ladder, one step after the other, according
to predefined rules until it stops at some level (or crashes). While désgethe ladder, a procegs
registers its current position in the ladder in the atomic registei’EL[:] (line 2). The local array
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level;[1..n] is used byp; to store the content of its asynchronous reading BV EL[1..n]. We always
havelevel;[i| = LEVEL]i].

After it stepped down from one ladder level to the next one, a progegesemputes a local view
(denotedview;) of the progress of the other processes in their descent of the laddsview contains
the processes; seen byp; at the same or a lower ladder level (i.e. such featl;[j] < level;[i] =
LEVEL]i], line 3). Then, if the current levélof p; is such thap; sees at least processes in its view
(i.e. processes that are at its level or a lower level, line 4), it stops atwek/lef the ladder. Finallyp;
returns a set of pairs determined from the valuesieiv; (line 6). Each pair is a process index and the
value written by the corresponding process.

operation BG_write_snapshot(v;) is

(1) REGIi] + wvy;

(2) repeat LEVEL[i] <~ LEVEL[i] — 1;

3) for j € {1,...,n} dolevel;[j] + LEVEL[j] end for;
4) view; + {j : level;[j] < level;[i]};

(5) until (Jview;| > level;[i]) end repeat

(6) return({(j, REG|j]) such thay € view;})

end operation

Algorithm 5: Borowsky-Gafni'swrite_snapshot() algorithm inCARW,, +[t = n — 1] (code forp;) [5]

The setview; of a process that terminates the algorithm, satisfy the following main property: if
|view;| = ¢, thenp; stopped at the level, and there aré processes whose current levekis/. From
this property, follow the Self-inclusion, Containment and Immediacy prope(tiated in Section 2.2).

B An Ad hoc Proof of 1-IS Impossibility in CARW,, [t = 1]

This section provides a customized proof for the impossibility-¢® in CARW,, [t = 1] (1-resilient
read/write model). The next lemma is a simple re-statement of Theorent 2fac

Lemma 2 Considering the syssem model CARW,, +[t = 1], let view; be the set returned by process p;
when it invokes the 1-1S object. The sets obtained by the processes are such that:

(@): Vi: |view;| = n (and consequently all sets are equal), or

(b): (n — 1) sets are equal and such that |view;| = n — 1, and the other set view; is such that
|view;| = n or p; crashed before returning it.

From 1-IS to consensus ilCARW,, [t = 1] LetCARW, ]t = 1,1-IS] denote the system model
CARW,, [t = 1] enriched with an algorithm implementiriglS objects. Algorithm 6 is a reduction of
consensus td-IS in such a system model. Let us remember that, as at most one procesgastayat
least(n — 1) processes invokes the consensus operatiopose ().

As in previous reductions, there is an array of SWMR atomic registéfsiV [1..n], whose aim is
to store the view obtained by the processes.

The algorithm works as follows. When invokes the consensus operatigopose; (v), it first in-
vokesIMSP .write_snapshot(v) and deposits the view it obtains in its SWMR registd& W [i] (line 1).
If VIEWi] contains(n — 1) pairs (each made up of a process index and a proposed vajselects
the smallest of the proposed values present in these pairs and decitageinenteturn() at line 2).
Otherwise, due to Lemma 2/IE'W [i] containsn pairs. In this casey; waits until another procegs;
obtained a view and deposited it W/EW [j] (line 3). If VIEW [j] containsn pairs, it follows from
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operation propose, (v) is
(1) view; < IMSP .write_snapshot(v); VIEW [i] < view;;
(2) if ((VIEWi]| =n — 1) thenreturn(min( VIEW [i]))

3) else wait(3j #¢ : VIEW([j] # L1);

(4) if (|[VIEWj]| = n) thenreturn(min( VIEW[i]))
(5) else return(min( VIEW [5]))
(6) end if

(7) endif

end operation

Algorithm 6: Solving consensus BUARW,, ,[t = 1, 1-IS] (code forp;)

Lemma 2, that no view contains less thamairs. Hencep; decides the smallest proposed value con-
tained in these pairs (line 4). OtherwiseV/IEW [j] contains(n — 1) pairs, anc; decides the smallest
proposed value contained in thgse— 1) pairs (line 5).

Lemma 3 Algorithm 6 reduces consensus to 1-IS in CARW,, +[t = 1].

Proof Due to Lemma 2 on the The size of the views obtained by the procgssesl( or n) There are
two cases.

e The size of all the views is (Item (a) of Lemma 2). In this case, the predicate of line 2 is false at
any process, which consequently executes the “else” part of thetatément”. As all processes
have deposited a value in thelS object/MSP (otherwise the view size would be less than
thewait() statement of line 3 eventually terminates, &WdE TV [j]| = n. Hence, the predicate of
line 3 is satisfied, and as all views are equal (Lemma 2), all processiele dee same value.

e The size of the views is such that a procgs®btains a viewVIEW [k] with (n — 1) pairs. Due
to Lemma 2,(n — 1) processes obtains the very same view. The predicate of line 2 is then true
at any of these processes, which, as they have the same view, decgiertberalue when they
execute theeturn() statement of line 2. The other process, gayis such that VIEW [¢]| = n.
Hence, it executes the “else” part of the “if” statement, and (for the saason as above) cannot
block forever at line 3. As it is the only process whose view hasssjZzeproceeds to line 5, and
decides the smallest proposed value contained/iii¥ [j]. Due to Item (b) of Lemma 2, this is
the value decided by thg — 1) other processes, which obtained a view of gize- 1).

It follows that, in both cases, each correct process decides (Ternmipatio two different values are
decided (Agreement), and the decided value is a proposed value (Validity) OrLemma 3
Theorem 8 Implementing a 1-IS object in CARW,, ;[t = 1] isimpossible.

Proof The proof is an immediate consequence of Theorem 3, and the fact tisgrn=us cannot be
solved inCARWn,t[t = 1] [24] UTheorem 8

C Onthe Impossibility to Implement a t-IS Objectin CARW,,;[t < n—1]

The paper has shown that the operatiaritesnap() cannot be implemented in the system models
CARW,+[0 < t < n — 1]. To better understand this impossibility, this section presents two tries to
do such an implementation, based on “natural” extensions of Borowsky*6S&G_write_snapshot()
algorithm designed fot the system modeARW,, [t = n — 1] (Algorithm 5).
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C.1 Try 1: using BG_write_snapshot() as a “black box”

Algorithm 7 seems to be a simple implementation ofl& object in the system modéUARW,, +[t <

n — 1], built on top of an underlyingn — 1)-immediate snapshot object denotBd1S. A proces;
repeatedly writes its value iBGIS (line 1) until it obtains a view with at leagk — ¢) pairs (line 2),
which is returned as a result (line 3).

Let us first observe that, due to the loop, and despite the fact that agsracites always the same

value, the objecBGIS is not a one-shot object. Let us nevertheless consider that this is noblam.

It is then relatively easy to see that this algorithm guarantees the Terminagibin@&usion, Validity,
Containment, and Output size properties definkgmediate snapshot.

operation write_snapshot(v) is

(1) repeatview; + BGIS.BG_write_snapshot(v);
(2) until (Jview;] > n —t) end repeat

(3) return(view;)

end operation

Algorithm 7: Trying to implementvrite_snapshot() from BG_write_snapshot() in CARW,, [0 < t <
n — 1] (code forp;)

We show in the following that the previous algorithm does not guarantearthdliacy property.
To this end we build an execution which violates this property.

1. Timer,. Processep; andp; invoke write_snapshot(v;) andwrite_snapshot(v;), respectively.
Hence, from now on, we have forevigli, v;), (4,v;) } C BGIS, and consequentl, v;) € view;
and(j, v;) € view;. Moreoverp; pauses, while; continues executing.

2. TimeT; > 19. Let us now assume that — ¢t — 2) processes different from; andp;, and from
another process;,, invokewrite_snapshot().

3. Timer, > 7. Procesp; eventually exits the loop and returngew; in which (i, v;) € view;
and(k, —) ¢ view;.

4. Timers > 79. Procesgy invokeswrite_snapshot(vy), and from now on, we havé:, v;) €
BGIS.

5. Timery; > 73. Proces®; wakes up, eventually exits the loop, and returirav; which contains
(4,v5) and(k, vy).

6. As (k,vi) ¢ view;, we haveview; # view;. It follows that we do not have the Immediacy
property, namely the predicate, j : (((i, —) € view;)A((j, =) € view;)) = (view; = view;)
is not satisfied.

C.2 Try 2: opening the BG_write_snapshot() “box”

Another approach could consist in opening th@_write_snapshot() “box”, and modifying it to obtain
at-1S object in the model ARW,, +[t < n — 1]. This is what in done by Algorithm 8, which consists
in the addition of an internal loop, the aim of which is to ensure that any reduriew contains at least
(n — t) pairs. Algorithm 8 is simply Algorithm 5 plus line N1 and line N2.

The following execution shows that this algorithm does not work. To thislebds considet = 1.

1. Attime 7y, the processeps, ..., p,—1 execute line 1 and line 2, and we then haM8VEL[1] =
-+ = LEVEL[n — 1] = n.

2. Attimer > 79, the processes, ..., p,_1 pause, while; continues executing. As we have then
lview;| = n—1 > n—1, the predicate of line N2 is satisfied apdproceeds to line 6, where we
have|view;| = n — 1 < level;[i] = n. Consequently the predicate of line 6 is not satisfied and
p1 goes to line 2, and pauses before executing it.
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operation write_snapshot(v;) is

(1) REGIi] + vy;

(2) repeat LEVEL[i] < LEVEL[i] — 1;

(N1) repeat

3) for j € {1,...,n} dolevel;[j] + LEVEL[j] end for;
4 view; + {j : level;[j] < level;[i]};

(N2) until (Jview;| > n —t) end repeat

(5) until (Jview;| > level;[i]) end repeat

(6) return({(j, REG]j]) such thay € view;})

end operation

Algorithm 8: Trying to implementwrite_snapshot() from Algorithm 5 inCARW,, ;[0 < t < n — 1]
(code forp;)

3. Attimers > 7, p, executes line 1 and line 2, and we then ha¥&VFEL[1] = --- = LEVEL[n—
1] = LEVEL[n] = n. The processes ..., p,, execute then line 3 and line 4. We have then for
eachp;, i € {2,...,n}, |view;| = n. It follows that both the predicates of line 5 and line 6 are
satisfied for each of these processes. Hence, each of them retaemsiacluding then pairs.

4. Then at timery, > 73, p1 wakes up, and executes line 2, after which we haxel;[i] =
LEVEL[i] = n — 1. Moreover, at line 4, we haveiew;| = 1. The predicate of line N2 is
not satisfied ang loops forever in the loop N1-N2.
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