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Abstract

Immediate snapshot is the basic communication object ontwielies the read/write distributed
computing model made up of crash-prone asynchronous processes, caleedted distributed
model. Each iteration step (usually calledaand) uses a new immediate snapshot object, which
allows the processes to communicate and cooperate. Mocesehe thex-th immediate snapshot
object can be used by a process only when it executestheound. An immediate snapshot object
can be implemented by dn — 1)-resilient algorithm, i.e. an algorithm that tolerates agrt — 1)
process crashes (also called wait-free algorithm).

Considering &-crash system model (i.e. a model in which up processes are allowed to crash),
this paper is on the construction of an extension of immediaapshot objects teresiliency. In
the t-crash system model, at each round each process may be &tsget values from at least
n — t processes, andimmediate snapshot has the properties of classical imateednapshoti{
immediate snapshot) but ensures that each process willadigds/form at least — ¢ processes.
Its main result is the following. While there is a (determiitis¢-resilient read/write-based algo-
rithm implementing-immediate snapshot intacrash system when= n — 1, there is na-resilient
algorithm in at-crash model wheth e [1..(n—2)]. This means that the notion ofesilience is inop-
erative when one has to implement immediate snapshot feethaues of: the model assumption
“at mostt < n — 1 processes may crash” does not provide us with additionapatetional power
allowing for the design of genuineresilient algorithms (genuine meaning that suckresilient al-
gorithm would work in the-crash model, but not in thg + 1)-crash model). To show these results,
the paper relies on well-known distributed computing agrelet problems such as consensus and
k-set agreement.

Keywords: Asynchronous system, Atomic read/write register, CosgsnDistributed computabil-
ity, Immediate snapshot, Impossibility, lterated modeSet Agreement, Linearizability, Process
crash failure, Snapshot obje¢tResilience, Wait-freedom.



1 Introduction

The iterated immediate snapshot system model The iterated immediate snapshot ( 11S) model is a
distributed computing model introduced by Borowsky and Gafni in [5,t4ohsists of» asynchronous
processes, among which any subset of upnte 1) processes may crastwhich execute a sequence of
asynchronous rounds. One and only one immediate snapshot (IS) iskgssociated with each round,
which allows the processes to communicate with during this round. More phgdisr anyxz > 0, a
process accesses theh immediate snapshot only when it executes:tkit@ round, and it accesses it
only once.

From an abstract point of view, an IS objd@t'SP, can be seen as an initially empty set, which can
then contain at most pairs (one per process), each made up of a process index and aMakiebject
provides the processes with a single operation denetd_snapshot(), that each process may invoke
only once. The invocatiodMSP .write_snapshot(v) by a proces®; adds the pairi,v) to IMSP
and returns a set of pairs belonging it/ SP such that the sets returned to the processes that invoke
write_snapshot() satisfy specific inclusion properties. It is important to notice that, in the 11Sahtite
processes access the sequence of IS objects one after the othegamtherder, and asynchronously.

The noteworthy feature of the 1IS model is the following. It has been sHoywBorowsky and Gafni
in [7], that this model is equivalent to the usual read/write wait-free mddelH(1)-crash model) for
task solvability with the wait-freedom progress condition (any non-faulbcg@ss obtains a result). Its
advantage lies in the fact that its runs are more structured and easiehyzesthan the runs in the basic
read/write shared memory model [23]. It is also the basis of combinatorialagy approach of [15]
for distributed systems. Hence, IS objects constitute the algorithmic foundatitistributed iterated
computing models.

It has been shown in [26] that trying to enrich the IS model with (non tiviilure detectors is
inoperative. This means that, for example, enriching IS with the failurecti®t@ (which is the weakest
failure detector that allows consensus to be solved in the basic read/writewgcation model [10, 20])
does not allow to solve consensus in such an enriched 1IS model. Huitdvas been shown in [25]
that it is possible to capture the power of a failure detector (and otherlpastfachronous systems) in
the 1IS model by appropriately restricting its set of runs, giving rise tdtévated Restricted Immediate
Shapshot (IRIS) model. This approach has been further investigated in [28].

The 1IS model has many interesting features among which the following twoadesvorthy. The
first is on the foundation side of distributed computing, namely IIS establiahgtiong connection
linking distributed computing and topology [6, 15, 16, 17, 29]. The seam&llies on the algorithmic
and programming side, namely IS allows for a recursive formulation ofréilgos solving distributed
computing problems. This direction, initiated in [5, 13], has also been invéstiga[24, 27].

t-Crash model andt-resilient algorithms The previous basic read/write model and IS model con-
sider that all but one process may crash. Differentlitceash model assumes that at moptocesses
may crash, i.e., by assumption, at le&st— ¢) of them never crash. As already said, an algorithm
designed for such a model is said totbesilient.

One of the most fundamental results of distributed computing is the impossibilitysigrda 1-
resilient consensus algorithm in thecrashn-process model, be the communication medium an asyn-
chronous message-passing system [12] or a read/write shared metpmpifferently, other problems,
such as renaming (introduced in the context-oésilient message-passing systems wheten /2 [3]),
can be solved byn — 1)-resilient algorithms in thén — 1)crash read/write shared memory model (such

'From a terminology point of view, we sayfailure mode! (in the present casecrash model) if the model allows up ta
processes to fail. We keep the tetmesilience for algorithms. Then — 1)-crash model is also calleait-free model [14].
Several progress conditions have been associatedwvith )-resilient algorithms: wait-freedom, non-blocking, or obstruction-
freedom.



renaming algorithms are described in several textbooks, e.qg. [4, 27, 30]

Contribution of the paper When considering thé-crashn-process model where < n — 1, and
assuming that each correct process writes a value, a process maymaalifes written by(n — ¢)
processes without risking being blocked forever. This naturally leatifetootion of a&-crashn-process
iterated model, generalizing the 1IS model to any valué of

To this end the paper introduces the notion éfiammediate snapshot object, which generalizes the
immediate snapshot object. More precisely, when considerifigyanediate snapshot object iri-&rash
n-process model, an invocationwfite_snapshot() by a process returns a set including at ldast- ¢)
pairs (while it would return a set af pairs with1 < = < n if the object was an IS object). Hence, a
t-immediate snapshot object allows processes to obtain as much informatiossasigp from the other
processes while guaranteeing progress.

The obvious question is then the implementability atimmmediate snapshot object in thherash
n-process model. This question is answered in this paper, which showis ithahpossible to imple-
ment at-IS object in at-crashn-process model whet < ¢ < n — 1. More precisely we prove that
implementingt-1S object is equivaleAtto implement consensus when< n/2 and enables to imple-
ment(2t — n + 2) set agreement when/2 <t < n — 1.

At first glance, this impossibility result may seem surprising. An IS objectsisapshot object (a)
whose operationarite() andsnapshot() are glued together in a single operatiorite_snapshot(), and
(b) satisfying an additional property linking the sets of pairs returnedbygurrent invocations (called
Immediacy property, Section 2.2). Then, as already indicatettl@ object is an IS object such that
the sets returned byrite_snapshot() contain at leastn — ¢) pairs Qutput size property, Section 2.4).
The same Output size property on the sets returned by a snapshotaajdu trivially implemented
in at-crashn-process model. Let us calsnapshot such a constrained snapshot object. Hence, while
a t-snapshot object can be implemented in therashn-process model, &IS object cannot when
O0<t<n-—1.

Roadmap As previously indicated, the paper is on the computability powet-& objects in the
t-crash computing model, far< n — 1. Made up of 6 sections, it has the following content.

e Section 2 introduces the basic crash-prone read/write system model, immathatehot, &-
set agreement, antkfimmediate snapsho&{lS). It also proves a theorem which captures the
additional computational power éfimmediate snapshot with respect to immediate snapshot.

e Assuming a majority of processes never crash, ifecmash read/write model in which< n/2,
Section 3 shows that it is impossible to implemeéiitnmediate snapshot in such a model. The
proof is a reduction of the consensus problem-immediate snapshot.

e Assuming a &-crash read/write model in which/2 < ¢t < n — 1, Section 4 shows that it is
impossible to implementimmediate snapshot in such a model. The proof is a reduction of the
(2t — n + 2)-set agreement problem témmediate snapshot.

e By a simulation argument, Section 5 shows that consensus is not solvableimitimediate snap-
shot whenn/2 < t < n proving that the computational power timmediate snapshot when
0 < t < n/2is strictly stronger than the computational powertofmmediate snapshot when
n/2 <t<n.

Finally, Section 6 concludes the paper.

2A is equivalent to B if A can be (computationally) reduced to B and recihpc



2 Immediate Snapshotk-Set Agreement, andk-Immediate Snapshot

2.1 Basic read/write system model

Processes The computing model is composed of a sehof 3 sequential processes denojgd ...,
pn. Each process is asynchronous which means that it proceeds at ispeeah, which can be arbitrary
and remains always unknown to the other processes.

A process may halt prematurely (crash failure), but executes corigstigcal algorithm until it
possibly crashes. The model parameétdenotes the maximal number of processes that may crash in
a run. A process that crashes in a run is said tdaoky. Otherwise, it iscorrect or non-faulty. Let
us notice that, as a faulty process behaves correctly until it crash@spoess knows if it is correct or
faulty. Moreover, due to process asynchrony, no process cam ikam other process crashed or is only
very slow.

It is assumed that (d) < ¢ < n (at least one process may crash and at least one process does not
crash), and (b) any process, until it possibly crashes, executefgitrithm assigned to it.

Communication layer The processes cooperate by reading and writing Single-Writer Multi-€tead
(SWMR) atomic read/write registers [19]. This means that the shared memolyecseen as a set of
arraysA[l..n] where, whileA[i] can be read by all processes, it can be written only;by

Notation The previous computation model is denofedR W, ;0] (Crash Asynchronous Read/Write).
A model constrained by a predicate bie.g. ¢ < z) is denotedC ARW,,;[t < z|. Hence, as we as-
sume at least one process does not créstiR W, ([t < n] is a synonym oCARW,, ;[0], which (as
always indicated) is calledait-free model. When consideringcrash modelsC ARW,, [t < ] is less
constrained thaG ARW,, +[t < a — 1].

Shared objects are denoted with capital letters. The local variables otag, are denoted with
lower case letters, sometimes suffixed by the process index

2.2 One-shot immediate snapshot object

The immediate snapshot (IS) object was informally presented in the introdutttan be seen as a vari-
ant of the snapshot object introduced in [1, 2]. While a snapshottoimjecides the processes with two
operations\rite() andsnapshot()) which can be invoked separately by a process (uswaile() be-
foresnapshot()), aimmediate snapshot provides the processes with a single opevatiersnapshot().
One-shot means that a process may inwokes_snapshot() at most once.

Definition Let IMSP be an IS object. It is a set, initially empty, that will contain pairs made up of
a process index and a value. Let us consider a prggebsit invokesIMSP .write_snapshot(v). This
invocation adds the paifi, v) to IMSP (contribution ofp; to IMSP), and returns tg; a set, called
view and denotedicw;, such that the sets returned to the processes collectively satisfy theifglow
properties.

e Termination. A correct process that invokeste_snapshot() returns from its invocation.

Self-inclusion.V i : (i,v) € view;.

Validity. Vi : ((j,v) € view;) = p; invokedwrite_snapshot(v).
e ContainmentV i, j : (view; C view;) V (view; C view;).
Immediacy.V i, j : ((i,v) € view;) = (view; C view;).



Immediacy can be re-stated &si, j : (((i, —) € view;) A ((j, —) € view;)) = (view; = view;).

Implementations of an IS object in the wait-free mo@elRW,, ;[t < n] are described in [5, 13,
24, 27]. While both a one-shot snapshot object and an IS objectystitesSelf-inclusion, Validity and
Containment properties, only an IS object satisfies the Immediacy propkhty.additional property
creates an important difference, from which follows that, while a snapdject is atomic (operations
on an IS object can be linearized [18]), an IS object is not atomic (itsatipes cannot always be
linearized). However, an IS object is set-linearizable (set-linearizablldwsa several operations to be
linearized at the same point of the time line [9, 22]).

The iterated immediate snapshot (1IS) model In this model (introduced in [7]), the shared memory
is composed of a (possibly infinite) sequence of IS objed¢®:SP[1], IMSP|2], ... These objects
are accessed sequentially and asynchronously by the processetiragto the following round-based
pattern executed by each processThe variable-; is local top;; it denotes its current round number.

r; < 0; £s; < initial local state ofp; (including its input, if any);
repeat forever % asynchronous 1S-based rounds

ri < 1r; +1;

view; <— IMSP[r;].write_snapshot(/s;);

computation of a new local stafe; (which containssiew;)
end repeat

As indicated in the Introduction, when considering distributed tasks (asalty defined in [8, 17]), the
[IS model andC ARW,, [t < n| have the same computational power [7].

2.3 k-Set agreement

k-Set agreement was introduced by S. Chaudhuri [11] to investigatestion linking the number
of different values that can be decided in an agreement problem, andakienal number of faulty
processes. It generalizes consensus which corresponds to ¢ie-cals

A k-set agreement object is a one-shot object that provides the pescegib a single operation
denotedpropose; (). This operation allows the invoking processto propose a value it passes as an
input parameter (calleproposed value), and obtain a value (callddcided value). The object is defined
by the following set of properties.

e Termination. If a process invokesopose, () and does not crash, it returns from its invocation.

e Validity. A decided value is a proposed value.

e Agreement. No more thaindifferent values are decided.

It is shown in [6, 17, 29] that the problem is impossible to SOIVE ARW,, ;[k < t].

2.4 k-Immediate Snapshot

A k-immediate snapshot object (denofetBS) is an immediate snapshot object with the following addi-
tional property.

e Output size. The setiew obtained by a process is such thatw| > n — k.
Theorem 1 A k-IS object cannot be implemented in CARW,, ; [k < t].

Proof To satisfy the output size property, the view obtained by a progeswust contain pairs from
(n— k) different processes. ifprocesses crash (e.g. initially) a process can obtain at(mest) pairs.



If t > k, we haven — t < n — k. It follows that, after it has obtained pairs frofn — ¢) processes, a
process can remain blocked forever waiting for the- £) missing pairs. O heorem 1

Considering the system modedRW,, [t < n — 1], the next theorem characterizes the power 6f&
object in term of the Containment property.

Theorem 2 Considering the system model CARW,, [t < n — 1], and a t-IS object, let us assume that
all correct processes invoke write_snapshot(). No process obtains a view with less than (n — t) pairs.
Moreover, if the size of the smallest view obtained by a processis ¢ (¢ > n — t), thereisa set S of
processes such that |S| = ¢ > n — t and each process of S obtains the smallest view or crashes during
its invocation of write_snapshot().

Proof It follows from the Output size property of theS object that no view contains less than— t)
pairs. Letview be the smallest view returned by a process, and let |view|. We havel/ > n — t.
Moreover, due to (a) the Immediacy property (nam@ly —) € view) = (view; C view)) and (b) the
minimality of view, it follows thatview; = view. As this is true for each process whose pair participates
in view, and{ = |view|, it follows that there is a sef of processes such thgf| = ¢ > n — t and
each of its processes obtains the vieisnw, or crashed during its invocation efrite_snapshot(). Due

to the Containment property, the others processes crash or obtain vigals strictly includeview.

|:]Theorem 2

3 t-Immediate Snapshot is Impossible ICARW,, ;[0 < ¢ < n/2]

This section shows that it is impossible to implementi& object wherd < ¢ < n/2.

From ¢-1S to consensus iICARW,, ;[t < n/2] Algorithm 1 reduces consensustS in the system
modelCARW,,+[t < n/2]. As at mostt < n/2 process may crash, at least- ¢ > n /2t processes
invoke the consensus operatipiopose; ().

operation propose; (v) is

(1) wview; < IMSP.write_snapshot(v); VIEWi] + view;;
(2) wait(|{ jsuchthaW IEW[j] # L}| =t + 1);

(3) let view bethe smallest of the previoys + 1) views;

(4) return(smallest proposed value iriew)

end operation

Algorithm 1: Solving consensus MARW,, [t < n/2,t-I1S] (code forp;)

In addition to at-IS object denotedMSP, the processes access an arfay’ W [1..n] of SWMR
atomic registers, initialized tpL, - - - , L]. The aim of VIEW [i] is to store the view obtained by from
the at-1S object/MSP,

When it callspropose; (v), a proces®; invokes first thet-IS object, in which it deposits the pair
(1,v), and obtains a view from it, that it writes IW/E'W [i] to make it publicly known. (line 1). Then, it
waits (line 2) until it sees the views of at ledst- 1) processes (as—t > t+ 1, p; cannot block forever
and at least one of these views is from a correct process). Prgcesdsacts then of these views the one
with the smallest cardinality (line 3), and finally returns proposed value twtan this smallest view
(line 4).

Theorem 3 Algorithm 1 reduces consensus to ¢-1S in CARW,, [t < n/2].



Proof Let us first prove the consensus Termination propertya As > ¢t+1, and there are at lea@t—t)
correct processes, it follows that at least— ¢) entries of VIEW [1..n] are eventually different from..
Hence, no correct process can remain blocked forever at line 2hyhiwes consensus Termination.
Let us now consider the consensus Agreement property. It follams Theorem 2 that there is a set
of atleast > n —t processes, that obtained the same wviein_view (or crashed before returning from
write_snapshot()), and this view is the smallest view obtained by a process and its sizgns view| =
. Ast >n—tand(n—t)+ (t+ 1) > n, it follows from the waiting predicate of line 2, that, any
process that executes line 3, obtains a copydf_view, and consequently we havéew = min_view
at line 3. It follows that no two processes can decide different values.
Finally, the consensus Validity property follows from the fact that any paitained in a view is
composed of a process index and the value proposed by the cordegppnocess. O7heorem 3

Corollary 1 Implementing a ¢-IS object in CARW,, +[t < n/2] isimpossible.

Proof The proof is an immediate consequence of Lemma 3, and the fact that saasamnot be solved
in C-ARWn,t[t < n/Q} [21] |:]C'orollar‘y 1

With consensus it is easy to impleménimmediate snapshot: each process writes its value proposed
to k-immediate snapshot in its own register and read these registers until it dedstat — k& values,
then by successive consensus processes agree on increasigalaes. The first time a consensus
decides a set containin@, v) thenp adopts that set as the output of thémmediate snapshot. Then
we get:

Theorem 4 consensusis equivalent to k-immediate snapshot in CARW,, [t < n/2]

4 t-Immediate Snapshot is Impossible ICARW,,;[n/2 <t <n — 1]

This section shows that it is impossible to implementl& object inCARW,,;[n/2 <t < n —1]. To
this end, it presents a reduction lofset agreement (in shoktSA) to¢-IS fork = 2t — n + 2 (e.g., a
reduction of(n — 2)-SA agreement ton — 2)-IS in CARW,, [t = n — 2)).

From t-IS to (2t — k + 2)-set agreementin CARW,,+[n/2 <t < n — 1,t-1S] Algorithm 2 reduces
(2t—n+2)-setagreement oIS inCARW,, ;[n/2 < t < n—1]. As at most process may crash, at least
(n — t) processes invoke thie SA operationpropose, (). This algorithm is very close to Algorithm 1.
Its main difference lies in the replacement(of+ 1) by (n — t) at line 2.

operation proposey, _,,, 5(v) is

(1) wview; <— IMSP .write_snapshot(v); VIEW [i] < view;;
(2) wait(|{ j suchthatVIEW[j] # L} =n —t);

(3) letview bethe smallest of the previous — t) views;
(4) return(smallest proposed value iriew)

end operation

Algorithm 2: Solving(2t — n + 2)-set agreement i@ARW,, +[n/2 < t < n — 1,t-1S] (code forp;)

Theorem 5 Algorithm 2 reduces (2t — n + 2)-set agreement to t-1ISinCARW,, ¢[n/2 <t <n —1].

Proof Letk =2t —n + 2.
Let us first consider the-SA Termination property. There are at least- ¢) correct processes, and
each of them first invoke$MSP .write_snapshot() and then writes the view it obtained in the shared

7



array VIEW (line 1). Hence, at leagth — ¢) entries of VIEW are eventually different from_, from
which follows that no process can block forever at line 2.

Let us now consider thg-SA Validity property. It follows from the Containment property of the
t-1S object that any set of views depositedTiiiE W is not empty. Therefore, the view selected by a
process at line 3 is not empty. As a view can only contain pairs, each inglagiroposed value (line 1),
the k-SA Validity property follows.

Let us finally consider thé&-SA Agreement property. Let us first observe that, due tottie
Containment property and Theorem 2, at most (n — t) + 1 = ¢ + 1 different views can be written
in the arrayVIEW [1..n]. Let V(1) the smallest of these views (which contains n — ¢ pairs),V (2)
the second smallest, etc., uritilt + 1) the greatest one. There are two cases according to:thet)
non-L views obtained by a procegsat line 2. Let us remind that, as< 2¢, we haven — t < ¢.

e Case 1. The view (1) belongs to thén — t) views obtained by;. In this casep; selectsV (1)
at line 3 and decides at line 4 the smallest proposed value contaiféd jn

e Case 2. The view (1) does not belong to th@: — t) views obtained by;. Hence, thgn — t)
views obtained by any process of Case 2 belongt¢2),--- , V(¢ +1)}.

It follows that them = (n —t) — 1 biggest views iV (2),--- , V(¢ + 1)} will never be selected

be the processes that are in Case 2, and consequently the set ofrheeses@s obtain at most
t—m=t—((n—1t)—1) =2t —n+ 1different smallest views. Hence, these processes may
decide at mos2t — n + 1 different values at line 4.

When combining the two cases, at mbst 2t —n + 2 different values can be decided, which concludes
the proof of the theorem. Orheorem 5

Corollary 2 Implementing a ¢-1S object in CARW,, ;[n/2 <t < n — 1] isimpossible.

Proof Ast < n — 2, we have2t — n + 2 < t. The proof is an immediate consequence of Theorem 5,
and the fact thaf2t —n + 2)-set agreement cannot be solve@idARW,, [n/2 < t < n—1] [5, 17, 29].

DCorollary 2

5 t-Immediate Snapshot and Consensus iIGARW,,;[n/2 <t <n — 1]

Let us first remark that (as immediate snapshot objécts)mediate snapshot objects are not lineariz-
able. As a-immediate snapshetcontains values from at leagt — ¢) processes, at lea§t — ¢) pro-
cesses must have invoked the operatieite_snapshot() on o for any invocation ofwrite_snapshot()

be able to terminate. It follows that there is a timat which(n — ¢) processes have invoked the opera-
tion write_snapshot() on thek-immediate snapshetand have not yet returned. We then say that these
(n — t) processes af@side their k-immediate snapshet Hence the following lemma:

Lemma 1 If aninvocation of write_snapshot() on a k-immediate snapshot object o terminates, thereis
atime 7 at which at least (n — t) processes are insidethis k-immediate snapshot object o.

Theorem 6 Thereisno ¢-resilient consensus algorithmusing ¢-immediate snapshot in CARW,, [n/2 <
t<n-—1].

Proof To prove the theorem, let us consider first the case 2¢t. The proof is by contradiction. Let
us assume thatl is at-resilient consensus algorithm for a set of proceqses: - - , p,,} which use a



t-immediate snapshot object in a system where 2¢. The contradiction is obtained by simulating

with two processeg)y and@, such that), and@; solve consensus despite the possible crash of one
of them. As there is no wait-free consensus algorithm for 2 procesgelows that such a consensus
algorithm A based oni-immediate snapshot objects does not exist. The simulation is described in
Algorithm 3.

Let Ap andA; be a partition ofp1,-- - ,pn}: |Ao| = |41 =t {p1, -+ ,pn} = Ao U Ay, andAo N Ay = 0.
Code forQ; (i € {0,1}):

(1) forall p;in A;: initialize vy, ; with the initial value ofQ;;

(2) repeat forever

3) for eachp in A; in a round robin waylo

4) if the next step op isis(o, v) (i.e. write_snapshot(v) on the immediate snapshot objejt
(5) then prop; o] < prop;[o] U {(p,v)};

(6) if REG|i][o] = L

(7) thenif REG[1 — i][o] # L

(8) then REGi][o] + REG[1 —i][o] U {(p,v)};

9) simulation steps(o, v) for p which returnsR EG|é][o]

(10) end if

(11) else REG]i][o] + REG]i][o] U {(p,v)};

(12) simulation steps(o, v) for p which returnsREG|i][o]

(13) end if

(14) else simulate the next step of

(15) if p decidew in this stepthen @; decide end if

(16) end if;

a7 if ((|propi(o)] =1t) A (REG[i][o] = 1)) then REG[i][o] - IMSP|[o].write_snapshot(prop;(0))
(18) end if

(19)  endfor

(20) end repeat

Algorithm 3: Simulation of4 by Q; (i € {0,1}) forn = 2¢

Let Ap and A4; be a partition of{ps,--- ,p,} such that each ofi; and A; hast elements. Qo
simulates the processesdn, while ()1 simulates the processes4n. In the simulation, ifQ); is correct
and makes an infinite number of steps, then each proces$srirakes an infinite number of (simulated)
steps, and consequently the processed;oére correct in the simulated run. dJ; crashes, its crash
entails (in the simulated run) the crashes of all the processds. ilNote that, as at mostsimulated
processes may crash in a simulated run, if all processds ofash, no process of; _; crashes.
In the following, given a simulated procegsis(o, v) denotes the invocation efrite_snapshot(v)
by p on thet-immediate snapshat We assume theimmediate snapshot objects are one-shot objects
(each process invokes an objecat most once). The underlying idea of the simulation is that a
immediate snapshot object accessediyand @; allows them to simulate &immediate snapshot
object shared by the simulated processgs.., p,,.
The 1-immediate snapshot object associated with the simulatetnediate snapshot objeat is
denoted/MSPJo]. In addition to thesd-immediate snapshot objects, the simulator proce§seand
@, of the simulation Algorithm 3 manage the following variables.
e REGI0,1][o] is an array made up of two atomic read/write registers associated with each simu-
lated¢-immediate snapshot objeet REG|i][o] is written byQ; and read by botl)); and@Q;_;.
It contains (at least) the values writtendrby the processes simulated @y (lines 8 and 11). If
Q; has not already simulated an immediate snapshot operatiomvbile ), _; has,REG]i][o] is
initialized to the result of the immediate snapshotanade by the processes Af _; simulated
by @1_; (lines 6-8).

e prop;[o] is a local variable of); containing the values written in themmediate snapshet by
the simulated processes # (line 5). When the next step of all the simulated processeg-s a

9



immediate snapshot an @Q; gives the initial value oR EGi][o] (line 17). In the next executions
of the loop, wher(); considers the simulated procesghis value will be returned tp (line 12)
by the simulation of immediate snapshot invocatiorvassued byp.

The central point of the simulation lies in the way th@ammediate snapshot objects are simu-
lated. For this, only when the next step af the simulated processes ity are o.write_snapshot()
(t-immediate snapshot operation on daene objecto) the simulator)); performs an immediate snap-
shot on the correspondinigimmediate snapshot objett/SP|o] shared byQ, and@;, with the values
written by the processes i; in this t-immediate snapshot an The result of this immediate snapshot
contains either all the values from all simulated processes, or only thesvafuibe processes iH;.
Moreover, all processes 6f; obtain the same result, aidgl also writes this result value intBEG|, o]
(line 17).

Let us now consider the case in which the next step of the processgsisnnot at-immediate
snapshot operation on the same object. If the next step of some procesd; is at-immediate
snapshot on objeet and not-immediate snapshot anby processes inl; have already returned from
their invocations, we prove that there is a timat which all processes idg, or all processes!;, are
inside the t-immediate snapshot objeat To this end, let us assume that there is no time at which all
processes it; are inside @&-immediate snapshot objeet By Lemma 1 there is a time at which a set
of at leastt processes, sa¥, are inside @-immediate snapshet At this time, as —by assumption— at
least one process iA; is not inside a&-immediate snapshot, it follwos that at least one process, of
is inside at-immediate snapshot. But let us then consider the run in which all processgscrash
(in particular all processes id; may be considered as crashed before they invoked-timenediate
snapshot). Hence for this ru@ contains no process i4; and, agC| > t, C'is equal toA; ;.

From this observation we deduce that either there is a time for which thetegxbfallp € A; is
at-immediate snapshot an or there is a time at which the next step ofalE A,_; is at-immediate
snapshot om. Hence,Q; or Q;_; performs an immediate snapshotanlf ¢);_; performs an imme-
diate snapshot on, then the result of the-immediate snapshot anfor each processes i, _; is the
setV made up of the values written by the processedn;. After that,Q; can read/ from a shared
variable, and is able to compute the result ofimmediate snapshot an(the result is” union the set of
values of processes i#h; for which Q; has simulated theimmediate snapshot ay). Hence, ifp € A;
is stuck in the simulation on an objegteitherQ,_; eventually makes an immediate snapshob@amd
Q; eventually simulates theimmediate snapshot anfor p, or eventually the next step of all processes
in A; is at-immediate snapshot anand(@; can compute the result of thismmediate snapshot an

To extend the result t&¢ > n, we partition{pi, - -- , p, } in 3 setsdy, A1, D such thatAy| = n—t,
|Ai| = n—t,|D| = 2t —n. Then, we run the previous simulation algorittdrwhere all processes i
are initially dead, simulates the set of processesAy, and@); simulates the processes 4f. With
this simulation)y and(@) realizes a wait-free consensus, which is known to be impossiig,corem 6

6 Conclusion

This paper addressed the desigr-tblerant algorithms building &immediate snapshot-(S) object.
Such an object in an immediate snapshot object (defined by Terminatioin8aKion, Containment,
and Immediacy properties), inacrash asynchronous system. Hence, itis required that each satdktu
to a process contains at ledst — ) pairs. Immediate snapshot correspond$/to- 1)-immediate
snapshot.

The paper has shown that, while it is possible to buildan- 1)-IS object in the asynchronous
read/write(n — 1)-crash model, it is impossible to buildtdS object in an asynchronous read/write
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crash model whef < ¢ < n—1. It follows that the notion of an IIS distributed model seems inoperative
for these values of.

Hence, we have two contrasting impossibility results in asynchronous né@d/verashn-process
systems: consensus is impossible as sodras, while t-immediate snapshot is impossible as soon as
t<n-—1.
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A Building an (n — 1)-I1S Object in the (n — 1)-Crash Model

For a completeness purpose, this appendix presents Algorithm 4, whichmenpiear(n — 1)-IS object
in the (n — 1)-crash model (wait-free read/write model). This algorithm is due to Borpwaski Gafni
[5]. Its explanation that follows is from [27].

Algorithm 4 uses two arrays of SWMR atomic registers dendtéd-[1..n] andLEVEL[1..n| (only
pi can write REG|[:] and LEVEL[i]). A processp; first writes its value inREG[i]. Then the core of
the implementation ofvrite_snapshot() is based on the arrayEVEL[1..n]. This array, initialized to
[n+1,...,n + 1], can be thought of as a ladder, where initially a process is at the top ofdtler]a
namely at leveln + 1). Then it descends the ladder, one step after the other, accordingdefipesl
rules until it stops at some level (or crashes). While descending ther|aaigeocess; registers its
current position in the ladder in the atomic registéf VEL]:].

After it has stepped down from one ladder level to the next one, a gspgceomputes a local view
(denotedview;) of the progress of the other processes in their descent of the laddeview contains
the processes; seen byp; at the same or a lower ladder level (i.e. such thatl;[j] < LEVELI]).
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Then, if the current level of p; is such thatp; sees at least processes in its view (i.e. processes
that are at its level or a lower level) it stops at the le¢elf the ladder. Finallyp; returns a set of
pairs determined from the values ofew,;. Each pair is a process index and the value written by the
corresponding process.

operation write_snapshot(v;) is
REGi] < v;;
repeat LEVEL[i] - LEVEL[i] — 1;
for j € {1,...,n} dolevel;[j] < LEVEL[j] end for;
view; < {j : level;[j] < LEVELIi]};
until (|view;| > LEVEL[i]) end repeat
return({(j, REG]j]) such thay € view;})
end operation

Algorithm 4: Borowsky-Gafni’svrite_snapshot() algorithm (code fop;) [5]

The setview; of a process that terminates the algorithm, satisfy the following main property: if
|view;| = ¢, thenp; stopped at the level, and there aré processes whose current levekis/. From
this property, follow the Self-inclusion, Containment and Immediacy prope(siated in Section 2.2).

B An Ad hoc Proof of 1-IS Impossibility in CARW,, [t = 1]

This section provides a customized proof for the impossibility-® in CARW,, ,[t = 1] (1-resilient
read/write model). The next lemma is a simple re-statement of Theorenmt 2fac

Lemma 2 Considering the system model CARW,, ;[t = 1], let view; be the set returned by process p;
when it invokes the 1-1S object. The sets obtained by the processes are such that:

(@): Vi: |view;| = n (and consequently all sets are equal), or
(b): (n — 1) sets are equal and such that |view;| = n — 1, and the other set view; is such that
|view;| = n or p; crashed before returning it.

From 1-IS to consensus ilCARW,, [t = 1] LetCARW,+[t = 1, 1-IS] denote the system model
CARW,,+[t = 1] enriched with an algorithm implementiriglS objects. Algorithm 5 is a reduction of
consensus td-IS in such a system model. Let us remember that, as at most one procesgstayat
least(n — 1) processes invokes the consensus operatigpose; ().

As in previous reductions, there is an array of SWMR atomic registéfsiV [1..n], whose aim is
to store the view obtained by the processes.

operation propose, (v) is
(1) view; < IMSP .write_snapshot(v); VIEW [i] < view;;
(2) if (|VIEW]i]| =n — 1) thenreturn(min( VIEW [i]))

3) else wait(3j #¢ : VIEW([j] # L1);

(4) if (|VIEW[j]| = n) thenreturn(min( VIEW[i]))
(5) else return(min( VIEW [j]))
(6) end if

(7) endif

end operation

Algorithm 5: Solving consensus BUARW,, ;[t = 1, 1-IS] (code forp;)

The algorithm works as follows. When invokes the consensus operatigopose; (v), it first in-
vokesIMSP .write_snapshot(v) and deposits the view it obtains in its SWMR regist&@# W [7] (line 1).
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If VIEW [i] contains(n — 1) pairs (each made up of a process index and a proposed vajslects
the smallest of the proposed values present in these pairs and decitageimnenteturn() at line 2).
Otherwise, due to Lemma 2/IEW [i] containsn pairs. In this casey; waits until another procegs
obtained a view and deposited it W/EW [j] (line 3). If VIEW [j] containsn pairs, it follows from
Lemma 2, that no view contains less thamairs. Hencep; decides the smallest proposed value con-
tained in these pairs (line 4). OtherwiseVIEW [j] contains(n — 1) pairs, anc; decides the smallest
proposed value contained in thgse— 1) pairs (line 5).

Lemma 3 Algorithm 5 reduces consensus to 1-IS in CARW,, [t = 1].

Proof Due to Lemma 2 on the The size of the views obtained by the procgssesl( or n) There are
two cases.

e The size of all the views is (Item (a) of Lemma 2). In this case, the predicate of line 2 is false at
any process, which consequently executes the “else” part of thetétément”. As all processes
have deposited a value in thelS object/MSP (otherwise the view size would be less than
thewait() statement of line 3 eventually terminates, &WdE 1V [j]| = n. Hence, the predicate of
line 3 is satisfied, and as all views are equal (Lemma 2), all processiele dlee same value.

e The size of the views is such that a procgs®btains a viewVIEW [k] with (n — 1) pairs. Due
to Lemma 2,(n — 1) processes obtains the very same view. The predicate of line 2 is then true
at any of these processes, which, as they have the same view, decgiertberalue when they
execute theeturn() statement of line 2. The other process, gayis such that VIEW [¢]| = n.
Hence, it executes the “else” part of the “if” statement, and (for the saason as above) cannot
block forever at line 3. As it is the only process whose view hasssjzeproceeds to line 5, and
decides the smallest proposed value contained/iilV [j]. Due to Item (b) of Lemma 2, this is
the value decided by thig — 1) other processes, which obtained a view of gize- 1).

It follows that, in both cases, each correct process decides (Ternmjjatio two different values are
decided (Agreement), and the decided value is a proposed value (Validity) OLemma 3

Theorem 7 Implementing a 1-1S object in CARW,, [t = 1] isimpossible.

Proof The proof is an immediate consequence of Theorem 3, and the fact tsgnsus cannot be
solved inCARWn,t [t = 1] [21] UTheorem 7
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