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Abstract

Distributed snapshots, as introduced by Chandy and Lanipdhte context of asynchronous
failure-free message-passing distributed systems, aigistent global states in which the observed
distributed application might have passed through. It appéhat two such distributed snapshots
cannot necessarily be compared (in the sense of determiriiiady one of them is the “first”). Dif-
ferently, snapshots introduced in asynchronous crashemead/write distributed systems are totally
ordered, which greatly simplify their use by upper layerlagpions.

In order to benefit from shared memory snapshot objects pib$sible to simulate a read/write
shared memory on top of an asynchronous crash-prone megassjag system, and build then
snapshot objects on top of it. This algorithm stacking istlgas both time and messages. To
circumvent this drawback, this paper presents algorithailslibg snapshot objectdirectly on top
of asynchronous crash-prone message-passing systenectipirmeans here “without building an
intermediate layer such as a read/write shared memory” h@atthors knowledge, the proposed
algorithms are the first providing such constructions. regéngly enough, these algorithms are
efficient and relatively simple.

Keywords: Asynchronous message-passing system, Atomic readhegister, Linearizability, Pro-
cess crash failure, Snapshot object.



1 Introduction

Snapshots in message-passing systemBeing able to compute global states of message-passing dis-
tributed applications is a central issue of distributed computing. This is becaasy problems can be
stated as properties on global states. One of the most famous example itettimdef stable proper-
ties of distributed computations, such as termination detection [10] or deadiébektion (once true, a
stable property remains true forever).

One of the very first algorithms computing consistent global states of a disttilcomputation
is due to Chandy and Lamport [8]. This simple and elegant algorithm intemtitlee termsnapshot
to denote a computed global state. It assumes FIFO channels, and dg@maldcontrol messages
calledmarkers Later, snapshot algorithms, which require neither FIFO channelsdaitiGnal control
messages, have been introduced (e.g., [12, 17]).

It was shown in [8] that, while the snapshot returned by a snapshatitaigois consistent, it is
impossible to prove that the computation passed through it. It is only possiblaito & very weak
property, namely that the computation could have passed through it. Th&shetimes been called
the relativistic nature of distributed computing. More generally, it was shiowj8] that the set of
consistent global states that can be computed has a lattice structure. This thmetaif two processes
launch concurrently two independent snapshot computations, eamdsprobtain a consistent snapshot,
but the snapshots they obtain, not only can be different, but can bemparable in the sense that it
is impossible to show that one of them occurred before the other one (thesiete reader will find a
pedagogical presentation of these issues in Chapter 6 of [25]). As fault-tolerance is concerned, the
message-passing snapshot algorithms described in [8, 12, 17] asslureffee systems (no process
crash).

Snapshots in shared memory read/write systemsConsidering crash-prone asynchronous systems
where the processes communicate by accessing Single-Writer/Multi-REMI®R) atomic read/write
registers, the notion of asnapshot objecivas introduced in [1, 2].Crash-pronemeans here that any
number of processes may unexpectedly stop progresatoqiic registersneans that each read or write
operation appears as if it has been executed instantaneously at someepoien its start and its end,
and each read of a register returns the value written by the closestjprgeerite on this register [19,
21]. The termLinearizability introduced in [14] is synonym of atomicity. A correct sequence of read
and write operations is calledlmearization of these operations, and the time at which an operation
appear to be instantaneously executed (linearized) is callédatgization point

In this context a snapshot object is composed &WMR atomic registers, whereis the number
of processes, which means that, while each process can read allnegistan write only “its” register.
The snapshot object offers to the processes a higher abstractigrksirged by two operations, denoted
write() andsnapshot(). A process invokesirite() to define the value of its atomic register. When it
invokessnapshot(), a process obtains the whole array of registers as if it read them simultipedaid
differently, a snapshot object is atomic (linearizable): the operatieins() andsnapshot() appear as if
they have been executed one after the other.

In a very interesting way, it is possible to build a snapshot object on top\dIR atomic registers
in a system of, asynchronous processes where up to n — 1 of them may crash [1]. This progress
condition, which tolerates any number of process crashes, is callesaihdreedom13]. More pre-
cisely, any process that executes an operation and does not craghates it whatever the behavior of
the other processes.

Snapshot objects have a lot of applications in crash-prone asymelg@ystems where processes
communicate through a read/write shared memory (examples of algorithmsdrasadpshot objects
can be found in several following textbooks (e.g. [7, 20, 26, 28])is Tomes from the fact that a
snapshot object allows processes to define and use consistentgjkieal of a read/write-based com-



putation: each process deposits the relevant part of its local state ingpshait object, and can then
obtain consistent global states by invoking the operatiapshot ().

The previous shapshot object considers that each process hasitsunderlying atomic register.
Hence, they are called SWMR snapshot objects. Snapshot objecttheenederlying atomic registers
are MWMR (Multi-Writer/Multi-Reader) have also been studied (e.q., [5,163).

Construction of read/write registers in message-passing systemdRead/write registers are the most
basic objects of computing science, and consequently, a fundamentimrof asynchronous message-
passing distributed systems consists in building an SWMR or MWMR atomic regisieiding the
processes with a higher abstraction level than message-passing. This @lose read/write-based
algorithms on top of message-passing systems. Moreover, as in distrilystedhs “failures are not
on option but are blunded with software”, such constructions must tolasateany process failures as
possible.

One of the most celebrated algorithm implementing an atomic read/write registgy ohan asyn-
chronous message-passing system is the algorithm due to Attiya, Baahtbipolev [4], called ABD
in the literature. This construction copes with ug ta n/2 process crashes, which has been shown (in
the same paper) to be an upper bound on the number of process dreghen be tolerated. The al-
gorithms, which implement the read and write operations, are particularly sifipdg. use of a simple
broadcast facility, sequence numbers, and majority quorums. The &dajhany quorum contains at
least one process that never crashes, and (b) any two majority qubaw&s non-empty intersection,
are key elements of this construction.

Many constructions of atomic read/write registers on top of message-gasg@tems have been
proposed (e.g., [3, 7, 11, 20, 22, 23, 24, 25] to cite a few). Thewiff the type and the number of
failures they tolerate, the number of messages they need to implement a eeadit@ operation, the
size of control information carried by these implementation messages, and theotimpéexity of each
operation [27].

Content of the paper This paper is on the construction of a (high levetplerant SWMR snapshot
object on top of an underlying (low level) asynchronous messageéqgasstem where up toprocesses
may crash. As < n/2is an upper bound on the number of process crashes to build an readtonite
register on top of a crash-prone message-passing system, it followsthat2 remains an upper bound
when one wants to build a snapshot object.

A simple way to obtain such a construction consists first in using an algorithch @s one of the
previously mentioned ones) to buildSWMR atomic registers on top of the crash-prone asynchronous
message-passing system, and then use any algorithm building an SWMRehalgect (e.g., [1, 6, 15])
on top of the read/write shared memory build previously. This constructiosists of a simple stacking
of existing algorithms: the first layer going from message-passing $2WMR atomic registers, the
second layer going from SWMR atomic registers to a snapshot object.

While it obeys basic structuring principles, this solution is not satisfactarthifollowing reason.
The stacking-based construction is not genuine. More precisely, kyildiarmediate SWMR atomic
registers is a way to build a snapshot object, but is not a problem requitemMaybe there are simpler
and more efficient constructions, which build directly a snapshot objetd of a message-passing
system, without requiring this intermediate level. Moreover, being not gentire stacking-based
construction can be more costly and its engineering more difficult than &n@dbnstruction.

The paper presents a genuine construction of an SWMR snapshdt@bjep of a message-passing
system in which, in any run, any minority of processes may crash. Frooméder of messages point
of view, a write operation require3(n) messages, while a snapshot operation requires bet@éen
and O(n?) messages (this depends on the concurrency pattern involving the shapghation and
the number of concurrent write operations). From a time complexity pointes¥,\a write operation



requires a round-trip delay, while a snapshot operation requires &etarge andn — 1) round-trip
delays (as before this depends on the concurrency pattern occduring the snapshot).

Roadmap The paper is made up of 6 sections. Section 2 presents the basic defirstistesn model,

one-shot and multi-shot snapshot objects. Section 3 presents a gafgonighm constructing a one-
shot snapshot object. Section 4 proves its correctness. Section § Bbento modify the previous
algorithm to go from a one-shot to a multi-shot snapshot object. FinallyidBe® concludes the paper.

2 System Model, and Snapshot Objects

2.1 System model

Processes The computing model is composed of a setwodequential processes denoggd ..., p.,.
Each process is asynchronous which means that it proceeds at itpewadh svhich can be arbitrary and
remains always unknown to the other processes.

A process may halt prematurely (crash failure), but executes corigtigcal algorithm until it
possibly crashes. The model parameétdenotes the maximal number of processes that may crash in
a run. A process that crashes in a run is said tdaldty. Otherwise, it iscorrector non-faulty Let
us notice that, as a faulty process behaves correctly until it crash@spoess knows if it is correct or
faulty.

Communication The processes cooperate by sending and receiving messagesthraligectional
channels. The communication network is a complete network, which meansnthat@ess; can
directly send a message to any proges@ncluding itself). Each channel is reliable (no loss, corruption,
nor creation of messages), not necessatrily first-in/first-out, anctchsymous (while the transit time of
each message is finite, there is no upper bound on message transit times).

A procesg; invokes the operatiorsénd TAG(1m) to p;” to send top; the message taggedc which
carries the valuen. It receives a message taggews by invoking the operationréceive TAG()”. The
macro-operation Broadcast TAG(m)” is a shortcut for for each j € {1,...,n} send TAG(m) to p;
end for”. (The sending order is arbitrary, which means that, if the sender esashile executing this
macro-operation, an arbitrary — possibly empty— subset of proced$esosive the message.)

Let us notice that, due to process and message asynchrony, nospraodsiow if an other process
crashed or is only very slow.

Notation In the following, the previous computation model, restricted by the feasibilitdipage
t < n/2,is denoted AMPn,,, [t < n/2] (“Crash Asynchronous Message-Passing” model in which
any minority of processes may crash).

It is important to notice that, in this model, all processes are a priori “equHfils allows each
process to be at the same time a “client” (it invokes high level operationsp&sdrver” (it locally
participates in the implementation of the object that is built).

Message types are denoted with small capital letters, while local varialgleteaoted with small
italics letters, indexed by a process index.

2.2 Snapshot object

Definition The SWMR snapshot object has been informally presented in the Introdut is made
up of n components (one per process), and provides the processes withevatiops denotedrite()
andsnapshot().



Let SNAP be such an object. When a procesgsinvokeswrite(v), it stores the value in its
componentSNAP[:]. When a procesg; invokessnapshot(), it obtains the value of all the components
SNAP[1..n]. A snapshot object is atomic (or linearizable), which means that the opesatie() and
snapshot() issued by the processes appear as if each of them had been exestaathireously, at a
single point of the time line between its start and its end. Moreover, no twatpes appear at the same
point of the time line, and the arrayg|[1..n] returned by a process, when it terminates an invocation of
snapshot(), is such thateg[k] = v if the closest preceding write operation issuedRys write(v). If
there is no such write by, reglk] = L (a default value that, at the application level, no process can
write).

One-shotvs multi-shot  In the context of snapshot objects, we distinguish one and multi-shottebjec
In both cases, a process can issue as many operatiggshot() as it wants.

e One-shot. No process invokesite(v) more than once.
e Multi-shot. There is no restriction on the number of times a process can inudiks).

In the following we consider first the implementation of a one-shot snadijett. This construc-
tion is then generalized to the case of a multi-shot snapshot object in Section 5

3 Implementing a One-shot Snapshot Object

Algorithm 1 implements a one-shot snapshot object.

Local representation of the snapshot object Each process; manages a local arrayg;|[1..n|, which
contains its current view of the snapshot object. This array is initializéd to - , L].

Each procesg; manages also a sequence nuniser,. Initialized to0, this local variable is used to
identify the successive requests generated by the invocations of treiopenapshot() issued byp;.

Algorithm implementing the operation write(v): client side This algorithm is described at lines 1-
6, executed by the invoking procesgclient), and lines 14-15, executed by all processes (in their server
role).

Whenp; invokeswrite(v), it assigns the value to its local registereg; [:] and broadcasts the mes-
sagewRITE(reg;) to inform the other processes of its write (lines 1-2). Thenwaits for acknowl-
edgments (line 3). Each messagrITE_ACK(reg) carries the current value oég;|[1..n| of the sender
pj. After p; received acknowledgments from a majority of processes, it updates d@isviegv of the
snapshot object, namehgg;[1..n], to have it as recent as possible (line 5). This is done, for each local
registerreg;[k], by taking the maximum on the value it received and its current value. Awsider
here a one-shot snapshot object, a process inwekies) at most once, and consequently, the values in
reg;lk],reg(1)[k],--- ,reg(m)[k] are all equal tal if p; has not yet invokeekrite(), or belong to the
set{ L, v} if p; invokedwrite(v). After the update ofeg;[1..n] is donep; returns from the operation.

Algorithm implementing the operation write(v): server side On the server side, whem receives
amessag&/RITE(reg) from a procesg;, it updates its local arrayeg;[1..n] to have it as up to date as
possible (line 14). It then sends backptpthe acknowledgment messag®ITE_ACK(reg;) (line 15).
As seen above, jf; knows writes not yet known by;, this message allows; to known them.



local variables initialization:
ssn; < 0; reg; + [L,---, L] (L is smaller than any value that can be written by a process).
%

operation write(v) is

Q) regili] + v;

(2) broadcast WRITE(reg;);

(3) wait (WRITE_ACK (reg) received from a majority of procesges

(4) letreg(l),...,reg(m) be the arrays received at the previous line;

(5) for ke {1, ---,n} doreg;k] + max(reg;[k],reg(1)[k],- - ,reg(m)[k]) end for;
(6) return()

end operation

operation snapshot() is
(7) repeatprev < reg;;

(8) ssn; — ssn; + 1; broadcast SNAPSHOT(reg;, ssn;);

9 wait (SNAPSHOT_ACK(reg, ssn;) received from a majority of procesges

(10) letreg(1), ...,reg(m) be the arrays received at the previous line;

(12) for k € {1,--- ,n} doreg;[k] < max(reg;[k],reg(1)[k],- - ,reg(m)[k]) end for

(12) until prev = reg; end repeat
(13) return(reg;)

end operation

%

when a messag&RITE(reg) is received fromp; do
(14) for k € {1,---n} doreg;[k] < max(reg;[k], reg[k]) end for;
(15) send WRITE_ACK(reg;) to p;.

when a messageNAPSHOT(reg, ssn) is received fromp; do
(16) for k € {1,---n} doreg;[k] < max(reg;[k], reg[k]) end for;
(17) send SNAPSHOT ACK(reg;, ssn) to p;.

Figure 1: One-shot snapshot objecCI M P, ;[t < n/2]

Algorithm implementing the operation snapshot(): client side As previously, this algorithm is de-
composed in two parts. The part described at lines 7-13 is executed Imydikéng procesyp; (client),
while lines 16-17 are executed by all processes (in their server role).

The invoking process enters a repeat loop that it will exit when, fromataetf view, its local
arrayreg;[1..n] can no longer be enriched with new values. To this end it uses a locgharable
prev[l..n] (whose scope is restricted to the operateapshot()). After it assignedreg; to prev, p;
broadcasts an inquiry messagRAPSHOT(reg;, ssn;), in which the sequence numbesn; is used to
identify the different inquiries broadcast by.

Then, p; has exactly the same behavior as the one described at lines 3-5 of the pertgion.
Namely, p; waits for acknowledgment messages from a majority of processes (th@saessages
SNAPSHOT ACK(reg, ssn;) carrying the appropriate sequence number). Hence, after it hastedec
lines 9-11,p; possibly updated its local representatia;[1..n| of the snapshot object. Then,riég;
has been updated (we have thewy; # prev at line 12),p; re-enters the repeat loop. 1ég; has not
been enriched with new values during the last iteratigmeturns it as result of it snapshot invocation.

Algorithm implementing the operation snapshot(v): server side This part (reception of a mes-
sagesNAPSHOTreg, ssn) from a proces®;, lines 16-17) is the same as the reception of a message
WRITE(reg, ssn). Namely,p; updatesreg;[1..n] and sends back tp; an acknowledgment message
SNAPSHOT ACK(reg;, ssn).



4 Proof of the One-shot Snapshot Algorithm

4.1 Termination

Lemma 1 If a correct procesg; invokeswrite(), it terminates. Any invocation ahapshot() by a
correct process terminate.

Proof Let us first consider the case where a correct propegs/okeswrite(). It broadcasts a mes-
sagewRITE() (line 2). Ast < n/2, a majority of processes receive this message and send back an
acknowledgment (line 15). Hencg, receives a messagerITE_ACK () from a majority of processes.

It consequently cannot block forever at line 3, which proves the tetioimaroperty for the write oper-
ation.

Let us now consider an invocation efiapshot() by a correct procesg;. Moreover, letr be a
time instant after which (a) no correct process invokese(), (b) the messages generated by all the
previous write operations and their acknowledgments have been réaaideprocessed, and (c) the
faulty processes have crashed.

Hence, when after, p; broadcasts a messageAPSHOT —, sn), it eventually receives a message
SNAPSHOT ACK(—, sn) from each correct process. It follows thaiy;[1..n] eventually contains all the
values known by all correct process. L#&t> 7 be this time instant. After’, reg; can no longer be
enriched with new values. It then follows that the predigatev = reg; (line 12) becomes true (and
remains true forever). When this occupgexits the repeat loop (if not already done).  Oremma 1

4.2 Definitions and notations

The following definitions are from [14]. For simplicity, and as they are sigffit for the understanding,
we consider here only the failure-free case.

Events Letop be an operatiomrite() or snapshot(). The execution of an operatiap by a process
p; IS modeled by two events: anvocation eventdenotednwvoc(op), which occurs whep; invokes the
operation, and gesponse eventlenoted-esp(op), which occurs whep; terminates the operation. The
eventinvoc(op) of an operatiorop occurs when it executes its first statement (line 1 or line 7), and its
eventresp(op) (termination) occurs when it executesri¢surn() statement (line 6 or line 13).

In addition to these events, sending and reception of messages creagponding communication
events [18]. Without loss of generality, it is assumed that no two events atthe same time.

Histories A historymodels a run. It is a total order on the events produced by the procésses
any two evente and f, e < f if e occurs beforef in the corresponding history. Let us notice that we
always have: < f or f < e. A history is denoted? = (E, <), whereFE is the set of events.

A history is sequentialf (a) its first event is an invocation; (b) each invocation is followed by the
matching response event; and (c) each response event -excest ivedaf the computation is finite- is
followed by a an invocation event.

f[|z’ is called docal history; it is the sub-sequence &f made up of the events generated by process
p;. Two histories are equivalent if no process can distinguish themy'iiej, : f]\z’ = f[]j.

Linearizable snapshot history A snapshot-based histoy = (E, <) is correct (or linearizablg
if there is an equivalent sequential histoﬁ(;q = (F, <seq) In which the sequence afrite() or
snapshot() operations issued by the processes is such that (a) each operatgarsapg if it has been
executed at a single point of the time line between its invocation and respeases,eand (b) each



snapshot() operation returns an arrayg such thateg[i] = v if the invocation ofwrite(v) by p; ap-
pears previously in the sequence, aad[:] = L if it does not.

When considering a sequential history it is possible to associate a time insthattine line with
each operation. As, in such a history, all operations are ordered,;moperations are associated with
the same time instant.

Given two arraysegl andreg?2 returned by two snapshot operationggl < reg2 is a shortcut
forVx € [1.n]: (reglx] # L) = (reg2[z] = reglz]), andregl < reg2 is a shortcut fofregl <
reg2) A (regl # reg2).

Concurrent operations Let op; andop, be two operations. We saydp; precedesp,” (denoted
op; — opy) if resp(opy) < invoc(opy). If =(op; — opy) and—(op, — op;), we say 6p; andop, are
concurrent, which is denotedp; ||op,. It follows that the relation *,,” defined on operations is an
irreflexive partial order.

4.3 Basic lemmas

The next three Lemmas follow directly from the algorithm.

Lemma 2 Letww = write(v) a write operation issued by a processandsnap a snapshot operation
returning the arrayreg. (ww — snap) = (regli] = v).

Lemma 3 Letww = write(v) a write operation issued by a processandsnap a snapshot operation
returning the arrayreg. (snap — ww) = (reg[i] = L).

The following corollary is an immediate consequence of Lemma 2 and Lemma 3.

Corollary 1 Letsnap be a snapshot operation returning the arragy, such thateg[i] = v. There is
an operationwrite(v) issued by procesgs, and it is such thatvrite(v) — snap or write(v)||snap.

Lemma 4 Let snap, and snap, be two snapshot operations, returnimggl and reg2, respectively.
(snap; — snapy) = (regl < reg2).

4.4 A linearization of the write and snapshot operations

Lemma5 Letsnap; andsnap, be two snapshots operations, returnirigy1 andreg2, respectively. We
have(regl < reg2) V (reg2 < regl).

Proof Let Q1 (resp. Q2) be the majority quorum (set of processes) from whielp, (resp. snap,)
received messagaesAPSHOT ACK () during its last execution of the “repeat’loop body (lines 8-11). As
both @)1 and (), are majority quorums, there exists a process Q1 N (-. Let us consider the four
following communication events.

e Eventsrecl andsendl: p; receivesreg; (eventrecl) which was sent bygnap, at line 8 of its
last loop iteration. From then on, we hawvey; > regl (because,; receiveswrITE(regl, —)
from snap1l). Thenp; sends (everdendl) the correspondingNAPSHOT ACK(reg;, —) message
(which —by assumption— is received byap; as it makes; participate in the majority quorum
Q1). Let us notice thatecl < sendl.

e Eventsrec2 andsend2 are the similar events as far sisap, is concerned. We have theng2 <
reg; whenp; sends tenap2 the corresponding messageAPSHOT ACK(reg;, —) (which makes
makesp; participate in the majority quorui®2). Moreover we also havec2 < send?2.



As p; belongs toQ1 N Q2 and is sequential, we havecl < rec2 or rec2 < recl. Without loss of
generality, let us assumecl < rec2. It follows thatp; executed firsteg; < max(reg;, regl) (event
recl), later executedeg; < max(reg;, reg2) (eventrec2), and finally senSNAPSHOT ACK(reg;, —)
to snap2. The messageNAPSHOT ACK (reg;, —) sent byp; to snap2 is consequently such thatev =
reg; > regl (whereprev is the last value sent bsnap2 to p;). Hence, aprev = reg2,we have
regl < reg2, which concludes the proof of the lemma. OLemma 5

Lemma 6 Letwwl = write(v1l) a write operation issued by a procegs ww2 = write(v2) a write
operation issued by a proceps, andsnap a snapshot operation returning the arrayg. ((wwl —
ww2) A (reglj] = v2)) = ((regli] = vl).

Proof Letww1 = write(v1) a write operation issued by a processvw?2 = write(v2) a write operation
issued by a procegs, such thatvwl — ww2. Letsnap be a snapshot operation returnirngy such that
reg[j] = v2, andpy, the process that issued this snapshot.

Let S (resp. W1) be the majority quorum that allongsap (resp. ww1) to terminate. As bottd
andW1 are majority quorums, there is a procegsc S N W 1. Let 7 be the time at whiclp, receives
the messag&RITE(v1) from p;. We haver < resp(wwl) (this is becausevwl terminates whemp;
received a messagek_WRITE() (line 3) from all the processes i 1, which includegy). There are
two cases.

e Case 1:p; sends its last messaga&iAPsHOT() (line 3) to p, after timer. In this caseyegy is
such thatreg,[i] = v1, and consequently the messaaPSHOT ACK () sent bypy, to pj, carries
rege[i] = vl. It follows thatregy[i] is set tov]l whenp;, receives this message (and it processes it
aspy € 5).

e Case 2y sends its last messag&APSHOT) (line 3) top, before timer. Asregy[j] = v2 when
pr. broadcastsNAPSHOT(regy, —), we necessarily havievoc(ww?2) < 7. AsT < resp(wwl), it
follows thatinvoc(ww2) < resp(wwl), which contradicts the initial assumptiongl — ww?2),
and concludes the proof of the lemma.

I:'Lemma 6

Lemma 7 Given a historyﬁ produced by Algorithnd, there is an equivalent sequential histd/ii\/
which respects the sequential specification of the one-shot snaggbot.o

Proof H being a history, letS be the set of its operationsapshot(). It follows from Lemma 5, that
there are at most: + 1) different outputs for these snapshot operations. Let us extrsets fromS
(1 < ¢ < n+ 1), denotedS;, partition of S and defined as follows: (1) for all€ [1..4]: the snapshots
of S; have the same output denoteel(S;), and (2) ifi < j: reg(S;) < reg(S;). The proof is by
induction.

Base caseS;. There are two sub-cases.

o If reg(S1) = [L,---, L], the snapshot operations &f are linearized i’ in their invocation
order. Moreover, in this case, Igt = max({invoc(snap) | snap € S1}).

e Let us assume now thatg(S1) # [L,---,L]. Hence there is at least one entry such that
reg(S1)[i] = v. By Corollary 1, there is at least one processhat issuedwrite(v) (concur-
rently or before any snapshot operatiorsi). Let W, be the set of the write operations such that
reg(S1)[z] # L. These write operations are linearizeddhat the time of their invocation events.
Let 71 be the time at which occurs the last of them, :e= max{invoc(ww) | ww € W, }.



Claim A: For each operatiosnap € S; we haver; < resp(snap).

Proof of Claim A. By contradiction. If the claim is false, theren& = write(v) € W; such that
resp(snap) < invoc(ww), from which we havanap — ww. Let p; the process that issued this
write operation. By Lemma 3 we have thesy(S;)[k] = L, which contradicts the definition of
Wi . End of the proof of Claim A.

By Lemma 3 and Claim A, it follows that, for each writev € W, and for eacknap € S1, we
haveww < snap or ww/||snap, andr; < resp(snap).

In this case, lefy; = max({invoc(ww) | ww € Wi} U {invoc(snap) | snap € S1}).

Second case: Froi to Ss.

Let snap be a snapshot operation & . There is a set of entries equal toin reg(S;), which are no
longer equal tal in reg(S2). By Corollary 1, there is a corresponding write for each of these entries
Let W, be the set of these writes.

Claim B: For each write operatioaw € W, we haveu; < resp(ww).

Proof of Claim B. By contradiction. If the claim is false, letv € W, such thatresp(snap) <
invoc(ww) for somesnap € S;. We have themww < snap. Let p; the process that issuedv. By
Lemma 2, we must haveeg(S;)[k] # L, which contradicts the definition 08;. End of the proof of
claim B. -

Thanks to Claim B, the write operations)iti; can be linearized i/’ afterp; ordered by their invoca-
tion times. Letr, be the time at which occurs the last of them, ze= max(u1, max{invoc(ww) | ww €
Wal).

Claim C: For evergnap € Sy, we haver, < resp(snap).

Proof of Claim C. Following a proof similar to the one of Claim A, we have fothesnap € Ss :
max{invoc(ww) | ww € Wh}) < resp(snap). It then remains to show that, for eashap € So,
we haveu; < resp(snap). Considering, this is false for someap, there are two cases (due to the
definition of 141).

e resp(snap) occurs before the invocation of some write. et/ € W, be a write such that
resp(snap) < invoc(ww). Hence we havenap — ww. Letp; be the process that issued this
write. By Lemma 3, we haveeg(S2)[k] = L, which contradicts the definition o;.

e resp(snap) occurs before the invocation of some snapshep, € Si: resp(snap) < invoc(snap).
Hence,;snap < snap;. Due to Lemma 4¢g(S2) < reg(S1), which contradicts the definition of
Ss. End of the proof of Claim C.

Thanks to Claim C, the scan operationsSincan be linearized i’ after, ordered by their invo-
cation times. Lefi; = max({invoc(ww) | ww € Wi UW,} U {invoc(snap) | snap € S; USz}).

Next cases: fronds until S,. Their proof is the same as the one for the c8se
Let y1; = max({invoc(ww) | ww € Wy U --- U Wy} U {invoc(snap) | snap € S1 U--- U S,}).

Let us finally the operations that happen in the hist&yand are not yet linearized. As all the
snapshot operations and the write operations from which the snagséiattions obtain their values,
have been linearized, the not yet linearized operations (if any) arertteeaperations whose values are
never output by a snapshot operation. éthe set of these write operations. There are two cases.

e |S/| isinfinite.
Letww € W. As|S;| is infinite, there exists a snapshatp such thatvw — snap. By Lemma 2

!t is assumed that the time line is the line of real numbers, namely, betwyetwa time instants, there is another time
instant.
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the value written byvw appears ineg(S;). A contradiction, which proves that this case cannot
occur.

e |S;|is finite.
Claim D: For each write operatioaw € W: py < resp(ww).
Proof of Claim D. The proof is by contradiction. Let us assume that the dtafaise. Letp, be
the process that issuedv. Then for alli reg(S;)[k] = L. There are two cases.

— ww terminates before the invocation of some write operationpfu W, U ... UW,. Let
wwi € W; such thatresp(ww) < invoc(ww;). Henceww — wwi. By Lemma 6, we have
reg(S;)[k] # L, a contradiction.

— ww terminates before the invocation of some snapshot operatiSn ibetsnap € Sy such
thatresp(ww) < invoc(snap). Hence,ww — snap. It then follows from Lemma 2 that
reg(Se)[k] # L, a contradiction, which concludes the proof of Claim D.

The write operations ofV are linearized i’ afterry in their invocation time order.

If follows from the previous construction rules BF that this sequential history respects the sequen-
tial specification of the one-shot snapshot object. Oremma 7

Theorem 1 Algorithm 1 implements a one-shot snapshot object in the system rdot®lP,, [t <
n/2.

Proof The proof follows from Lemma 1 (Termination), and Lemma 7 (Linearizability) D rpeorem 1

5 Implementing a Multi-shot Snapshot Object

This section extends the previous algorithm from a one-shot snapbfedt gat most one write per
process) to a multi-shot snapshot object (any number of writes peegshc

5.1 A non-blocking algorithm

It is easy to extend the basic algorithm depicted in Figure 1, which assuntesatitaprocess invokes
at most once the write operation, to obtain a multi-shot algorithm in which, desgite:/2 process
crashes, at least once process can invoke any number of writdiopsenaithout being blocked forever.
This progress condition is calletbn-blocking(it can be seen as absence of deadlock in the presence of
failures).

The extension is as follows. A sequence number is associated with eachwvgitepshot operation.
They are then used to ensure that any snapshot returns an artaycanvalues such that it is possible
to build a sequence of all write and snapshot invocations where eaphhsitaeturns the array defined
by the most recent write that appear before it in the sequence. This imphkdioansnon blocking
because (a) it ensures that all write operations terminates, and (bgpditsst operations which are not
concurrent with a write operations terminate. A snapshot operation magmahate if infinitely often
write operations are concurrent with it.

5.2 An always terminating algorithm

Underlying principles An extension ensuring that any invocation of a write or snapshot opeyatio
issued by a correct process, does terminate, is described in Figuoeehsiire this strong termination
property, two mechanisms are added to the basic algorithm.
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local variables initialization:
snw; < 0; sns; < 0;reg; < [L,---,1]; foreachi,j : repSnap[i, j] = L.

operation write(v) is

(1) snw; < snw; + 1; write_pending < (v, snw;)
(2) wait(write_pending = L); return()

end operation

operation snapshot() is

(3) sns; < sns; + 1; Rbroadcast SNAP(p;, sns;)

(4) wait(repSnapli, sns;] # L; return(repSnapli, sns;])
end operation

function base_write(wp) is

(5) regili]  wp;

(6) broadcast WRITE(reg;,wp);

(7) wait until (WRlTE_ACK(reg, wp) received from a majority of procesges
(8) let R be the set of-eg arrays received at the previous line;

(9) for ke {1, ---,n}doreg;k] + max<,,{r[k]|r € RUreg,;} end for;
(10) return()

end function.

function base_snapshot(s, t) is

(11) while repSnapls,t] = L do

(12) prev < reg;; ssn; <— ssn; + 1; broadcast SNAPSHOT(s, ¢, 7eg;, Ss1;)

(13)  wait until (SNAPSHOT_ACK(S, t,reg, ssn;) received from a majority of procesges
(14) let R be the set of-eg arrays received at the previous line;

(15) for k € {1, -+ ,n} doreg;[k] < max<,, {r[k] | r € RUreg;} end for

(16) if prev = reg; then Rbroadcast END(source, sn, repSnap[source, sn))

(17) end while;

(18) return()

end function.

Background task: repeat forever

(19)  if (write_pending # 1) then base_write(write_pending); write_pending < L end if;
(20) let SNAP(source, sn) be the oldest( if anysNAP message received,;

(21)  base_snapshot(source, sn);

(22)  wait(readSnap[source, sn] # L)

end repeat

when a messag&/RITE(reg, w) is received fromp; do
(23) for k € {1,---n} doreg;[k] < max<,, (regi(k], reg[k]) end for;
(24)  send WRITE_ACK(reg;, w) to p;.

when a messageNAPSHOT(s, t, reg, ssn) is received fromp; do
(25)  for k € {1,---n} doreg;[k] < max<,, (reg:[k], reg[k]) end for;
(26)  send SNAPSHOT ACK(s, t, T€g;, Ssn) to pj.

when a messageND(s, ¢, val) is received fromp; do
(27)  repSnapls,t] < val.

Figure 2: Multi-shot snapshot object@AMP,, [t < n/2] (code forp;)

(1) Every process helps perform all snapshot operations: whescags wants to perform a snapshot
operation it broadcasts its query to every process, and, when iregéivs query, each process
issues a basic snapshot operation (essentially identical to the onenslpshst of the previous
section). In this way, each process participates to every snapshatiopeand in particular every
process is aware of all snapshot that are not currently terminated.
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(2) To ensure that the snapshot operations are not prevented fronimaéng by write operations,
each process, when there are some snapshot operations currdridynmoated, is required to
wait for the termination of the oldest snapshot operation among them. In tjsewentually no
write operation can be be concurrent with a snapshot operation, yhemsbring their termination.

The corresponding extended algorithm is detailed in Figure 2, wheres{asehreg; is the current
view of the memory at procegs. This view is updated whep; receives avRITE() or SNAPSHOT)
message. The operatat,, is on pairs (value, seq. number). It orders them according to theitasicrg
sequence number$(v, a) <, (w,b)) < (a < b).

Algorithms implementing the write() and snapshot() operations To perform a write operatior;
does not immediately start to realize a write operation as in the one-shot algotitbut records the
value to be written in a variablerite_pending with an appropriate sequence number (line 1). The
write operation terminates (line 2) when the write is made in the background tahke @algorithm
(lines 19-22).

To perform a snapshot operation, a procgsbroadcasts in a reliable way, with the help of the
underlying operatioRbroadcast(),? the request (messagelAP()) and its associated a sequence number
to all processes (including itself) (Line 3). This request is process#teibackground task at lines 20
and 21. Functiorbase_snapshot() implements a “basic” snapshot that is essentially the same as for
one-shot snapshot (waiting until the process obtains two identical gectaralues for the requested
snapshot). Here this basic snapshot is stopped when at least oreghas terminated a basic snapshot
for the requesting upper layer snapshot. More precisely, the varniaplénap is an array such that
repSnaplj, m| contains the result of thex-th snapshot initiated by procegs (and L before). This
variable is written at line 27 when processis notified (by a messagenD()) that at least one of basic
snapshots for the requested upper layer snapshot terminatedrdiffermp|j, m| contains the snapshot
value of them-th snapshot initiated by process

In its background task (lines 19-22), procesgerforms a write (functiorbase_write) if there a
pending write (line 19). It easy to check that the functi@are_write always terminates. Then, if there
are some requests for upper layer snapshots (corresponding toe¢p&oa of messageNAP()), process
p; chooses the oldest request and runs a basic snapshot for thistréimes21).

Let us first notice that each process execweguentiallythe base operationsase_write() and
base_snapshot(). Let us also notice that a upper layer snapshot terminates as soon astitcisna
current with processes performing write operations. This follows fraerféHowing observation. Let
us assume that an upper layer snapshot does not terminate. Themredpooding basic snapshots it
generates are necessarily stuck in the execution of the underlyinghasisnapshot(). But, if this oc-
curs, no non-crashed process is currently running a base writatmperase_write, from which follows
that the upper layer snapshot operation terminates.

6 Conclusion

Since a long time, snapshot algorithms suited to asynchronous messagetpabkable systems have
been proposed (e.g. in [8, 12, 17]). These algorithms, which congideess local states and channels
states, do not cope with failures, and provides snapshots which cawagts be compared [9, 25].
Differently this paper has introduced the notion of a read/write snap$iettdouilt on top of asyn-
chronous message-passing systems in which any minority of processesrashy A main property

2The main property of such a broadcast operation is that any messkget] by a (correct or faulty) process is delivered
by all correct processes, and at least the messages broadtiastdoyrect processes are delivered. Hence all correct pexcess
deliver the same set of messaggsand any faulty process delivers a subsef oAlgorithms implementing reliable broadcast
in the presence of process crashes are described in many texteapk3 (20, 24]).
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of these read/write snapshot lies in their Containment property (they ctoiddy ordered according

to their occurrence order). The paper has considered two typeglofssiapshot objects: one-shot (in
which a process may issue as many snapshot operations as it wantsrdsfiticted to issue only one
write operation), and multi-shot (in which there is no restriction on the nunflverite operations issued

by each process). The paper has also presented two algorithms,raeelfotype of snapshot object.
The two main properties of these algorithms are their fault-tolerance and thertigaon the snapshot

values they return.
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