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A Lattice Basis Reduction Approach for the Design
of Quantized FIR Filters

Nicolas Brisebarre, Silviu-Ioan Filip and Guillaume Hanrot

Abstract—Many applications of finite impulse response (FIR)
digital filters impose strict format constraints for the filter
coefficients. Such requirements increase the complexity of deter-
mining optimal designs for the problem at hand, making exact
approaches intractable even for moderately high filter degrees.
We introduce a fast and efficient heuristic, which is based on
the computation of good nodes for polynomial interpolation and
Euclidean lattice basis reduction. Most of the time, it returns
quantized FIR filters of extremely good quality.

Index Terms—BKZ algorithm, Euclidean Lattice, finite
wordlength, FIR coefficient quantization, FIR digital filters,
HKZ algorithm, lattice basis reduction, LLL algorithm, minimax
approximation

I. INTRODUCTION

THE efficient design of FIR filters has been an active
research topic in Digital Signal Processing (DSP) for

several decades now. The problems that are most prevalent in
practice are related to the discrete nature of the representation
space used for storing the filter coefficients (usually fixed-point
or floating-point formats).

In general, an initial design procedure like the well-known
Parks-McClellan [1] formulation of the Remez exchange
algorithm [2] is applied in order to retrieve a set of "infinite
precision" coefficients, which are frequently computed as 64-
bit floating-point values. When, for example, FIR filters are
used inside specialized DSP processors or field-programmable
gate arrays (FPGAs), the coefficient constraints are very strict,
usually requiring the use of fixed-point values of much smaller
bit size. Even very recent FPGAs that come with floating-
point DSP blocks [3] only offer support for 32-bit floating-
point arithmetic. Simply rounding the initial 64-bit precision
coefficients to their nearest representations in these imposed
formats can give rise to suboptimal filters. In many cases, the
quality of these naive results can be significantly improved,
especially when fixed-point values are used.

As a result, the literature on the FIR quantization problem
is quite vast. Typical constraints are that the coefficients
be representable as signed 𝑏-bit integer values or that they
have low complexity, such as them being sums of only a
small number of power-of-two terms. This second requirement
is especially important when one wants to construct low
complexity multiplierless filtering circuits.
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In both cases, finding a set of optimal quantized coefficients
proves to be computationally expensive for high degree filters
(larger than, say 60), with exact solvers making heavy use of
(mixed) integer linear programming (MILP) techniques [4]–
[11]. To successfully cope with larger degrees, faster heuristics
have also been proposed. For example, in the case of 𝑏-bit
fixed-point coefficients, the approach introduced in [12], which
employs error spectrum shaping techniques, is routinely used
inside MATLABTM for FIR quantization. The telescoping
rounding approach described in [13] also seems to produce
good results, while for low complexity designs, the greedy
randomized heuristic from [14] is applicable to both FIR and
IIR specifications.

The rest of this article will be focused on introducing
a novel heuristic for designing FIR filters with fixed-point
and/or floating-point coefficients. It is based on previous
work for doing machine-efficient polynomial approximation of
functions [15] combined with techniques that yield families of
very good interpolation nodes [16]–[21] and turns out to be
quite robust, especially when dealing with high degree designs.
We also make available an open source C++ implementation
of our approach1. Since it produces very good quantizations,
our code should also be able to help accelerate exact solvers
based on MILP.

We begin Section II with a precise statement of the problem
we want to solve. Section III introduces important facts
about euclidean lattices and machine-efficient polynomial
approximation. They are later used in Section IV, where we give
a detailed account of our approach. Examples and a comparison
to other methods are discussed in Section V, followed by
concluding remarks in Section VI.

A very preliminary and partial version of this paper was
published in [22].

II. THE FINITE WORDLENGTH SETTING

We start by recalling some well-known ideas related to
linear-phase FIR filter design [23], [24]. Such a process is
typically carried out in the frequency domain. In case of an
𝑁 -tap causal filter with real valued impulse response {ℎ[𝑛]},
the corresponding frequency response we want to optimize is

𝐻(𝜔) =

𝑁−1∑︁
𝑘=0

ℎ[𝑘]𝑒−𝑖𝜔𝑘

= 𝐺(𝜔)𝑒𝑖(
𝐿𝜋
2 −𝑁−1

2 𝜔)

1see https://github.com/sfilip/fquantizer

https://github.com/sfilip/fquantizer
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where 𝐺 is a real valued function and 𝐿 is 0 or 1. Traditionally,
there are four types of FIR filters considered in practice, which
depend on the parity of the filter length 𝑁 and on the symmetry
of ℎ (positive for 𝐿 = 0 and negative for 𝐿 = 1). We have:

Type 1: Positive symmetry and odd length

𝐺(𝜔) =

𝑛∑︁
𝑘=0

𝑎𝑘 cos(𝑘𝜔), (1)

𝑛 = (𝑁 − 1)/2, 𝑎0 = ℎ[𝑛] and 𝑎𝑘 = 2ℎ[𝑛− 𝑘], 𝑘 = 1, . . . , 𝑛.
Type 2: Positive symmetry and even length

𝐺(𝜔) =

𝑛∑︁
𝑘=1

𝑏𝑘 cos((𝑘 − 1/2)𝜔), (2)

𝑛 = 𝑁/2 and 𝑏𝑘 = 2ℎ[𝑛− 𝑘], 𝑘 = 1, . . . , 𝑛.
Type 3: Negative symmetry and odd length

𝐺(𝜔) =
𝑛∑︁

𝑘=1

𝑐𝑘 sin(𝑘𝜔), (3)

𝑛 = (𝑁 − 1)/2, 𝑐𝑘 = 2ℎ[𝑛− 𝑘], 𝑘 = 1, . . . , 𝑛 and ℎ[𝑛] = 0.
Type 4: Negative symmetry and even length

𝐺(𝜔) =

𝑛∑︁
𝑘=1

𝑑𝑘 sin((𝑘 − 1/2)𝜔), (4)

𝑛 = 𝑁/2 and 𝑑𝑘 = 2ℎ[𝑛− 𝑘], 𝑘 = 1, . . . , 𝑛.
When using an algorithm like Parks-McClellan, it is con-

venient to notice that all four cases can be treated uniformly.
We can express 𝐺(𝜔) as 𝑄(𝜔)𝑃 (𝜔), where 𝑃 (𝜔) is of the
form given in (1). Depending on the filter type, 𝑄(𝜔) will be
either 1, cos(𝜔/2), sin(𝜔) or sin(𝜔/2). The resulting minimax
approximation problem can be stated as:

Problem 1 (Equiripple (or minimax) FIR filter design). Let
Ω be a compact subset of [0, 𝜋] and 𝐷(𝜔) an ideal frequency
response, continuous on Ω. For a given filter degree 𝑛 ∈ N,
we want to determine 𝑃 (𝜔) =

∑︀𝑛
𝑘=0 𝑝𝑘 cos(𝜔𝑘) such that the

weighted error function 𝐸(𝜔) = 𝑊 (𝜔) (𝐷(𝜔)− 𝑃 (𝜔)) has
minimum uniform norm

‖𝐸(𝜔)‖∞,Ω = sup
𝜔∈Ω

|𝐸(𝜔)| ,

with the weight function 𝑊 continuous and positive over Ω.

Remark 1. If we consider the change of variable 𝑥 = cos(𝜔),
𝑃 (𝜔) is in fact a polynomial of degree at most 𝑛 in cos(𝜔)
expressed in the basis of Chebyshev polynomials (𝑇𝑘)06𝑘6𝑛

of the first kind, i.e.,

𝑃 (𝜔) =

𝑛∑︁
𝑘=0

𝑝𝑘 cos(𝜔𝑘) =

𝑛∑︁
𝑘=0

𝑝𝑘𝑇𝑘(cos(𝜔)) =

𝑛∑︁
𝑘=0

𝑝𝑘𝑇𝑘(𝑥).

In the sequel, it will sometimes be convenient to see our
problems in the language of polynomial approximation. When
this happens, 𝑥 will be the approximation variable and
𝑋 ⊆ [−1, 1] the transformed domain associated to Ω.

A. The quantization problem

There are simple formulas to pass between the coefficients
of 𝐺,𝑃 and the values of ℎ, while 𝑄 plays a part in how 𝑊
and 𝐷 are chosen (we refer the reader to [25, Sec. 2] for the
specifics). Despite this, for quantization purposes, it is more
convenient to work with expressions (1)-(4) directly, since the
values of ℎ are just scaled versions of the coefficients of 𝐺. The
finite wordlength versions of Problem 1 that are of interest here
and in practice prove to be much harder to solve in general,
with [10], [11] suggesting that they might be NP-complete.

For fixed-point quantization we can basically consider the
impulse response coefficients to be scaled integers. If we want
to use 𝑏-bit fixed-point values, we view them under the form
𝑚/𝑠, where 𝑚 is an integer in the range 𝐼𝑏 = [−2𝑏−1, 2𝑏−1]
and 𝑠 is a fixed scaling factor, which, in many cases, is a power
of 2. The new version of Problem 1 we are addressing is:

Problem 2 (Integer minimax approximation). Consider
Ω, 𝐷, 𝑛 and 𝑊 defined as in Problem 1. Let 𝜙0, . . . , 𝜙𝑛 be
real valued functions, continuous over [0, 𝜋]. Determine a set
of integer values (𝑚𝑘)06𝑘6𝑛 from 𝐼𝑏, such that the error

sup
𝜔∈Ω

⃒⃒⃒⃒
⃒𝑊 (𝜔)

(︃
𝑛∑︁

𝑘=0

𝑚𝑘𝜙𝑘(𝜔)−𝐷(𝜔)

)︃⃒⃒⃒⃒
⃒ (5)

is minimal.

In case of type I filters, if we take 𝜙0(𝜔) = 1/𝑠 and 𝜙𝑘(𝜔) =
2 cos(𝑘𝜔)/𝑠 for 𝑘 = 1, . . . , 𝑛, then we simply have

ℎ[𝑘] = 𝑚𝑛−𝑘/𝑠, 𝑘 = 0, . . . , 𝑛.

By looking at (2)-(4), we can arrive at similar formulations
for the basis functions (𝜙𝑘)06𝑘6𝑛 and ℎ for type 2 to 4 filters.
Expressed as an MILP, Problem 2 becomes:

minimize 𝛿

subject to 𝑊 (𝜔)

(︃
𝑛∑︁

𝑘=0

𝑚𝑘𝜙𝑘(𝜔)−𝐷(𝜔)

)︃
6 𝛿, 𝜔 ∈ Ω,

𝑊 (𝜔)

(︃
𝐷(𝜔)−

𝑛∑︁
𝑘=0

𝑚𝑘𝜙𝑘(𝜔)

)︃
6 𝛿, 𝜔 ∈ Ω,

𝛿 > 0, 𝑚𝑘 ∈ 𝐼𝑏 ∩ Z, 𝑘 = 0, . . . , 𝑛.

In practice, Ω is generally replaced with a finite discretization
Ω𝑑. If this set is sufficiently dense, then one hopes that the
obtained solution will be close enough to the one over Ω.

The scaling factor 𝑠, often referred to as the filter gain, can
also be a design parameter. Optimizing for 𝑠 as well generally
improves the quality of the quantization error (5). The caveat
is that finding the best possible 𝑠 is nontrivial [10], [26], [27].

More general quantization problems where coefficients have
different formats from one another (be it fixed-point of floating-
point) can also be expressed using the framework of Problem 2,
with the difference being that each coefficient will have its
own power of 2 scaling factor 𝑠𝑘, 𝑘 = 0, . . . , 𝑛. Nevertheless,
for simplicity, in the sequel we will only consider fixed-point
quantization examples with an input scaling factor 𝑠.
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B. Practical implementation: transition bands issues

Despite the fact that transition regions (i.e., the intervals
between two successive bands from Ω) are generally uncon-
strained, in practice, the amplitude of 𝑃 should not present
any overshoots on these intervals [23, Sec. 7.8.3]. Even though
such issues occur sometimes, they do not seem to be actively
considered in existing quantization methods, whereas with our
approach they are easily handled (see Section V-B).

III. EUCLIDEAN LATTICES & MACHINE-EFFICIENT
POLYNOMIAL APPROXIMATION

One main ingredient to address Problem 2 is the adaptation
of ideas that prove successful in the framework of polynomial
approximation for elementary function evaluation routines. We
briefly recall them in Section III-B. Central to this approach
is the use of a beautiful and versatile tool from Geometry of
Numbers, namely Euclidean lattices, and the rich algorithmic
results they benefit from, which we now introduce.

A. Lattice basis reduction overview – the SVP/CVP problems

Our main tool for finding a good solution to Problem 2 will
be lattice basis reduction. The relationship between lattice basis
reduction techniques and ILP has an old and rich history [28],
[29]. It is thus natural to use ILP in the present context. We
shall however use lattice basis reduction in a more naive way,
to find small values of a discrete and modified version of
Eq. (5) where Ω is replaced by a finite set; this turns out to
be a good approximation to the actual quantization problem.

For the sake of completeness, we briefly review the needed
facts concerning lattices and lattice basis reduction algorithms.

Definition 1. A lattice of R𝑛 is a discrete subgroup of
R𝑛; equivalently, a lattice 𝐿 ⊂ R𝑛 is the set of integer
linear combinations of a family (b1, . . . ,b𝑑) of R-linearly
independent vectors of R𝑛. We shall then say that (b𝑖)16𝑖6𝑑

is a basis of 𝐿, and that 𝑑 6 𝑛 is the dimension of 𝐿.

In the sequel, we shall endow R𝑛 with an abstract norm
‖ · ‖. In practice, we shall only use the two standard norms:
‖ · ‖2 (Euclidean norm, ‖x‖2 =

(︀∑︀𝑛
𝑖=1 𝑥

2
𝑖

)︀1/2
) and ‖ · ‖∞

(supremum norm, ‖x‖∞ = max𝑛𝑖=1 |𝑥𝑖|).

Proposition 1. The families 𝐵 = (b𝑖)16𝑖6𝑑, 𝐶 = (c𝑖)16𝑖6𝑑

are two bases of the same lattice, given in (column) matrix
form as elements of R𝑛×𝑑, if and only if there exists 𝑈 ∈
GL 𝑑(Z) such that 𝐶 = 𝐵𝑈 . As a consequence, the quantity
(det𝐶𝑡𝐶)1/2 = (det𝐵𝑡𝐵)1/2, is independent of the basis and
is associated to the lattice itself – we shall call it the volume
of the lattice and denote it by vol𝐿.

This implies that, for 𝑑 > 2, a lattice has infinitely many
bases. Among those bases, the ones which are made up of
short and somewhat orthogonal vectors are usually considered
as being good, whereas the other ones are deemed bad.

1) Lattice basis reduction & the SVP problem: It is common
that interesting lattice problems are formulated in a bad basis,
while the knowledge of a good basis produces a solution.
Lattice basis reduction provides algorithms to compute a good
basis given a bad one. Our case is quite typical here.

TABLE I
LATTICE BASIS REDUCTION ALGORITHMS

Algorithm Approximation
factor Time

LLL𝛿 [32] (𝛿2 − 1/4)−(𝑑−1)/2 poly (𝑑)
BKZ𝛽 [33], [34] ≈ 𝛽𝑑/𝛽 poly (𝑑)2𝑂(𝛽)

HKZ [35] 1 2𝑂(𝑑)

A celebrated theorem of Minkowski [30, Chap. 2] offers
some information regarding short lattice vectors:

Theorem 1 (Minkowski). Let 𝐿 ⊂ R𝑛 be a 𝑑-dimensional
lattice, and 𝐵 = {x ∈ R𝑛/‖x‖ 6 1} the unit ball with respect
to the norm ‖ · ‖; then there is a v ∈ 𝐿 − {0} such that
‖v‖ 6 2

(︀
vol 𝐿
vol 𝐵

)︀1/𝑑
.

Unfortunately, the proof of this theorem eventually rests on
some kind of pigeonhole principle, so is uneffective. From a
computational point of view, given a basis (b1, . . . ,b𝑑) of 𝐿
as input, we want to find a shortest non-zero vector from 𝐿;
also known as the shortest vector problem (SVP).

In this subsection we will focus on the Euclidean norm, since,
in practice, an important body of practical work regarding SVP
is concerned with the ‖ · ‖2 setting. Let us start by pointing out
that the decision version of this problem has been shown [31]
to be hard under randomized reductions for the Euclidean norm.
Dealing with lattice basis reduction and/or the SVP problem is
thus a matter of compromises. A popular (yet oversimplified)
rule of thumb in the community is that for any value of the
parameter 𝑘 ∈ [1, 𝑛], one can solve (given the current state
of the art) an SVP instance for the Euclidean norm within an
approximation factor of 2𝑂(𝑑/𝑘) in complexity 𝑂(2𝑘poly (𝑑)).
This rule of thumb is supported by Table I, which shows the
performances, in terms of worst-case approximation factor /
worst-case complexity, of the three most popular algorithms
for lattice basis reduction.

We will not describe these algorithms nor their complete
output (they actually produce a full basis) – this is a rather
technical topic and is out of the scope of this paper; we refer
the reader to [30] for a detailed discussion of lattice basis
reduction algorithms. Note however that the LLL algorithm
depends on a real parameter 1/4 < 𝛿 < 1, while the BKZ
algorithm depends on an integer parameter 𝛽 ∈ [2, 𝑑], the
blocksize. For 𝛽 = 2, BKZ is akin to LLL, whereas for 𝛽 = 𝑑,
BKZ is identical to HKZ.

Table I discusses worst-case complexities and approximation
factors. The average case of LLL is also studied experimentally
in [36]; roughly speaking, on average LLL retains a 𝑐𝑑

approximation factor, but the constant 𝑐 drops down to roughly
1.05. It seems highly plausible that similar facts hold for BKZ
(see [37]). In our setting though, it should be pointed out
that the performances of those algorithms, both in terms of
approximation factor and of complexity, seem significantly
better than expected – HKZ-reducing a a random lattice of
dimension greater than 60 is, as of today, a considerable task,
while we were able to do it on an instances of dimension up
to 101 coming from the problem under study in less than half
a minute (see Sections IV-C and V).
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2) The CVP problem & Kannan’s embedding: We now turn
our attention to the so-called closest vector problem (CVP):
given a 𝑑-dimensional lattice 𝐿 of R𝑑 and a target point t ∈ R𝑑,
we are looking for a vector x ∈ 𝐿 which minimizes ‖x− t‖.
This is again, an NP-hard problem, for the ‖ · ‖2 and ‖ · ‖∞
norms [38]. Again, among the wide variety of work concerning
the CVP problem at large, the situation of the ‖·‖2 norm is more
promising, since several efficient approximation algorithms do
exist. We shall thus again focus on the ‖ · ‖2 norm.

When facing a CVP instance, one may choose to resort to
exact, exponential-time approaches. However, good heuristics
also exist; in particular, it is possible to relate a CVP instance
to a lattice basis reduction question, using the so-called Kannan
embedding technique [39]. Given a basis (b1, . . . ,b𝑑) of 𝐿
and the target vector t, we form the 𝑑+1-dimensional lattice �̃�
of R𝑑+1 generated by the vectors b̃𝑖 := (b𝑖, 0) and t̃ := (t, 𝛾),
where 𝛾 is a real parameter to be chosen later on.

If x is a short vector of the lattice �̃�, there exist
𝑥1, . . . , 𝑥𝑑, 𝑥𝑑+1 such that x =

∑︀𝑑
𝑖=1 𝑥𝑖b̃𝑖 + 𝑥𝑑+1t̃; hence

‖x‖22 = ‖
𝑑∑︁

𝑖=1

𝑥𝑖b𝑖 + 𝑥𝑑+1t‖22 + 𝛾2𝑥2
𝑑+1. (6)

Since x is assumed to be short (for instance, a vector in
a reduced basis of �̃�), ‖

∑︀𝑑
𝑖=1 𝑥𝑖b𝑖 + 𝑥𝑑+1t‖22 is small. If

𝑥𝑑+1 = ±1, ∓
∑︀𝑑

𝑖=1 𝑥𝑖b𝑖 ∈ 𝐿 is close to the vector t.
The key question is how to choose 𝛾 such that we get 𝑥𝑑+1 =

±1. If we take 𝛾 > max𝑛𝑖=1 ‖b𝑖‖2, as soon as |𝑥𝑑+1| ≠ 0 we’ll
have ‖x‖2 > 𝛾 > ‖b𝑖‖2 for all 𝑖. Hence, as reducing bases
tend to produce shorter vectors, if c1, . . . , c𝑑 is a reduced basis
of 𝐿, we expect that for all 𝑗 6 𝑑, ‖c𝑗‖2 < 𝛾.

Now, let c̃1, . . . , c̃𝑑+1 be a reduced basis of �̃�. As any vector
x with a nonzero last coordinate will have ‖x‖2 > ‖c𝑗‖2 for
all 𝑗, we expect that c̃𝑗 = (c𝑗 , 0) for 𝑗 6 𝑑. Hence c𝑑+1 has
to have a nonzero last coordinate. As 𝛾 is large, we assume
this last coordinate to be ±1, otherwise the term 𝛾2𝑥2

𝑑+1 in
Eq. (6) is large and it is likely that some shorter vector will be
found by the reduction process. Hence, from c̃𝑑+1 we’ll often
be able to deduce a vector close to t.

In our experiments, the (heuristic) choice 𝛾 = max𝑛𝑖=1 ‖b𝑖‖2
yielded a vector with 𝑥𝑑+1 = ±1 in all cases.

We note that Kannan’s description in [39] is somewhat
different, since it deals with another context and needs the
target vector t to be rather close to 𝐿 – an assumption we
cannot make about our current setting.

B. Approximating functions with polynomials

Evaluating mathematical functions on a computer, be it in
software or hardware, has always been a key subject of study
in Computer Arithmetic [40]. In practice, we frequently replace
the target function with good polynomial approximations of it
with respect to the uniform norm.

There are two main reasons why such an approach is used.
The first is that polynomials can be evaluated very efficiently on
the underlying hardware, only requiring the use of addition and
multiplication operations. Secondly, by the Stone-Weierstrass
theorem [40, Ch. 3.2, Thm. 6.2], any real-valued function
𝑓 ∈ 𝒞([𝑎, 𝑏]) can be approximated arbitrarily well on [𝑎, 𝑏] by

a polynomial 𝑝 ∈ P(R), provided it has a sufficiently high
degree. In practice, analogously to our treatment of Problem 1,
we can use the Remez algorithm to compute a target degree 𝑛
minimax approximation 𝑝⋆𝑛 of 𝑓 over [𝑎, 𝑏].

Unfortunately, we are faced again with the same issue as in
Section II. In order to use any polynomial to approximate 𝑓
inside a processor, its coefficients must be machine numbers,
representable using one of the available floating-point and/or
fixed-point formats. The naive approach (i.e., rounding of the
Remez-obtained coefficients) can be suboptimal.

A general method for computing machine-efficient poly-
nomial approximations is presented in [41]. It consists of
carefully constructing a rational polytope which contains all
optimal solutions as integer points. A solution is then retrieved
with a scan of all candidate integer coordinate points inside
the polytope. In terms of scalability, the method seems to be
limited to small degrees. This led to the work of [15]. It uses
a very natural idea: machine-coefficient polynomials have a
structure that is extremely close to that of a euclidean lattice.
By a clever discretization of [𝑎, 𝑏], the authors of [15] solve
a CVP problem with respect to the ‖ · ‖2 norm. The results
they obtain give rise to machine-coefficient polynomials which
are in many cases optimal, if not extremely close to optimal.
The method scales to much larger degrees than the approach
from [41].

Because of this promising behavior, in the next two sections
we will present the extension of this approach to the FIR
quantization problem. The focus will be on the aspects which
are particular to filter design.

IV. LATTICE-BASED FILTER DESIGN

The idea behind our approach to solving Problem 2 is to
search for an approximation 𝑃 ⋆(𝜔) =

∑︀𝑛
𝑘=0 𝑚𝑘𝜙𝑘(𝜔) that

fits the given precision constraints and that behaves similarly
to an optimal filter 𝑃 (𝜔) with real coefficients that we got, for
instance, using the exchange algorithm [1], [2]. Although the
process is based on heuristics and is by no means guaranteed
to give a positive result, in practice it yields very satisfactory
results, while also being fast and robust.

We start by discretizing the approximation domain: that is,
pick ℓ > 𝑛 + 1 points 𝜔0, . . . , 𝜔ℓ−1 in Ω (and consequently
the points 𝑥𝑖 = cos(𝜔𝑖), 𝑖 = 0, . . . , ℓ − 1 from 𝑋). We want
that the vectors

𝑚0

⎛⎜⎜⎝
𝑊 (𝜔0)𝜙0(𝜔0)
𝑊 (𝜔1)𝜙0(𝜔1)

...
𝑊 (𝜔ℓ−1)𝜙0(𝜔ℓ−1)

⎞⎟⎟⎠
⏟  ⏞  

b0

+ · · ·+𝑚𝑛

⎛⎜⎜⎝
𝑊 (𝜔0)𝜙𝑛(𝜔0)
𝑊 (𝜔1)𝜙𝑛(𝜔1)

...
𝑊 (𝜔ℓ−1)𝜙𝑛(𝜔ℓ−1)

⎞⎟⎟⎠
⏟  ⏞  

b𝑛

and v = (𝑊 (𝜔0)𝑃 (𝜔0) · · ·𝑊 (𝜔ℓ−1)𝑃 (𝜔ℓ−1))
𝑡 be as close as

possible to each other, meaning find (𝑚0, . . . ,𝑚𝑛) ∈ Z𝑛+1

that minimize

‖𝑚0b0 + . . .𝑚𝑛b𝑛 − v‖2 , (7)

which is a CVP instance.
By solving (7), we hope to obtain a quantized filter for which

‖𝑊 (𝜔)(𝑃 ⋆(𝜔)−𝑃 (𝜔))‖Ω,∞ and ultimately ‖𝑊 (𝜔)(𝑃 ⋆(𝜔)−
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𝐷(𝜔))‖Ω,∞ are as small as possible. The use of the ‖ · ‖2
norm inside (7), as opposed to the more suitable ‖ · ‖∞ one
is mitigated, as indicated in Section III-A, by the existence of
well-tuned, practical approximation algorithms in the Euclidean
setting. The solving of the exact ‖ · ‖∞ problem, on the other
hand, requires a super-exponential algorithm [39] (it is an
NP-hard problem), making it quickly intractable. Since in
Rℓ, ‖ ·‖∞ 6 ‖ ·‖2 6

√
ℓ‖ ·‖∞, we expect in general that small

vectors with respect to the ‖ · ‖2 norm are also small when
considering ‖ · ‖∞. Taking ℓ with minimal value 𝑛+ 1 hence
helps [15].

A. Suitable discretization grids
Choosing appropriate points 𝜔𝑖 (or 𝑥𝑖) is critical to obtaining

very good quantization results. The preferred choices in [15]
are the zeros of 𝐸(𝜔) when first solving Problem 1 on a
closed interval 𝑋 = [𝑎, 𝑏] and appropriately scaled Chebyshev
nodes 𝑥𝑖 =

𝑎+𝑏
2 + 𝑏−𝑎

2 cos
(︁

(𝑛−𝑖)𝜋
𝑛

)︁
, 𝑖 = 0, . . . , 𝑛. The nice

numerical properties of such point sets in the context of
polynomial approximation on a closed interval are well-known
(see for instance [42, Ch. 16] and the references therein).

In a filter design setting however, Ω (and consequently 𝑋)
are routinely a union of two or more closed intervals. While
taking the zeros of 𝐸(𝜔) together with the band edges of
Ω gives good results in many cases, using equidistant nodes
𝜔𝑖 =

𝑖𝜋
𝑛 , 𝑖 = 0, . . . , 𝑛 inside [0, 𝜋] (which map to Chebyshev

nodes 𝑥𝑖 inside [−1, 1]) does not produce the same quality
results as in [15].

Nevertheless, other point sets can sometimes lead to improve-
ments. A good example is that of the Fekete points of 𝑋 when
doing (weighted) polynomial approximation. In order to define
them, let 𝑤P𝑛(R) = spanR {𝑤(𝑥)𝑇0(𝑥), . . . , 𝑤(𝑥)𝑇𝑛(𝑥)} be
the space of weighted polynomials with degree at most 𝑛,
where 𝑤 ∈ 𝒞(𝑋) is a positive weight function. Here, we
actually have 𝑤(𝑥) = 𝑊 (arccos(𝑥)), where 𝑊 is the weight
function used in the statements of Problems 1 and 2. If we
take a set of interpolation nodes 𝑇 = {𝑡0, . . . , 𝑡𝑛} ⊂ 𝑋 and
consider the Vandermonde-like matrix

𝑉 (𝑡0, . . . , 𝑡𝑛) = [𝑣𝑖𝑗 ] := [𝑤(𝑡𝑖)𝑇𝑗(𝑡𝑖)],

then the interpolation operator at the elements of 𝑇 in Lagrange
form has basis functions

ℓ𝑖(𝑥) =
det𝑉 (𝑡0, . . . , 𝑡𝑖−1, 𝑥, 𝑡𝑖+1, . . . , 𝑡𝑛)

det𝑉 (𝑡0, . . . , 𝑡𝑖−1, 𝑡𝑖, 𝑡𝑖+1, . . . , 𝑡𝑛)
, 𝑖 = 0, . . . , 𝑛

(8)
and is defined as

ℒ𝑇 𝑓(𝑥) =

𝑛∑︁
𝑖=0

𝑓(𝑡𝑖)ℓ𝑖(𝑥).

Its operator norm (called Lebesgue constant), satisfies [43,
Thm. 4.3]

Λ𝑋,𝑇,𝑤 = ‖ℒ𝑇 ‖ = max
𝑥∈𝑋

𝑛∑︁
𝑖=0

|ℓ𝑖(𝑥)|

and measures the quality of a set 𝑇 for doing interpolation
over 𝑋: for every 𝑓 ∈ 𝒞(𝑋) we have [43, Thm. 3.1]

‖𝑓 − ℒ𝑇 𝑓‖∞,𝑋 6 (1 + Λ𝑋,𝑇,𝑤)dist𝑋(𝑓, 𝑤P𝑛(R)).

Fekete points are the elements of a set 𝑇 ⊂ 𝑋 which
maximize the absolute value in the denominators of Eq. (8),
thus ensuring that their Lebesgue constant is kept small.

In case of polynomial approximation over [−1, 1], Chebyshev
nodes are, for practical purposes, no different than Fekete
points, since they have a Lebesgue constant upper bounded
by 2

𝜋 log(𝑛+ 1) + 1, a value which is extremely close to the
minimal value attainable by a set of nodes (see, for instance [42,
Thm. 15.2]). In contrast, equidistant points in [−1, 1] have an
associated constant larger than 2𝑛−2

𝑛2 , making them extremely
bad choices for doing interpolation, with many approximations
actually diverging in the asymptotic regime (the classic Runge’s
phenomenon [44] in Numerical Analysis).

When working on multi-interval domains, we do not have
simple extensions to Chebyshev nodes, even though we
expect the Lebesgue constant for Fekete points over 𝑋 to
be 𝑂(log 𝑛) [19] as well. Unfortunately, exact computation of
Fekete points is difficult in general. Still, approximate versions
of such nodes, called Approximate Fekete Points (AFP), can
be determined relatively easily using a greedy approach based
on a column pivoting QR factorization [16], [18]–[20]. The
method works as follows:
(1) Choose an appropriate discretization 𝑌 = {𝑦0, . . . 𝑦𝑁} ⊂

𝑋 , 𝑁 > 𝑛+ 1 by applying the theory of admissible and
weakly admissible meshes introduced in [17]; we refer
the reader to [19], [21], [45] for examples on how to
construct such meshes;

(2) Form the (𝑁 + 1)× (𝑛+ 1) matrix

𝑉 = [𝑣𝑖𝑗 ] := [𝑤(𝑦𝑖)𝑇𝑗(𝑡𝑖)],

where 0 6 𝑖 6 𝑁, 0 6 𝑗 6 𝑛+1 and each column of 𝑉 𝑡

corresponds to an element of 𝑌 ;
(3) We want to extract from 𝑉 𝑡 the (𝑛+1)×(𝑛+1) submatrix

of maximal volume; this is an NP-hard problem [46], but
the greedy algorithm introduced in [18] works well in
practice. Following the discussion from [16, Sec. 2], this
procedure selects the columns of 𝑉 𝑡 like so (for the precise
QR formulation, see for instance [19, Sec. 1]):
(i) v1 is the column of 𝑉 𝑡 of maximum euclidean norm;

(ii) Having chosen v1, . . . ,v𝑘, the (𝑘 + 1)-st column
v𝑘+1 is picked such that the volume generated by
v1, . . . ,v𝑘,v𝑘+1 is as large as possible.

The resulting submatrix (call it 𝑉max) has columns which
form a basis for the lattice we use in our quantization algorithm.
Based on steps (i)–(ii), these basis vectors are chosen such that
they are almost orthogonal to one another. Empirically, this
means that a lattice basis reduction algorithm like LLL, applied
to 𝑉max, will often run fairly quickly (when compared to the
worst possible execution times), even for very large designs.

Remark 2. We have also used this approximate Fekete points
approach as a numerically robust way of initializing the
exchange algorithm [45, Sec. 4.1–4.2].

Remark 3. Another alternative of good discretization grids is
to take them according to the so-called equilibrium distribution
for weighted minimax approximation on 𝑋 . Articles like [47]–
[49] touch on this aspect, with [48], [49] being particularly
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focused on the implications to FIR filter design problems.
Computation generally involves the use of tools for numerical
conformal mapping. We have not tested this idea here because
it is more involved to set up than the approximate Fekete points
method and it is not as flexible either, since it deals only with
piecewise constant weighting functions.

B. Solving the resulting CVP problem and a refinement trick

The approximate CVP heuristic approach described in
Section III-A2 that uses Kannan’s embedding transforms (7)
into a lattice basis reduction problem. Concretely, it will
determine a vector m =

∑︀𝑛
𝑘=0 𝑚𝑘b𝑘, which is hopefully close

to v, but also a reduced basis (c0, . . . , c𝑛) of (b0, . . . ,b𝑛) (by
applying the LLL, BKZ or HKZ algorithm). We also expect
the quantization resulting from the 𝑚𝑘 coefficients to be close
to the solution of Problem 2.

Since the c𝑖 vectors are usually short with respect to the
‖ · ‖2 norm (and consequently with the ‖ · ‖∞ norm as well),
we can use them to search in the vicinity of m with the goal
of potentially improving the quality of our quantization.

In the function approximation setting, this idea is described
in [50, p. 128]. We thus propose the following strategy:

(1) Let m′ successively denote the vectors m+ 𝜀𝑖c𝑖 + 𝜀𝑗c𝑗 ,
where 𝜀𝑖, 𝜀𝑗 ∈ {0,±1}, 𝑡1, 𝑡2 ∈ N, 0 < 𝑡1 < 𝑡2 6 𝑛 and
0 6 𝑖 6 𝑡1 < 𝑗 6 𝑡2. The values of 𝑡1 and 𝑡2 can be
chosen by the user.

(2) Express each m′ as
∑︀𝑛

𝑘=0 𝑚
′
𝑘b𝑘 and pick

(𝑚′
0, . . . ,𝑚

′
𝑛) ∈ Z𝑛+1 for which⃦⃦⃦⃦

⃦𝑊 (𝜔)

(︃
𝑛∑︁

𝑘=0

𝑚′
𝑘𝜙𝑘(𝜔)−𝐷(𝜔)

)︃⃦⃦⃦⃦
⃦
Ω,∞

(9)

is minimal, as final quantization vector.

C. Computation time in practice

In general, improvements are only visible when 𝑡1 < 4.
Taking a small 𝑡1 also helps keep the cost of this vicinity
search from dominating the quantization process. For instance,
addressing (7) using the LLL algorithm and Kannan’s embed-
ding takes time 𝑂(𝑛5𝑙 log3 𝐵), where 𝐵 is the ‖ · ‖2 norm of
the largest vector b𝑖, 𝑖 = 0, . . . , 𝑛 of the initial lattice basis.
Since we are dealing with very well behaved bases with respect
to reduction algorithms (see discussion from Section IV-A), this
cost is usually a very pronounced overestimation of the actual
runtime. Table II illustrates this, with quite reasonable execution
times even for degree 𝑛 = 800 problems. The specifications
used are given in Tables III and V. We used the fplll
C++ library implementations [51] of the LLL, BKZ and HKZ
algorithms.

To compute each error of the form in (9) we use a Chebyshev-
proxy approach [52], which takes 𝑂(𝑛2) time. Already when
considering 𝑂(𝑛2) points in the vicinity of m, the neighboring
search is generally slightly more expensive than performing
the associated basis reduction.

D. Other remarks

We consider it useful to summarize the heuristics that could
possibly affect the quality of the method proposed in this
section:
(a) transforming the initial optimal filtering problem into a

discrete one at ℓ values;
(b) use of the Euclidean norm when solving (7), even though

the solution we are hoping to retrieve should be optimal
with respect to infinity norm over Ω;

(c) the lattice basis reduction approaches we use provide
results that are hopefully close to the actual CVP solution,
but they are not necessarily optimal.

Despite these apparent shortcomings, the testing we have done
(see Section V) offers plenty of reasons to be optimistic.

We note that there are two other issues, typical to FIR
quantization, which affect the quality of the final result. A first
one is that, as opposed to the setting of [15], we have to deal
with a weight function 𝑊 when constructing the basis vectors
used in (7). Iteratively changing the values of 𝑊 (𝜔) for the
entries in b𝑖 and the target v which correspond to discretization
points located inside the band of Ω where the approximation
error is largest, can sometimes improve the overall quantization
quality. The effect of slightly increasing the weighting values
on worst error bands is that, for the new quantization, the error
there generally decreases. If the weight change is not too large,
then we can also expect that the quantization error over Ω
also decreases. The second item of interest is how to treat
transition bands. Simply ignoring them can pose problems,
even in the real case [53]. We will come back to these aspects
in Sections V-A and V-B, respectively, where we cover ideas
on how to handle them in practice.

V. EXPERIMENTAL RESULTS

To illustrate our ideas combining lattice basis reduction
(Section III-A1), Kannan’s embedding (Section III-A2) and
good families of points for doing interpolation (Section IV-A),
we will use as measuring bar the telescoping rounding
approach introduced in [13] and the MATLABTM DSP Toolbox
implementation of the error shaping algorithm from [12]. We
use both discretization approaches mentioned in Section IV-A
and take the best result. On some of the examples, we will use
the passband ripple 20 log10

(︁
1+𝛿𝑝
1−𝛿𝑝

)︁
and stopband attenuation

−20 log10 𝛿𝑠 to measure the quality of our outputs, where 𝛿𝑝
and 𝛿𝑠 correspond to the unweighted approximation errors on
the passband and stopband, respectively.

We start with the type I FIR filter specifications given in [13,
Table 1], which we reproduce for convenience, in Table III.
For instance, A35/8 denotes a design problem adhering to
specification A, of length 𝑁 = 35 (meaning a degree 𝑛 = 17
approximation), 𝑏 = 8 bits used to store the filter coefficients
(sign bit included) and a 𝑠 = 2𝑏−1 scaling factor.

The results are highlighted in Table IV. The first column
lists the problem specification, whereas the second one gives
the real-valued coefficient minimax error computed using the
Parks-McClellan algorithm. All remaining columns represent
approximation errors of the transfer function for various
coefficient quantization strategies. The third column errors are
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TABLE II
TIMINGS (SECONDS) FOR LATTICE BASIS REDUCTIONS APPEARING IN DIFFERENT QUANTIZATION PROBLEMS

Filter Coefficient
bit size 𝑏

𝑛 Discretization grid LLL BKZ HKZ

A 8 17 Zeros+band edges 0.00078 0.00099 0.0012
A 8 17 AFP 0.00056 0.00088 0.00094
A 8 22 Zeros+band edges 0.0011 0.0017 0.0019
A 8 22 AFP 0.0011 0.0017 0.0021
A 21 62 Zeros+band edges 0.024 0.034 0.091
A 21 62 AFP 0.021 0.035 0.11
F 12 100 Zeros+band edges 0.066 0.093 0.16
F 12 100 AFP 0.066 0.10 0.11
F 16 200 Zeros+band edges 0.54 0.75 N/A
F 16 200 AFP 0.54 0.75 N/A
F 16 400 Zeros+band edges 5.28 7.92 N/A
F 16 400 AFP 5.33 7.25 N/A
F 18 800 Zeros+band edges 68.54 85.54 N/A
F 18 800 AFP 66.91 122.54 N/A

TABLE III
FILTER SPECIFICATIONS CONSIDERED IN [13]

Filter Bands 𝐷(𝜔) 𝑊 (𝜔)

A [0, 0.4𝜋]
[0.5𝜋, 𝜋]

1
0

1
1

B [0, 0.4𝜋]
[0.5𝜋, 𝜋]

1
0

1
10

C
[0, 0.24𝜋]

[0.4𝜋, 0.68𝜋]
[0.84𝜋, 𝜋]

1
0
1

1
1
1

D
[0, 0.24𝜋]

[0.4𝜋, 0.68𝜋]
[0.84𝜋, 𝜋]

1
0
1

1
10
1

E [0.02𝜋, 0.42𝜋]
[0.52𝜋, 0.98𝜋]

1
0

1
1

optimal in the sense that most of them (i.e those corresponding
to the problems without a † or ‡ tag) are obtained using an
MILP solver. Problems marked with † (of degree 𝑛 = 62) are
those where the exact solver was stopped after a certain time
limit and the result given is the best one found so far. The
two specifications marked with ‡ also have time-limited MILP
values in [13], but during our lattice-based computations we
were able to find quantizations with smaller errors, which are
given here. Column four lists the errors obtained by simply
rounding the real-valued minimax coefficients to their closest
values in the imposed quantization format, whereas the fifth
column gives the best errors from using the two coefficient
telescoping rounding approach of [13, Sec. 4]. Since we were
not able to reproduce most of them using our tools, these values
are reported here in italic. The last three columns show the
lattice-based quantization errors when applying the LLL, BKZ
and HKZ basis reduction algorithms, respectively. We used a
default block size of 8 for the BKZ reduction executions.

Lattice-based quantization generally outperforms telescoping
rounding and gives results which are very close, if not equal,
to the optimal ones. We remark, in particular, the favorable
behavior of the LLL algorithm in all 15 test cases, especially
when compared to the more expensive reductions obtained
with the BKZ and HKZ algorithms.
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Fig. 1. Bandstop design exemplifying possible transition band problems when
performing coefficient quantization. The specification is C45/8 from [13].

A. Adaptive weighting

As noted in Section IV-D, in four of the instances presented
in Table IV, we were able to obtain better results by adaptively
increasing the initial weighting values of discretization nodes
located inside frequency bands where the approximation error
was largest. One such case is the lowpass design A125/21.
When we used uniform unit weighting for all the interpolation
nodes, the initial LLL quantization error was 1.397 ·10−5. This
value represented the passband error, while the stopband error
was a slightly smaller 1.369 ·10−5. Running the LLL reduction
algorithm with a new passband weight of 1.5 reduces the overall
starting error to 1.216·10−5. This new value corresponds to the
stopband, while for the passband we got 1.124 · 10−5. Further
improving this initial guess with the local search using short
lattice vectors decreased the error to what is given in Table IV.
For the time being, we are not able to fully automate this
refinement process. Nevertheless, a filter designer can very
quickly experiment with different weighting possibilities and
pick the best one. More examples are given in the test file
accompanying the code.
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TABLE IV
QUANTIZATION ERROR COMPARISON FOR THE FILTER SPECIFICATIONS GIVEN IN [13]

Filter Minimax
𝐸

Optimal
𝐸opt

Naive rounding
𝐸naive

Telescoping
𝐸tel

LLL reduction
𝐸LLL

BKZ reduction
𝐸BKZ

HKZ reduction
𝐸HKZ

Adaptive
weighting

A35/8 0.01595 0.02983 0.03266 0 .03266 0.02983 0.02983 0.02983 no
A45/8 7.132 · 10−3 0.02962 0.03701 0 .03186 0.030555 0.030555 0.030555 no
A125/21† 8.054 · 10−6 1 .077 · 10−5 1.620 · 10−5 1 .179 · 10−5 1.155 · 10−5 1.304 · 10−5 1.222 · 10−5 yes
B35/9 0.05275 0.07709 0.15879 0 .07854 0.07854 0.07854 0.07854 yes
B45/9 0.02111 0.05679 0.11719 0 .06641 0.06148 0.06368 0.06746 no
B125/22† 2.498 · 10−5 2 .959 · 10−5 6.198 · 10−5 3 .293 · 10−5 3.243 · 10−5 3.274 · 10−5 3.274 · 10−5 no
C35/8 2.631 · 10−3 0.01787 0.04687 0 .01787 0.01787 0.01917 0.01917 yes
C45/8 6.709 · 10−4 0.01609 0.03046 0 .02103 0.01609 0.01897 0.01897 no
C125/21‡ 1.278 · 10−8 1.564 · 10−6 8.203 · 10−6 2 .1 · 10−6 1.761 · 10−6 1.822 · 10−6 N/A no
D35/9 0.01043 0.03252 0.12189 0 .03368 0.0329 0.03623 0.03623 no
D45/9 2.239 · 10−3 0.02612 0.10898 0 .02859 0.02714 0.02805 0.02805 no
D125/22‡ 4.142 · 10−8 1.831 · 10−6 3.425 · 10−5 2 .16 · 10−6 1.831 · 10−6 1.933 · 10−6 1.869 · 10−6 no
E35/8 0.01761 0.03299 0.04692 0 .03404 0.03404 0.03404 0.03404 no
E45/8 6.543 · 10−3 0.02887 0.03571 0 .03403 0.02971 0.03007 0.03281 no
E125/21† 7.884 · 10−6 1 .034 · 10−5 1.479 · 10−5 1 .127 · 10−5 1.133 · 10−5 1.192 · 10−5 1.160 · 10−5 yes
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Fig. 2. The effect of iteratively removing transition band anomalies when
doing lattice basis reduction-based quantization

B. Transition band problems

According to Section II-A, when designing FIR minimax
filters with real-valued coefficients, the transfer function of the
final design can present undesired overshoots inside transition
regions. This can happen for specifications with more than
two target frequency ranges, like bandstop and bandpass
filters. Such problems seem even more likely to occur in
the finite wordlength setting, even though articles like [12],
[13] do not seem to consider this. Take for instance the
bandstop design C45/8 (unit weighting everywhere, passbands
[0, 0.24𝜋], [0.84𝜋, 𝜋] and stopband [0.4𝜋, 0.68𝜋]).

Fig. 1 shows that an optimal quantization solving Problem 2
can present ripples in both transition regions, even though the
Parks-McClellan designed filter does not. A monotonic behavior
is usually preferred instead. Since the functions that appear
in practice are differentiable, we can enforce monotonicity by
adding sign constraints on the derivative of the transfer function
inside all transition regions. In terms of an MILP formulation,
the modifications are minor. For our current example, adding
them increases the quantization error from 0.01609 to 0.01916.
The new frequency response is also given in Fig. 1.

In light of this behavior, we believe that quantization
procedures should explicitly require frequency response checks
on transition regions. One way to remove such anomalies
from our lattice-based designs consists of iteratively refining
the quantized results by including problematic points in the
interpolation process. For instance, in case of design C45/8,
the starting LLL-reduced filter (error 0.02079) has a spike in
the first transition band, as shown in Fig. 2. By adding the
local extrema of such spikes to the list of interpolation nodes
and reapplying the lattice basis reduction routine, we generally
remove them. Performing the short vector local search on this
new lattice-based quantization gives the two modified frequency
responses from Fig. 2. The first one is in fact the same filter
as what was obtained by solving the MILP version of the
quantization routine with monotonicity constraints. The second
one is the optimal filter for specification C35/8 (hence, error
0.01787). Although this last frequency response is not entirely
monotonous inside the second transition band (a very small
ripple can be noticed), this design can be considered acceptable,
since the transition band response there does not grow past
the maximum passband amplitude. Specifications C125/21 and
D125/22 had similar problems. Another possible solution is to
add a pair of interpolation nodes for each problematic transition
interval. We noticed that if these points are picked close to the
transition region endpoints, then they generally reduce the risk
of overshoots, before and after the local search.

C. Other examples

Consider now a lowpass filter specification similar to that
of [12, Sec. 5]. We want to design a degree 𝑛 = 34 type I filter
with passband [0, 0.4𝜋] and stopband [0.6𝜋, 𝜋] in such a way
that all coefficients are stored using 16 bits of precision and the
stopband attenuation of the final design is maximized. Inside
MATLABTM, we can first construct a real-valued coefficient
filter and then use the error shaping algorithm from [12]:

d = fdesign.lowpass(’N,Fp,Fst,Ast’,68,0.4,0.6,120);
Hd = design(d,’equiripple’);
Hq = maximizestopband(Hd,16,’Ntrials’,100);

The first two lines design an equiripple filter with a 120 dB
target stopband attenuation, whereas the last one performs the
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TABLE V
HIGH DEGREE TYPE I FIR SPECIFICATIONS

Filter Bands 𝐷(𝜔) 𝑊 (𝜔)

F [0, 0.2𝜋]
[0.205𝜋, 𝜋]

0
1

10
1

G
[0, 0.4𝜋]
[0.405𝜋, 0.7𝜋]
[0.705𝜋, 𝜋]

1
0
1

1
10
1

H [0, 0.45𝜋]
[0.47𝜋, 𝜋]

0
1

10
1

I [0, 0.2𝜋]
[0.21𝜋, 𝜋]

0
1

10
1

J
[0, 0.25𝜋]
[0.27𝜋, 0.7𝜋]
[0.72𝜋, 𝜋]

0
1
0

10
1
10

K
[0, 0.25𝜋]
[0.3𝜋, 0.7𝜋]
[0.75𝜋, 𝜋]

0
1
0

10
1
10

actual quantization. Since the maximizestopband routine
is stochastic, we execute it 100 times and take the best result,
which has a 101.54 dB attenuation on the stopband. The LLL
basis reduction approach on the same starting minimax design
gives us a larger 102.83 dB attenuation. We were able to obtain
this result by adaptively increasing the stopband weight when
performing the lattice basis reduction. These responses are
shown in Fig.3. The cost of having a better stopband behavior
for our LLL-quantized filter is a larger passband ripple (0.046
dB as opposed to 0.013 dB for the error shaping design).

Up to this point, we have mostly showed examples of
moderate order (𝑛 < 65), but, as indicated in Section IV-C, our
euclidean lattice-based routine can also scale efficiently to much
larger degrees. This is evident in the results from Table VI,
which adhere to the specifications from Table V. The scaling
factor used is again 𝑠 = 2𝑏−1. Execution time is in general
very reasonable, with the largest filter (equiripple frequency
response + quantization) taking less than 600 seconds to design
on an Intel i7-3687U CPU running a 64-bit Linux-based system
and a g++ version 5.3.0 C++ compiler.

VI. CONCLUSION

We have developed a novel approach for designing machine-
number coefficient FIR filters based on an idea previously
introduced in [15], which transforms the design problem using
the language of euclidean lattices. The values obtained show
that the method is extremely robust and competitive in practice.
It frequently produces results which are close to optimal and/or
beats other heuristic approaches.

There are several directions of research we are currently
pursuing. The first is integrating this method into a FIR filter
design suite for FPGA targets. The text [54] is a first attempt
in this direction. IIR filter quantization using euclidean lattices
is another idea. There are several difficulties which have to be
overcome in the rational IIR setting:

∙ nonlinearity of the transfer function;
∙ the approximation domain switches from Ω to a subset

of the unit circle;
∙ ensuring stability of the transfer function (control the

position of poles).
Last but not least, for critical applications, a certificate
validating the quality of the filters we provide could prove
useful.
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