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Models and Algorithmsfor Intermodal
Transportation and Equipment Selection

Christina Burt and Jakob Puchinger

Abstract We study a cement transportation problem with asset-maneggequip-

ment selection) for strategic planning scenarios inv@winultiple forms of trans-
portation and network expansion. A deterministic mixe@dsr programming ap-
proach is difficult due to the underlying capacitated mattmmodity network flow

model and the need to consider a time-space network to enperational feasi-
bility. Considering uncertain aspects is also difficult mportant. In this paper we
propose three approaches: solve a deterministic mixedentgrogram optimally;

solve stochastic programs to obtain robust bounds on th#ico] and, study alter-
native solutions to obtain their optimal cost vectors usinvgrse programming.

1 Introduction

We consider a strategic network design problem with asseagement, inspired
by the requirements of a leading European constructiongycourently delivering
cement in a truck transportation system. The company isiderisg opportunities
to expand the network to incorporate intermodal transgiortdy adding rail and/or
barge links. Additional factories are also considered amduwech, the production
schedule is not known.

Given a set of cement orders, we wish to select transpontaipipment and
related arcs; select services and associated schedutesuah flow paths through
the network such that a production schedule at each factoratso be generated.
We aim to achieve the optimum strategic network design atrmim cost given that
certain aspects of costing are uncertain. Since we perniit-oammodity flows to
satisfy orders, and the selection of services and equipraguoires a fixed charge in
the objective function, this problem is strongly relatedital is likely to be at least
as difficult as théixed charge capacitated multi-commodity flow network probl-
known to be /" #7-hard [7]. Adding to this difficulty is the scale of the timpae
network.
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Similar problems have been modelled as multi-commodity fioiwed integer
program on time-space networks [2]; however, it has beeg kmown that the
bound provided by th&P relaxation is weak [4]. Worse, the time-space network
can lead to an inhibiting number of variables, such as in.[$itfjce there are un-
certain aspects to our problem—notably costs and demandsselaastic program-
ming approach is desirable. In the closely related contéseovice network de-
sign, a two-stage stochastic programming model [10] has lseecesfully used.
Preprocessing (see [5]), decomposition (see [3, 9]), attihguplanes (see [4—6])
have helped improve the tractability of the underlying raatewmodel. However, in
genuine applications, such as [2], this has been insuffiteeproduce a thorough
stability analysis.

We propose a portfolio of solution approaches that generatenplementary set
of future options. In this paper we propose three approadodge a determinis-
tic mixed integer program optimally (Section 2); generatieisons to a simplified
stochastic program (Section 3); and study the expecteti@afito obtain their op-
timal cost vectors (Section 4). We briefly outline future lidrages in Section 5.

2 Mode€

We define the network on a gragh= (.4, <) where./" is the set of nodes and
2/ is the set of paths connecting each pair. Each arc is indexéaebnodesj and
j, and equipment, that moves between, giving the tugle= (i, j,e). We model
the problem as a multi-commaodity network flow mixed integergsam, where the
commaodities represent the capability to satisfy ordenmfnoore than one factory.

The flow variablesx, ., capture the flow of cement on aa@t the start of periotl
for commodityk. The equipment index is important in ensuring that the coutitgo
is not split once it has left the factory in one package (siihég not practical to
split cement packaging). The service variablgs,indicate whether a service by
equipmente (€ a) runs on arca at the start of period. These variables can be
used to also indicate the time of purchase of a particulahmadyy comparing the
existence of services provided in peribavith the existence of services provided
in possible previous time periods;-t(a’), wheret(a') is the service time along a
preceding ar@ (see Figure??). Salvage time is indicated for each equipment by
binary variables®,

The objective function minimises the cost of ownirf§)(and operatingy) the
equipment. All costs are discounted back to the presengusidiscount factor,
d = (1+1|) , for some interest rate. Transshipment nodes may incur a fixed fee
when the flow changes mode of transport, as indicated bypirsarablez, .

The movement of cement through the network is modelled watl donstraints:
demandconstraints for each ordex, with associated due date, implied by the
order (Constraint 1)node balancindor interior nodes (Constraint 2) and the de-
mand nodes (Constraint 3)—this captures the ability of gaeint to drop off par-
tial orders; andgapacityconstraints on the production nodes;® (Constraint 4).
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Since the production schedule is not knoavpriori, the latter is an inequality. De-
cision variables are linked by Constraint (5), whegeés the maximum capacity of
a provided service. The disaggregated right hand side pteeemmodity splitting
across equipment within an arc. Special-ordered set @nti(type 1) prevent flow
splitting across arcs (Constraint 6) and across equipn@mrtgtraint 7).

miny 3 vat 3 dfil 3 Yam 5 y;T‘<a'>+s‘«9+;dtv§y;

et> a=(i,].e) a=(i'jie
+ 5 dVBGy+ T d'TZ - S d'dyfes e
a%t x"ak g k ; 2

subject to

X @ > )3 X +D< VK @)

ak = a.k )

{a=(i,j.8)ljek} k, {a=(j,i"e)liex} .k
T*—10ct<Tk K —10ct<T¥
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Yy Xk <R Vie s, @)
a=(i,j,e).k
ZX‘ak < Ceh Vat, ®)
SOS(xg,k\(i, e) vVekt, (6)
Soa(xta,k‘eeg)) v(lvj)vkvt (7)
Sya<1 Vet, (8)
a
X Xy i X <MZ vaktelt(@).T], ©)
) a=(j,j’,€)lges\e a=(j,j’€)eeé '

ya '@ < Yl +dte vatet(),T], (10)

(3 3 ) v a

§e< ¥ yh Vet, (12)
a,h<t
Z se<1 Ve (13)
yi<(1-¢9Mm Vet, (14)
ah>t
yi € {0,1} Vat, (15)
74, €{0,1} v,k (16)
§2ec{0,1} Vt,e 17

Xok € 2" Vakt. (18)



4 Christina Burt and Jakob Puchinger

Fig. 1 Purchases are determined by looking at all arc servicehlagan one time period and
comparing it with service variables in the immediately jpaiog possible time period.

SOSIconstraints allow at most one variable in the set to be noa-&ince the
service variables are binary, we use a knapsack constmiptelvent equipment
splitting across arcs (Constraint 8). The time of trangsieipt is captured in Con-
straint (9). Consistency in the time-space network is mledifor service by the
restriction (10). We restrict purchasing in Constraint)(1ing a similar argument
as illustrated in Figur@?. Finally, we ensure consistency in the salvage variables
(Constraints (12)—(14)). We reduce the domains of the caimé$ by considering
edge conditions, and exclude variables never appearitgioptimal solution.

The literature suggests that solving the full, determiaistixed-binary model
without simplification will be difficult. Both preprocesgjrand decomposition ap-
proaches are required to achieve tractability. Obvioupnaeessing includes dis-
joint sets, precedence, cycles and covering. However, wd tee be mindful that
the preprocessing doesn'’t break the strong structure gedvior decomposition
by the time-space network. Therefore much analysis is rkfmtehis approach—
especially if the final implementation is to avoid the useahenercial solvers.

3 Stochastic Programming Approach

We propose a two-stage stochastic programming approaehedlipment and sal-
vage variables are fixed in the first stage. In the second ,stage&e random events
w € Q are realised and determine the random vegtaonsisting of: the operat-
ing cost coefficients?(w); and, the deman®*. The recourse action then con-
sists of decisions about the service and flow variables. issy a fixed number
of realisations/scenarios fof the stochastic program can be defined in its exten-
sive form. Furthermore, all binary variables are fixed in fingt stage. Therefore
the proposed stochastic program can be solved using a stbaldarithm such as
the L-shaped method. The model defined in Section 2 includes thsilplity of
outsourcing transport at a high cost, ensuring the fedsibil the second stage.
Since the linear program of the second stage can be solveiksfiy, it remains
to be shown how to fix the first stage variables. On the one Haaddould be done
by exatly solving the first stage at every iteration of thehajged method using
a mixed integer programming solver. On the other hand foblero instances of
realistic size the use of heuristics might become neceg8aryn our case, first
stage decisions could be taken by first solving the flow proldad then allowing
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the flow to imply the services required for each scenarionTthe decision about
the equipment and factories can be taken based on the rdgeindces.

4 Scenario-scaping Heuristic

An alternative approach is to develop an understanding afnaddternate solu-
tions would become optimal. To achieve this, we propose astato approximate
the cost vector that would make an initial feasible solutigtimal. The proposed
heuristic itself is outlined in Algorithm 1. We will begin ¥ a good feasible so-
lution proposed by the industry partner. We will then useeise programming (as
proposed in [1]) under the; norm to find the nearest cost vector that makes the
feasible solution optimal. This is a type of reverse stottb@sogramming: instead
of determining the best decision under uncertainty, weidethe conditions under
which each decision will be best. This is particularly usédn decision-making if
the industry partner has a way of influencing the cost veatbas undisclosed cost
information.

Algorithm 1 Scenario-scaping with inverse programming.

1: Define the capacitated network design problem as a mixedenprogram2?, with objective
functionz.

2: for each scenarise . do

3 Heuristically determine the equipment selection sotufor s and denote thiks.

4 Fix all equipment variables according lig—this fixes all integer variables in the model.
Fix some of the continuous variables (flow) as impliedhbyand the location solution is

5: Solve the remaining reduced LP proble#® (exactly or approximately) with the fixed
variables to obtain the full scenario solutiofl, Note thatx® is now feasible forZ.
6: Consider the set of binding constraing, for X in &2. Remove all non-binding constraints

to obtain the reduced probler®g—keep all integer variables fixed accordingtdout restore
the bounds on all continuous variables.

7 Solve the reduced probled¥g exactly. Note that, different te?s, 22§ does not contain
any fixed continuous variables.

8: Let the vectort be the optimal dual variables associated with the consgr&n#. The
elements of the new cost vector for scenaare given by:

dr =

i cj+[cf| V{j:cf <Oandxi <uij}

¢j —|cff| ¥ {j: cf >0 andxj > 0}
Cj otherwise
wherec! = ¢j — Jic & jTt; Ui j is the upper bound on variabjein 27; andi corresponds to
constraints inZ.

9: end for

We obtain the initial feasible solutiax? by first fixing many (integer) variables
when we define the scenario and solving the remaining reduiest integer pro-
gram approximately. The SOS constraints create a non-gdeasible region. To
combat this we propagate the SOS constraints to obtain tite $&t of convex P's
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that comprise the feasible region—since thieBis are already significantly reduced
it is trivial to enumerate through the set to obtain the optisolution.

5 Conclusions and Discussion

In this paper we have studied a difficult network design peoband proposed sev-
eral approaches, which combine to provide supporting médion in a holistic man-
ner. This is important given the cost of making these deagsend the uncertainty
involved in the cost vector. In this way, we meet our goal dfagting quality so-
lutions while taking into account that the genuine optinwiligon is influenced by
events we cannot foresee. The complementary solutions eveéderwill empower
our industry partner to make good and near-optimal decisamen if they need to
withhold (or cannot quantify) confidential data.
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