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Abstract

In this work we consider structure discovery of undirected graphical models from
observational data. Inferring likely structures from few examples is a complex task
often requiring formulating priors and sophisticated inference procedures. In the
setting of Gaussian Graphical Models (GGMs) a popular approach to formulating
an estimator is with a penalized maximum likelihood objective on the precision
matrix. This objective is often difficult to design to specifically fit ones priors
and the graph structure recovery is often not explicitly possible to embed in the
objective, moreover incorporating any additional assumptions often requires a great
deal of research effort. By contrast, it may be easier to generate samples of data that
are arise from graphs with the desired properties. We propose here to leverage this
latter source of information in order to learn a function that maps from empirical
covariance matrices to estimated graph structures. This learned function brings
two benefits: it implicitly models the desired structure or sparsity properties to
form suitable priors, and it can more directly be tailored to the specific problem of
edge structure discovery. We apply this framework to several critical real world
problems in structure discovery and show that it can be competitive to standard
approaches such as graphical lasso, at a fraction of the execution speed. We use
deep neural networks to parametrize our estimators. Experimentally, our learn able
graph discovery method trained on synthetic data generalizes well to different data:
identifying relevant edges in real data, completely unknown at training time. We
find that on genetics, brain imaging, and simulation data we obtain competitive
(and often superior) performance, compared with analytical methods.

1 Introduction

Probabilistic graphical models provide a powerful framework for describing the dependencies between
a set of variables. Many applications require inferring the structure of a probabilistic graphical model
from data to elucidate the relationships between variables. These relationships are often represented
by an undirected graphical model also known as a Markov Random Field (MRF). When there are few
samples and the data is high dimensional, characterizing the distribution of possible structures is very
challenging, even when assuming a straightforward parametric distribution on the underlying data.

We focus on a common MRF model arising from the multivariate gaussian, the Gaussian graphical
models (GGMs). GGMs are used in structure-discovery settings for rich data such as neuroimaging,



genetics, or finance [36, 32]. Despite their Gaussian assumption, determining likely structures from
few examples is a complex task requiring strong priors, typically a sparsity assumption, or other
restrictions on the structure of the graph.

A standard approach to estimating sparse Gaussian graphical models in high dimensions is based on
the classic result that the zeros of a precision matrix correspond to zero partial correlation, a necessary
and sufficient condition for conditional independence [27, 21]. Assuming only a few conditional
dependencies corresponds to a sparsity constraint on the entries of the partial correlation or precision
matrix. Since this leads to a combinatorial problem the `0-norm is often relaxed to a convex `1-norm
regularizer.

Many popular approaches to learning GGMs can be seen as leveraging the `1-norm to create convex
surrogates to this problem. [28] use nodewise `1 penalized regressions. Other estimators penalize
the precision matrix directly. These methods include the CLIME estimator [5] and the very popular
graphical lasso [12, 3, 35]

fglasso(Σ̂) = arg min
Θ�0
− log |Θ|+ Tr (Σ̂Θ) + λ‖Θ‖1 (1)

which can be seen as a penalized maximum likelihood estimator. Here Θ and Σ̂ are the precision
and sample covariance matrices, respectively. A large variety of alternative regularization penalties,
extend the priors of the graphical lasso [8, 32, 19, 36, 40].

Several problems exists in this approach. Constructing novel surrogates for structured sparsity
assumptions on MRF structures is rather complex. A prior is formulated and incorporated into a
penalized maximum likelihood objective. However, to efficiently optimize such an objective sophisti-
cated algorithms must be developed, often requiring a separate research effort. Furthermore, model
selection in a penalized maximum likelihood setting is rather challenging since the regularization
parameters are often unintuitive.

We propose instead of designing an estimator, to frame the problem of finding a graph estimation
procedure as selecting a function from a large flexible function class by way of risk minimization.
This allows us to construct a loss function that explicitly attempts to recover the edge structure. We
can often sample from a distribution of graphs and empirical covariances with our desired properties,
even though this distribution may not be analytically tractable. This allows us to perform empirical
risk minimization to select an appropriate function to use for edge estimation. This framework
allows us to more easily control the assumed level of sparsity (as opposed to graph lasso) or modify
various other aspects of the sampling to shape the expected distribution, while optimizing a desired
performance metric.

Motivated by theoretical results showing effectiveness in learning smooth functions [7] and impressive
empirical results on approximating solutions to combinatorial problems [42], we propose to use a
deep neural network as the function class. We train it by sampling from small sample data, generated
from graphs with the prescribed properties, with a primary focus on sparse (Gaussian) graphical
models. Small sample (n < p) covariance matrices are estimated and given to the neural network
architecture (Figure 1) as input training data, which are to be mapped to indicators of present and
absent edges in the underlying GGM. The learned network can then be employed in various real-world
structure discovery problems.

In Section 1.1 we review the the related work. In Section 2 we formulate the risk minimization
view of graph structure inference and describe how it can apply to sparse GGMs. Section 2.3 we
describe and motivate the deep learning architecture we chose to use for the sparse GGMs problem
in this work. In Section 3 we describe the details of how we train the deep network to obtain an
edge estimator for sparse GGMs. We then evaluate its properties extensively on simulation data.
Finally, we show that this edge estimator trained only on generated data can obtain state of the art
performance at inference time on real neuroimaging and genetics problems, while being much faster
to execute than other methods.

1.1 Related Work

Related to our work, [26] propose and analyze learning based methods to discover structure of
directed graphical models in causal inference. They frame the problem as learning on probability
measures and make use of estimates of kernel-mean embeddings as a representation of the distribution.
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As in our work they demonstrate the use of simulations for training while testing on real data. This
work primarily focuses on finding the causal direction in two node graphs with lots of observations.
The other major difference in our work is that we focus on undirected graphs and learning functions
which specifically take as input few observations. Moreover, we use GGMs for which allows us to
use the covariance as a representation of the distribution.

Our choice of learning architecture is motivated by the recent literature on deep networks. In
[42, 41] it was shown that neural networks can learn to provide approximate solutions to NP-hard
combinatorial problems, and the problem of optimal edge recovery in a probabilistic graphical model
can be seen as a combinatorial optimization problem. Several works have been proposed which deal
with neural architectures for input data arising from a graph. [17, 11, 24, 37]. These are often based
on multi layer convolutional networks as in this work or multi-step recurrent neural network models.
The input in our approach can be viewed as a complete graph, while the ouput a sparse graph, thus
none of these models directly apply, but we use them as inspiration. Another related use of deep
networks to approximate a posterior distribution can be found in [1].

Bayesian approaches to structure learning often rely on priors on the graph combined with sampling
techniques to estimate the posterior of the graph structure. Some approaches make assumptions on
the decomposability of the graph [29]. The G-Wishart distribution is a popular distribution which
forms part of a framework for structure inference, and advances have been recently made in efficient
sampling [30]. However, as seen in some timing and performance evaluations done as part of this
work these methods can still be rather slow compared to competing methods, and in the setting of
p > n we find they are less powerful.

2 Methods

In this Section we describe our formulation of edge estimation in MRF as a learnable function, we
specialize this to the case of sparse GGMs, and then describe a deep learning architecture to represent
to represent a function class we can use find efficient edge estimators.

2.1 Learning an Approximate Edge Estimation Procedure

Let X ∈ Rn×p be a matrix whose n columns are i.i.d. samples x ∼ P (x) of dimension p. Let
G = (V,E) be an undirected and unweighted graph associated with the set of variables in x. Let
L = {0, 1} and Ne = p(p−1)

2 the maximum possible edges in E. Let Y ∈ LNe indicate the presence
or absence of edges in the edge set E of G, namely

Y ij =

{
0 xi ⊥ xj |xV \i,j
1 xi 6⊥ xj |xV \i,j

(2)

We define an approximate structure discovery method gw(X), which produces a prediction of the
edge structure, Ŷ = gw(X), given a set of data X . In the rest of this paper we focus on X arising
from Gaussian variables for which it can be more straightforward to consider Σ̂, the empirical
covariance matrix corresponding to X . In this case we will denote gw(X) := fw(Σ̂). fw is
parametrized by w and belongs to the function class F . We note that the graphical lasso in Equation
(1) is an fw for an appropriate choice of F .

This view on the edge estimator now allows us to bring the selection of fw from the domain of
human design to the domain of empirical risk minimization over F . Defining a distribution P on
Rn×p × LNe such that (Σ̂, Y ) ∼ P, we would like our estimator, fw, to minimize the expected risk

R(f) = E(Σ̂,Y )∼P[l(f(Σ̂), Y )] (3)

Here l : Rn×p×LNe → R+ is the loss function. For graphical model selection the 0/1 loss function,
l = I(Y 6= Ŷ ) (where I is the indicator function), the natural error metric to consider [43]. In this
setting it has been shown that (1) achieves the information theoretic optimal recovery rate up to a
constant for certain P corresponding to classes of uniformly sparse graphs with a maximum degree,
when the optimal λ is used [43, 35].

The design of the estimator in Equation (1) is not explicitly minimizing this risk functional. Thus
modifying the estimator to fit a different class of graphs (e.g small-world networks) while minimizing
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R(f) is not obvious. Furthermore in practical settings the optimal λ is unknown. We would prefer
to directly minimize the risk functional. The desired structural assumptions on samples from P,
such as sparsity, on the underlying graph mean the distribution is not tractable for analytic solutions.
Meanwhile, we can often sample from such a distribution allowing us to select an appropriate function
via empirical risk minimization.

In practice we need to approximate the 0/1 loss function with a convex surrogate. We use a typical
convex surrogate, the cross-entropy loss:

l(fw(Σ̂), Y ) =
∑
i6=j

(
Y ij log(f ijw (Σ̂)) + (1− Y ij) log(1− f ijw (Σ̂))

)
(4)

Unlike expressions such as the graphical lasso, the estimator with minimum risk is generally not
possible to compute a closed form expression for most interesting choices of P, such as those arising
from sparse graphs. However, we can often devise a sampling procedure for P as will be discussed
in subsequent sections. Thus it is sufficient to define a rich enough F over which we can minimize
the empirical risk over the samples generated. Giving us a learning objective over N samples
{Yk,Σk}Nk=1 drawn from P:

min
w

1

n

∑
k=1,..,N

l(fw(Σ̂k), Yk) (5)

We now need to select a sufficiently rich function class for fw and a method to produce appropriate
(Y, Σ̂) which model our desired data priors. This will allow us to learn a fw that explicitly attempts
to minimize errors in edge discovery.

2.2 Discovering Sparse Gaussian Graphical Model and Beyond

We specialize this approach to Gaussian graphical models (GGMs) which are used in many modalities
[19, 40, 4]. A typical assumption when applying these models in genetics, neuroimaging, social
networking, and other data is that the number of edges is sparse. A convenient property of these
GGMs is that the precision matrix has a zero value in the (i, j)th entry precisely when variables i and
j are independent conditioned on all other variables. Additionally, the precision matrix and partial
correlation matrix have the same sparsity pattern, while the partial correlation matrix has normalized
entries.

We propose to simulate our a priori assumptions of sparsity and Gaussianity and attempt to learn
fw(Σ̂), which can then produce predictions of edges from the input data. The empirical covariance
Σ̂ is a natural input for this task as, for Gaussian distributions, the empirical covariance is a sufficient
statistic for the population covariance and hence the conditional independence structure. We model
P (x|G) as arising from a sparse prior on the graph G and correspondingly the entries of the precision
matrix Θ. To obtain a single sample of X corresponds to n i.i.d. samples from N (0,Θ−1). We
can now train fw(Σ̂) by generating sample pairs (Σ̂, Y ). At execution time we standardize the
input data and compute the covariance matrix before evaluating fw(Σ̂). The process of learning
fw for the sparse GGM is given in Algorithm 1. A rather generic sparsity prior is one where each
edge is equally likely with small probability, verusus structured sparsity where edges have specific
configurations. For obtaining the training samples (Σ̂, Y ) in this case we would like to create a sparse
precision matrix, Θ, with the desired number of zero entries distributed uniformly. One strategy
to do this and assure the precision matrices lie in the positive definite cone is to first construct an
upper triangular sparse matrix and then multiply it by its transpose. This process is described in
detail in the experimental section. Alternatively an MCMC based G-Wishart distribution sampler can
be potentially employed if specific strucutres of the graph are desired [23]. This sampling process
however is more time consuming.

The sparsity patterns in probabilistic graphical models are often not uniformly distributed. Many
real world networks are known to form small-world networks: graphs that are sparse and yet have
a comparatively short average distance between nodes. These transport properties often hinge on
a small number of hubs: high-degree nodes. Such structural patterns often require sophisticated
adaptation of the learning objectives and reformulations of convex optimization procedures. Indeed,
high-degree nodes break the small-sample, sparse-recovery properties of `1-penalized estimators
[35]. In our framework such structure assumption appears as a prior that can be learned offline during
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training of the neural network. Similarly priors on other distributions such as general exponential
families can be more easily integrated if a sampling procedure is readily available. As the structure
discovery model can be trained offline even a slow sampling procedure can suffice.

2.3 Deep Graph Network

For our fw(Σ̂) we have chosen to use a neural network due to their ability to efficiently approximate
arbitrary functions. In this section we discuss the network design for fw(Σ̂). There are many
architectural and design decisions one could make when applying a neural network, especially on a
positive semidefinite matrix as done here. We use the empirical covariance as the input to the network
(as opposed e.g. to a flattened upper triangular matrix). This input representation, combined with
convolutional layers, allows the network to better leverage the 2D structure of the input.

Algorithm 1 Process of training a GGM
edge estimator

Select Function Class F (e.g. CNN)
N samples, n iid samples
for i ∈ {1, .., N} do

Sample Gi ∼ P (G)
Sample Σi ∼ P (Σ|G = Gi)
Xi ← {xj ∼ N(0,Σ)}nj=1

Construct (Yi, Σ̂i) pair from (Gi,Xi)
end for
Optimization: min

f∈F

∑
Li(Yi, f(Σ̂i))

Input Data

Standardize

Est. Covariance

Convolutional Layer
BatchNorm
Activation

Convolutional Layer
BatchNorm
Activation

Full Layer
BatchNorm

Sigmoid

Figure 1: Diagram of the DeepGraph structure discov-
ery architecture used in this work. The input is first
standardized and then the sample covariance matrix is
estimated. A neural network consisting of two convo-
lutional layers and one fully connected layer is used to
predict edges corresponding to non-zero entries in the
precision matrix.

Compositionality in neural networks, which exploits structural patterns in the data, can often improve
performance. For example, one of several driving points in the improvement of deep learning
methods has been the use of compositional structures such as convolutional and recurrent layers.
These structures allow the learning of parameters that exploit locality (convolution) or repetition
(recurrence). Unlike image, speech, or text data, the existence of a compositional structure in the
posed problem is not obvious. However, it is known that in the case of Gaussians as well as other
families of distributions [25] the zeros of the inverse covariance matrix correspond to the conditional
independence structure of the data. A well known formula from linear algebra for the (i, j)th entry of
the inverse of an invertible matrix, A, is

A−1i,j =
(−1)i+j det(Ãi,j)

det(A)
,
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where det(Ãi,j) refers to the (i, j)th minor of A. The determinant has a compositional structure,
thus for the limiting case of a very large sample size in Gaussian data we may want our network
to (approximately) compute determinants. This motivates the application of a convolutional layer
directly to the covariance matrix. Convolutional layers allow the network to easily learn computations
similar to determinants and share them amongst output variables. We found that this substantially
improved generalization performance compared to using deep and shallow fully connected layers.
We highlight also that the linear algebra formula shows the inverse entries are rational functions of
the original matrix and thus the inverse operation is a smooth function. Theoretical analysis of deep
learning algorithms, recently for the case of convolutional networks in particular[7], has shown they
are very effective at learning smooth functions.

Thus the form of fw(Σ̂) used in the experiments is as follows

h1 =g(conv(Σ̂,W1)) (6)
h2 =g(conv(h1,W2)) (7)
h3 =g(W3h2) (8)

fw(Σ̂) =σ(W4h3) (9)

Here g(·) is a generic activation function, conv(·, ·) indicates a convolutional layer, and σ(·) is the
sigmoid function. We use 2× 2 convolutional kernels at the first and second layers. Figure 1 gives a
diagram of the network.

The optimal graph structure should be independent of the order of the input dimensions. This property
is inherently present in existing structure recovery methods, however the network must learn this
invariance property from the data. This means if we permute the data we can obtain another estimate
of the output. In our experiments we find that averaging results over several permutations of the input
data can significantly improve performance.

3 Experiments

In our experiments we explore how well networks trained purely on parametric samples generalize,
both to unseen synthetic data and to several real world problems. In order to highlight the generality
of the learned networks, we apply the same network to multiple domains. We train two networks,
DeepGraph-39 which takes in 39× 39 covariance matrices, and DeepGraph-50 which is trained to
output structures for 50 node networks. The sizes are chosen based on the real data we consider
in subsequent sections. In both networks, we have 100 feature maps of 2 × 2 kernels in the first
convolutional layer, and 50 feature maps of 2× 2 kernels in the 2nd layer. The fully connected layer
has 3000 hidden nodes. For DeepGraph-39 we use PReLU activation and ReLU in DeepGraph-50.
The last layer is a sigmoid outputing a value between 0 and 1 for each edge.

Each network was trained continously with new samples generated until the validation error saturated.
For a given precision matrix we generated 5 possible X samples to be used as training data. A total of
approximately 1M training samples were used for each network. The networks were optimized using
the ADAM optimizer [20] coupled with cross-entropy loss as the objective function (cf. Sec. 2.1). We
additionally use batch normalization at each layer. In order to encourage the networks to converge
to sparser solutions we add a small regularization term λ‖fw(Σ̂)‖2, with λ = 0.01. We found this
improved convergence for our expectedly low outputs. Additionally, we found that using the absolute
value of the true partial correlations as labels, instead of hard binary labels, improved our logloss and
AUC on the validation set.

We use the following procedure for sampling P (X|G) with a sparse prior on P (G).

• Construct lower diagonal matrix L where each entry has α probability of being zero. Non-zero
entries are set uniformly betwen −0.9 and 0.9

• Multiply L by its transpose to obtain a sparse positive definite precision matrix, Ω. This gives us
our P (Ω|G) with a sparse prior on P (G)

• Sample from the Gaussian N (0,Ω−1) to obtain samples of X

Here α corresponds approximately to a specific sparsity level in the final precision matrix. In our
experiments we set α to produce matrices sparse in the range of 92− 96%.
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Our experiments focus on high dimensional settings where the number of samples are relatively small
compared to the feature dimensionality. A typical caveat [6] of recovery methods for GGMs is that
when n � p estimation methods which are consistent will converge to the true precision matrix
and corresponding edge structure, as such we focus on the case of p < n where the covariance is
singular and estimation of the underlying structure is challenging. We begin by considering synthetic
data generated from a different sampling process and then evaluate real data from the genetics and
neuroimaging domains.

3.1 Synthetic Data Evaluation

To understand the properties of our learned networks, we evaluated them on different synthetic data
than the ones they were trained on. More specifically, we used a completely different third party
sampler so as to avoid any contamination. For all experiments DeepGraph-39 was used. The same
trained network is utilized in the subsequent neuroimaging evaluations as well.

We used the BDGraph R-package to produce sparse precision matrices based on the G-Wishart
distribution [31]. Additionally we utilized the R-package rags2ridges [34] to generate data
from small-world networks corresponding to the Watts–Strogatz model. We compared our network
against the scikit-learn [33] implementation of Graphical Lasso with regularization chosen by
cross-validation as well as the Birth-Death Rate MCMC method from [30] implemented in BDGraph.
As discussed in Section 2.3 we can permute the input to obtain another estimate from our network for
the same data. We average the result of 20 permutations of DeepGraph-39 and compare it to the other
methods as well as a single application of DeepGraph-39. In Table 1 we show various evaluation
metrics for edge recovery in different scenarios. For each scenario we repeat the experiment for 20
different graphs and small sample observations showing the final average result. We evaluate logloss,
area under the ROC curve (AUC), precision@k, average precision (AP), and calibration error (CE)
[30]. For graphical lasso we use the partial correlations to indicate confidence in edges; BDGraph
automatically returns posterior probabilities as does our method. For all our experiments, data with
graph sparsity of approximately 5% is used. Experiments with variable sparsity are considered in
the supplementary material. We find that for very sparse graphs, the networks remain robust in
performance, while for increased density performance degrades but is still competitive in several
categories.

Experimental Setup Method logloss AUC Prec@2.5% Prec@5% AP CE
GLasso 1.306 0.709 0.73 0.53 0.451 0.07

Gaussian Random Graphs Bdgraph 1.020 0.716 0.54 0.48 0.354 0.19
(n=35) DeepGraph-39 0.266 0.752 0.63 0.5 0.374 0.07

DeepGraph-39+Perm 0.260 0.772 0.67 0.52 0.403 0.07
GLasso 1.254 0.698 0.65 0.46 0.386 0.07

Laplace Random Graphs Bdgraph 2.897 0.666 0.29 0.27 0.287 0.28
(n=35) DeepGraph-39 0.263 0.708 0.56 0.42 0.325 0.08

DeepGraph-39+Perm 0.255 0.729 0.62 0.44 0.347 0.08
GLasso 1.625 0.642 0.46 0.34 0.281 0.07

Gaussian Random Graphs Bdgraph 3.397 0.608 0.17 0.16 0.212 0.38
(n=15) DeepGraph-39 0.280 0.688 0.44 0.32 0.246 0.09

DeepGraph-39+Perm 0.274 0.695 0.49 0.37 0.270 0.09
GLasso 0.995 0.757 0.85 0.6 0.557 0.06

Gaussian Random Graphs Bdgraph 0.450 0.777 0.82 0.62 0.538 0.09
(n=100) DeepGraph-39 0.251 0.787 0.7 0.53 0.421 0.06

DeepGraph-39+Perm 0.249 0.81 0.69 0.55 0.436 0.06
GLasso 0.81 0.733 0.4 0.31 0.276 0.06

Gaussian Hub Graphs Bdgraph 1.226 0.716 0.31 0.28 0.262 0.2
(n=35) DeepGraph-39 0.192 0.801 0.43 0.33 0.256 0.06

DeepGraph-39+Perm 0.19 0.781 0.48 0.34 0.309 0.06
Glasso 2.971 0.582 0.45 0.34 0.309 0.11

Bdgraph 1.041 0.695 0.51 0.45 0.311 0.17
Gaussian Small-World Graphs DeepGraph-39 0.483 0.687 0.52 0.43 0.294 0.11

(n=35) DeepGraph-39+Perm 0.473 0.709 0.50 0.45 0.305 0.11
DeepGraph-39+Update 0.303 0.761 0.62 0.54 0.367 0.13

DeepGraph-39+Update+Perm 0.285 0.779 0.68 0.59 0.419 0.14

Table 1: For each scenario we generate 20 graphs with 39 nodes, and the corresponding data matrix is
sampled from distributions with those underlying graphs. We see that DeepGraph outperforms other
methods in terms of logloss and AUC. In terms of precision at expected sparsity levels DeepGraph
has better performance for graphs with high-degree nodes such as small world and hub graphs,
demonstrated in Figure 2. The number of samples is indicated by n. Further experiments in other
scenarios are considered in the appendix.

For the case of random Gaussian graphs with number of samples at 35 (our training distribution) we
have superior performance in terms of AUC, logloss, and calibration error. Graphical Lasso performs
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better in terms of precision at the relevant levels. Our method is superior to the Birth-Death Rate
MCMC based bdgraph in all categories.

Next we apply the method to a less straightforward synthetic data, with distributions typical of
many applications. We found that, compared to baseline methods, our network performs particularly
well in with high-degree nodes. In particular our method performs well on the relevant metrics
with small-world networks, a very common family of graphs in real-world data, obtaining superior
precision at the primary levels of interest. Figure 2 shows examples of random, Watts and Strogatz
small-world graphs, and concentrated hub graphs used in these experiments.

Training a new network for each number of samples can pose difficulties with our proposed method.
Thus we evaluted how robust the network DeepGraph-39 is to input covariances obtained from fewer
or more samples. We find that overall the performance is quite good even when lowering the number
of samples to n = 15, we obtain superior performance to the other approaches in a number of sample
sizes and metrics (Table 1).

We generated data from a multivariate generalization of the Laplace distribution as described in [14].
As in other experiments precision matrices were sampled from the G-Wishart at a sparsity of 5%.
[14, Proposition 3.1] was applied to produce samples using these precision matrices. We find that
our method still performs competitively, despite the discrepancy between train and test distributions.
Finally we note that our optimization criteria in training is based on log loss. However, this can
be adjusted to fit a desired metric by modifying the objective, a rather challenging task in standard
approaches.

Using the small-world network data generator [34], we demonstrate that we can update the generic
sparse prior to a structured one. We re-train DeepGraph-39 using only 1000 examples from mixed
with 1000 examples from the original uniform sparsity model. We perform just one epoch of training
and observe markedly improved performance on this test case as seen in the last row of Table 1.

We compute the average execution time of our method compared to Graph Lasso and BDGraph on a
CPU in Table 2. We note that we use a production quality version of graph lasso [33], whereas we
have not optimized the network execution, for which known strategies may be applied [9].

(a) (b) (c)

Figure 2: Example of (a) random (b) small world
(c) hub networks used in synthetic experiments

average execution time (s)
sklearn GraphLassoCV 4.81

BDgraph 42.13
DeepGraph-50 0.21

Table 2: Average execution time over 10 trials
for 50 node problem on a CPU for Graph Lasso,
Birth Death rate MCMC, and DeepGraph-50

3.2 Evaluation using Cancer Genome Data

We perform experiments on a gene expression dataset described in [18]. The data come from a
cancer genome atlas from 2360 subjects for various types of cancer. We used the first 50 genes
from Appendix C.2 of [18] of commonly regulated genes in cancer. We evaluated on two groups of
subjects, one with breast invasive carcinoma (BRCA) consisting of 590 subject samples and the other
colon adenocarcinoma (CODA) consisting of 174 samples.

As there is no ground truth for this dataset, evaluating edge selection is challenging. We use the
following methodology: for each method we select the top-k ranked edges, and then fix all other edges,
recomputing the maximum likelihood precision matrix with support given by the corresponding edge
selection method. We then evaluate the likelihood on a held-out set of data. We repeat this procedure
for a range of k. We rely on Algorithm 0 in [16] to compute the maximum likelihood precision given
a support. The experiment is repeated for each of CODA and BRCA subject groups 50 times, results
are shown in Figure 3. In all cases we use 40 samples for edge selection and precision estimation.
We compare with graphical lasso as well as the Ledoit-Wolfe shrinkage based estimator [22]. We
additionally consider the Bayesian birth-death rate MCMC approach described in previous sections.
For graphical lasso and Ledoit-Wolfe, edge selection is based on thresholding partial correlation [2].
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Additionally we evaluate the stability of the solutions provided by the various methods. This is
important in several applications where one wants a low variance estimate of the edge set. We chose
to use Spearman correlations between pairs of solutions, as it is a measure of a monotone link between
two variables. The results are shown in Table 3. We see that DeepGraph has better stability by a wide
margin in all cases in this dataset.

Gene BRCA Gene COAD ABIDE Control ABIDE Autistic
Graph Lasso 0.24± .003 0.32± 0.004 0.22± .003 0.25± .003
Ledoit-Wolfe 0.12± 0.002 0.15± 0.003 0.13± .003 0.14± .003

Bdgraph 0.06± 0.002 0.08± 0.003 N/A N/A
DeepGraph 0.74 ± 0.004 0.71 ± 0.005 0.29 ± .004 0.31 ± .004

DeepGraph +Permute 0.60± 0.003 0.58± 0.0043 0.22± .004 0.22± .004

Table 3: Average Spearman correlation results. Stability of solution amongst 50 trials for each dataset
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Figure 3: Average test log likelihood for COAD
and BRCA subject groups using different settings
of the number of selected edges. Each experiment
is repeated 50 times. DeepGraph with averaged
permutation dominates in all cases.
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Figure 4: Average test log likelihood for Autism
and Control groups in ABIDE data. Deep-
Graph+Permuation is superior or equal to com-
peting methods in each case. The test is repeated
1000 times to obtain significant results due high
variance in the data.

3.3 Resting State Functional Connectivity

We evaluate our graph discovery method for the purpose of identifying brain functional connectivity
in resting state fMRI data. Correlations in brain activity measured via fMRI reveal functional
interactions between remote brain regions. These are an important measure to study psychiatric
diseases that have no known anatomical support. A typical approach in connectome analysis is to
describe each subject or group by a Gaussian graphical model measuring functional connectivity
between a set of regions [38, 4].

We chose to use the ABIDE (Autism Brain Imaging Data Exchange) dataset [10], a large scale
resting state fMRI dataset. It gathers brain scans from 1,112 subjects across 16 sites, with 539
individuals suffering from autism spectrum disorder and 573 typical controls. Preprocessed data is
available online.1 For our experiments we use a multi-subject atlas of functional regions derived from
resting-state fMRI using multi-subject dictionary-learning (MSDL) [39] which produces 39 regions
of interest.

1http://preprocessed-connectomes-project.github.io/abide/
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Figure 5: Example solution from DeepGraph and Graph Lasso in the small sample regime on the
same 35 samples, along with a larger sample solution of Graph Lasso for reference

We use the network DeepGraph-39, the same network from synthetic experiments, using the same
evaluation protocol as described in Section 3.2. For both control and autism patients we use time
series from 35 random subjects to estimate edges and corresponding precision matrices. We find
that for both the Autism and Control group we can obtain edge selection comparable to graph lasso
for very few selected edges. When the number of selected edges is in the range above 25 we begin
to perform significantly better in edge selection as seen in Fig. 4. We evaluated stability of the
results as shown in Tab. 3. DeepGraph outperformed the other methods, however the method using
permutations produces a statistical tie for the Control group and underperforms graph lasso in the
Autistic subject group.

ABIDE has high variability across sites and subjects. To obtain low variance evaluation metrics we
needed to perform 1000 folds to obtain well separated error bars, many more trials than were needed
to see distinctions between approaches in the genetics experiment. We found that the birth-death
MCMC method took very long to converge on this data, moreover the need for many folds to obtain
significant results amongst the methods made this approach prohibitively slow to evaluate.

We show the edges returned by Graph Lasso and DeepGraph for a sample from 35 subjects (Fig. 5)
in the control group. We also show the result of a large sample result based on 368 subjects from
graphical lasso. In visual evaluation of the edges returned by DeepGraph we find that they closely
align with expected results from a large sample estimation procedure. Furthermore we can see several
edges in the subsample which were particularly strongly activated in both methods.

4 Discussion and Future Work

Our method was competitive with very strong baselines in many of the synthetic experiments.
Particularly in the case of high-degree nodes and higher order cliques we found that neural networks
performed better.

We have seen that the networks can adapt to variations in the number of samples and the sparsity
level even when not explicitly trained on these parameters. This suggests a potential binning strategy
where functions could be trained on certain ranges of data matrix samples or sparsity levels. At
execution time one can call the appropriate method based on prior assumptions or use a model
selection approach to select amongst these methods. The fast execution time would make approaches
such as cross-validation feasible.

A disadvantage of our method compared to approaches such as penalized maximum likelihood is
that providing a theoretical guarantee is more difficult. However, guarantees in the latter method
often make restrictive assumptions on the form of the distribution and the design matrix and often do
not consider the regularization path. In our method, one could additionally obtain bounds under the
prescribed data distribution. Furthermore at execution time the speed of the approach can allow for
re-sampling based uncertainty estimates that are infeasible for slower methods [13].
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A difficulty of the proposed architecture is that the dimension of the input data must be specified
for each trained network. Our experiments weakly suggest the network may be learning generic
computations for determining the graph structure. Transfer learning, where a network for one size
of data is used as a starting point to learn a higher dimensional network, is therefore an interesting
approach. For very high dimensional settings, with p� n, it may make sense to input the data matrix
directly and utilize a variable length architecture such as the one described in [41].

5 Conclusions

We have introduced a method of learning an estimator for determining the structure of an undirected
graphical model. We proposed a network architecture and sampling procedure for learning such
an estimator for the case of sparse Gaussian graphical models. We obtained competitive results
on synthetic data with various underlying distributions, as well as on challenging real-world data.
We found that our method works particularly well compared to other approaches for small-world
networks, an important class of graphs occurring frequently in real-world domains. We have shown
that neural networks can obtain improved results over various statistical methods on real datasets,
despite being trained with samples from parametric distributions. Our approach can allow for
straightforward specifications of new priors and open new directions in efficient graphical structure
discovery from few examples.
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Figure 6: True graph structure and top activated partials corresponding to the covariance input for
top activated outputs of the network. The two green nodes indicate the connection being evaluated,
the magenta edges show the top partials corresponding to the input. We see the network is learning
to associate outputs and inputs (not specified in any way) and potentially explore correlated nodes
amongst the considered ones

A Supplementary Experiments

A.1 Analyzing the Network Jacobian

In [15] a method for loosely obtaining the attention of a trained neural network is used. The jacobian
matrix of partial derivatives can be used for a given input to get an idea of which entries in the
input matrix most affect the given outputs. We use this approach to begin to analyze the behavior
of our DeepGraph-39 network. We gave one empirical covariance matrix to the network which was
generated from the underlying graph specified in 6. We first note the jacobian is concentrated in just
a few values, the top activated edges for the input closely correspond to the higher value partials in
the overall jacobian matrix.

For the most activated output edges we visualize the entries or edges in the input (which can also be
thought of as entries in a weighted adjacency matrix) that are most activated. We do this by taking a
softmax of all partials for a given output edge and only keeping outliers (2 standard deviations). In 6
we show the top partials for 4 of the top output edges.

The relevant covariance entry corresponding to the edge at the output is almost always amongst the
top partial values. We note that there is no explicit association of input relations outputs specified
before or during training of the network so it has learned to associate the input and outputs. When
there are other covariance entries pointed to they are usually connected to the relevant nodes either
directly or indirectly. This may indicate the network is learning an algorithm to more succintly
represent the connections of the two nodes.
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mean ‖Σ̂− Σ‖22 mean ‖Σ̂− Σ‖∞
Empirical 0.0267 0.543

Graph Lasso 0.0223 0.680
DeepGraph 0.0232 0.673

Table 4: Covariance prediction of ABIDE data. Averaged over 50 trials of 35 samples from the
ABIDE Control data

A.2 Predicting Covariance Matrices

Using our framework it is possible to attempt to directly predict an accurate covariance matrix given
a noisy one constructed from few observations. This is a more challenging task than predicting the
edges. In this section we show preliminay experiments which given an empirical covariance matrix
from few observations attempts to predict a more accurate covariance matrix that takes into account
underlying sparse data dependency structure.

One challenge is that outputs of our covariance predictor must be on the positive semidefinite cone,
thus we choose to instead predict on the cholesky decompositions, which allows us to always produce
positive definite covariances. We train the same DeepGraph-39 structure modifying the last layer to
remove the non-linear sigmoid so that we can output covariance entry values, we train to predict on
the cholesky decomposition of the true covariance matrices generated by our model with a squared
loss.

We evaluate this network using the ABIDE dataset described in Section 3.3. The ABIDE data has a
large number of samples allowing us to obtain a large sample estimate of the covariance and compare
it to our estimator as well as graphical lasso and empirical covariance estimators. Using the large
sample ABIDE empirical covariance matrix. We find that we can obtain competitive `2 and `∞
norm using few samples. We use 403 subjects from the ABIDE Control group each with a recording
of 150− 200 samples to construct covariance matrix using a total of 77330 (some correlated) this
acts as our very approximate estimate of the population Σ. We then evaluate covariance estimation
on 35 samples using the empirical covariance estimator, graphical lasso, and DeepGraph trained to
output covariance matrices. We repeat the experiment for 50 different subsamples of the data. We
see in 4 that the prediction approach can obtain competitive results. In terms of `2 graphical lasso
performs better, however our estimate is better than empirical covariance estimation and much faster
then graphical lasso. In some applications such as robust estimation a fast estimate of the covariance
matrix (automatically embedding sparsity assumptions) can be of great use. For `∞ error we see the
empirical covariance estimation outperforms graphical lasso and DeepGraph for this dataset, while
DeepGraph performs better in terms of this metric.

We note these results are preliminary, as the covariance predicting networks were not heavily
optimized, moreover the ABIDE dataset is very noisy even when pre-processed and thus even the
large sample covariance estimate may not be accurate. We believe this is an interesting alternate
application of our paper.

A.3 Additional Synthetic Results on Sparsity

We investigate the affect of sparsity on DeepGraph-39 which has been trained with input that is
between 4%− 7% sparse. We find that DeepGraph performs well relativel at the 2% sparsity level
despite not seeing this at training time. At the same time performance begins to degrade for 15% but
is still competitive in several categories. The results are shown in Table 5

Future investigation can consider how alternate variation of sparsity at training time will affect these
results.
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Experimental Setup Method logloss AUC Prec@2.5% Prec@5% AP CE
GLasso 0.519 0.701 0.41 0.41 0.421 0.02

Gaussian Random Graph Bdgraph 0.742 0.727 0.39 0.42 0.294 0.15
(n=35, sparsity=2%) DeepGraph-39-G 0.098 0.744 0.42 0.43 0.368 0.03

DeepGraph-39-G+Perm 0.098 0.752 0.42 0.44 0.376 0.03
GLasso 8.038 0.598 0.91 0.84 0.537 0.34

Gaussian Random Graph Bdgraph 2.289 0.601 0.76 0.74 0.504 0.36
(n=35, sparsity=15%) DeepGraph-39-G 1.448 0.617 0.76 0.7 0.493 0.35

DeepGraph-39-G+Perm 1.401 0.626 0.85 0.76 0.511 0.35

Table 5: For each scenario we generate 20 graphs with 39 nodes, and corresponding data matrix
sampled from distributions with those underlying graphs. The number of samples is indicated by n.
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