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Abstract—The huge amount of redundant multimedia data, like video, has become a problem in terms of both space and copyright. Usually, the methods for identifying near-duplicate videos are neither adequate nor scalable to find pairs of similar videos. Similarity self-join operation could be an alternative to solve this problem in which all similar pairs of elements from a video dataset are retrieved. Nonetheless, methods for similarity self-join have poor performance when applied to high-dimensional data. In this work, we propose a new approximate method to compute similarity self-join in sub-quadratic time in order to solve the near-duplicate video detection problem. Our strategy is based on clustering techniques to find out groups of videos which are similar to each other.

I. INTRODUCTION

In recent years, research involving video retrieval has been increased, mainly due to the popularity of sites for video sharing and viewing over the Web, e.g., YouTube. However, according to [1], several videos are either identical or almost identical when they are compared to each other. Usually, they differ in the format, encoding parameters, and the use of edition operations for the addition and/or removal of frames. This kind of videos was defined by [2] as near-duplicate as their visual content is similar. As reported by [3], in a query for videos done in the Web, the search results presented 27% of redundancy and 20% of exact duplicate videos among all near-duplicate videos.

There are many works addressing the problem of Near Duplicate Video Retrieval (NDVR) and Near Duplicate Video Localization (NDVL). According to [4], NDVR and NDVL can be classified into: (i) frame-level approaches, that figure out video similarity by computing similarity frame-by-frame from the videos; (ii) spatiotemporal methods using representative segments from videos based on spatiotemporal features [4], [5]; (iii) video-level approaches, in which videos are represented by a global signature; and (iv) hybrid hierarchical methods, that perform a filter-and-refine approach, in which, non-near duplicate videos are filtered out (filtering step) and a ranking of the remain videos is performed (refine step) [3]. Some methods are also based on hash approaches to match similar videos and solve NDVR problem using global or local visual features as video representation [6]. As the amount of data grows, some works address the near-duplicate video detection problem by using parallel solutions such as MapReduce framework or GPU for large-scale NDVR problem [1]. When using the video-level strategy, the common approach to identify near-duplicate videos is based on the following: (i) videos are segmented into shots that are represented by key-frames; (ii) each key-frame is described by a signature (or descriptor), usually belonging to a high-dimensional space; (iii) then a global signature is computed over the key-frame descriptors to represent the whole video; and (iv) the similarity among videos can be computed by using either the set of signatures of key-frames or the global signature.

Unfortunately, the common strategy is not efficient for finding near-duplicate objects in a huge amount of high-dimensional multimedia data since it is necessary to compute the similarity between each pair of elements. The retrieval of all similar pairs of videos from two collections is called similarity join, hereafter. More formally, let \( R \) and \( S \) be two video collections. The similarity join between \( R \) and \( S \) is the set of all pairs of elements \( r \in R \) and \( s \in S \) such that \( d(r, s) \leq \lambda \), in which \( d(r, s) \) and \( \lambda \) are a distance function and a given threshold, respectively. If both video collections are the same, this operation is called similarity self-join.

From an application point of view, similarity join has been adopted to find pairwise elements in two datasets, for instance: (i) similar pairs of strings from two collections of strings which is an important operation in data integration and cleansing [7]; (ii) near-duplicate objects (regarding Web pages documents) [8]; (iii) data groups using density-based clustering [9]; and (iv) similar time-sequence data [10]. To find near-duplicate objects by similarity join operation, a naïve (or standard) method computes a distance between each pair of objects in \( O(n^2) \) time, where \( n \) is the size of the dataset [11]. Unfortunately, this computation is too excessive for many applications. In order to reduce the computational effort of similarity join, many approaches have been proposed [10], [11], [12], [13], [14]. Moreover, it is also desirable to avoid the output explosion problem by obtaining all groups of elements that are similar to each other in the output instead explicitly enumerating all qualifying pairs, as [11] does.

Thereby, due to limitations imposed by quadratic compu-
The rest of this paper is organized as follows. In Section II, we review some related work. In Section III, we present the proposed approach to solve the near-duplicate video detection problem. In Section IV, we present the results of the experiments performed. Finally, in Section V, we draw some conclusions and discuss future work.

II. SIMILARITY SELF-JOIN

The main goal of the similarity self-join operation is to retrieve all pairs of similar elements belonging to a dataset. Regarding similarity self-join, the first kind of strategy for avoiding the enumeration of all pairs is called filter-and-verification approach. This strategy is based on the identification of candidate pairs followed by the verification of those pairs. The identification of candidate pairs is used to filter out pairs which are not in the solution space in order to decrease the number of pairs that need to be verified. This strategy was successfully used by [7], [14] to cope with similarity self-join in the string domain. Several recent approaches, such as qChunk, PPJoin, Ed-Join, adaptJoin, developed strategies for improving the filter step in order to achieve efficiency on the search process. These algorithms were exhaustively compared in [7]. According to [14], parallel approaches by using MapReduce framework have widely been used in large datasets in order to reduce the computation time needed to perform a similarity (self-)join. For more information, the reader should refer to [9], [17], [18].

Despite the simplicity of the filter-and-verification approach, its main drawback is the difficulty to produce high performance when applied to large datasets and to high-dimensional spaces. To cope with these issues, some authors have proposed the computation of similarity join directly by methods based on tries [19]. Even if the filter-and-verification approach and trie-based methods work well for small datasets, they still have poor performance on large datasets in high-dimensional spaces since the number of distance computation is very high. In this case, there are many approaches that try to cope with high-dimensional data using hash-based techniques. For instance, the method proposed in [20], called Sim-min-Hash, a generalization of min-Hash, solves image search and link problem handling billions of high-dimensional local descriptors in a fast way. In most cases, high-dimensional data has been handled by application of Locality Sensitive Hashing (LSH), due to its suitable performance on high-dimensional space, as was presented in [21], a Bayesian algorithm, called BayesLSH, for performing candidate pruning and similarity estimation by LSH. Additionally, another method based on hash, proposed in [22], called Data Sensitive Hashing (DSH), solves k-NN problem by improving hashing family through the combination of adaptive boosting and spectral techniques to hash, with large probability, k-NN pairs together.

Accordingly, there are many applications to similarity join using high-dimensional data, like near-duplicate video detection, for instance. However, there are several challenges related to the similarity join problem. Many different types of data are represented in high dimensional space, generally, using in many cases hundred or thousand dimensions. Furthermore, many applications have to deal with a huge amount of data. Similarity join in large datasets has become a difficulty task.
Thus, another promising direction to solve similarity join problem is the approximate approach. Approximate algorithm can solve similarity join problem missing some results. In this paper, we aim to solve the near-duplicate video detection problem using an approximate similarity self-join approach based on a clustering algorithm.

III. SIMILARITY SELF-JOIN FOR NEAR DUPLICATE VIDEO DETECTION

A. BossaNova Video Descriptor (BNVD)

Let $\mathcal{V}$ be a video sequence, $\mathcal{V} = \{f^i\}$, $i \in [1, N]$, where $f^i$ is the keyframe\(^1\) of the shot $i$ and $N$ is the number of keyframes. Let $Z$ be a set of BossaNova vectors computed for the video $\mathcal{V}$, $Z = \{z^i\}$, $i \in [1, N]$, where $z^i$ is a BossaNova vector extracted for the keyframe $f^i$. The BNVD of $Z$ can be modeled by a function $h$, according to [15], as follows:

$$
\begin{align*}
  h : \mathbb{R}^Z &\rightarrow \mathbb{R}^Z, \\
  Z &\rightarrow h((z^i)) = [(o_{m,b}, p_m)^T, \\
  o_{m,b} & = \text{median}(z^i_{m,b}), \\
  p_m & = \text{median}(t^i_m), 
\end{align*}

$$

where $Z \subset \{1, ..., M\} \times \{1, ..., B + 1\}$, and $z^i = \left[ z^i_{m,b}, t^i_m \right]^T$, $M$ is the number of visual codewords, and $B$ denotes the number of bins of each BossaNova histogram.

B. Near Duplicate Video Detection

Let us remember the definition of the similarity join operation. Let $R$ and $S$ be two datasets containing $n$ and $m$ elements, respectively. The result of the similarity join between $R$ and $S$ is the set of all pairs of elements $r \in R$ and $s \in S$ such that $d(r, s) \leq \lambda$, in which $d(r, s)$ and $\lambda$ are a distance function and a given threshold, respectively. If both datasets are the same, this operation is called similarity self-join. The computational cost of the naive algorithm to compute this operation is $O(n^2)$. Even if this cost can be considered reasonable, it is unfeasible for huge datasets. Thus, in this work, we are interested in computing a similarity self-join by using a sub-quadratic method trying to maintain the same quality measures, in terms of precision and recall, of the exact solution which runs in a quadratic time.

In order to decrease the computational time, it is mandatory to avoid distance computations between all pairs. For that, our method for approximate similarity self-join can be divided in two main tasks, as illustrated in Figure 1: (i) the clustering; and (ii) the bucket assignment. The clustering step aims at identifying salient elements to well represent all dataset, and then, we assign similar elements to the same bucket in which all elements could be considered as similar to each other. However, before applying the proposed similarity self-join strategy to near-duplicate video detection, the videos must be transformed into only one feature vector, and in this work, we have used BossaNova mid-level representation (see [16] for more information) for describing the video.

Thereby, we propose a general strategy to solve similarity self-join problem. It is an approximate approach based on clustering algorithm to find groups of similar elements in which the dataset is composed by high-dimensional points. There are some advantages to use clustering algorithms. The first one, a set of similar elements are represented by centroids; thus, clustering algorithm aids putting together elements that are similar to each other in the same cluster. Another one is to handle centroids instead to handle all elements from the datasets, avoiding the quadratic time in processing. We should only process centroids to assign all points from the dataset, which is less expensive, specially when using a small list of centroids. Considering that one element could be similar to several other elements, even if they are in different clusters, the bucket assignment should adopt a soft assignment strategy, in which one element is assigned to several buckets.

Algorithm 1 Approximate similarity self-join algorithm: the assignment task

\begin{algorithm}
\caption{Approximate similarity self-join algorithm: the assignment task}
\begin{algorithmic}[1]
\Require $p = \{p_1, \ldots, p_N\}$ \Comment Data points, $p_i \in \mathbb{R}^d$
\Require $c = \{c_1, \ldots, c_K\}$ \Comment Centroids, $c_j \in \mathbb{R}^d$
\Ensure $B = \{B_1, \ldots, B_K\}$ \Comment Buckets, $B_j \subseteq \mathbb{R}^{N \times d}$
\State \Comment Initialization of a bucket $B_i$ for each cluster
\For {$j = 1$ to $K$ \Comment \textbf{for} $j$ \textbf{do}$}
\State $B_j \leftarrow \emptyset$
\EndFor
\State \Comment Assign each point to at most $m$ buckets and fill in buckets
\For {$i = 1$ to $n$ \Comment \textbf{for} $i$ \textbf{do}$}
\For {$j = 1$ to $K$ \Comment \textbf{for} $j$ \textbf{do}$}
\State $s_j \leftarrow (j, d(p_i, c_j))$
\EndFor
\EndFor
\State \Comment Fill in similarity array $s$
\State $s \leftarrow \text{topK}(s, m)$ \Comment Top-$m$ highest similar centroids
\For {$k = 1$ to $m$ \Comment \textbf{for} $k$ \textbf{do}$}
\If {$\text{isViable}(B, \text{score}(s_k), \text{type})$}
\State $\text{	extbf{end if}}$
\EndIf
\EndFor
\State \Comment \Return \textbf{end for}
\Return $B$
\end{algorithmic}
\end{algorithm}

\footnotetext[1]{A keyframe is a frame that represents the content of a logical video unit, like a shot or scene, for example.}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{CC_WEB_VIDEO_Dataset.png}
\caption{CC_WEB_VIDEO Dataset.}
\end{figure}
Algorithm 2 Similar pairs enumeration algorithm

Require: \( B = \{ B_1, \ldots, B_K \} \) \( \triangleright \) Buckets, \( B_j \subseteq \mathbb{R}^N \times d \)
Ensure: \( A \subseteq \mathbb{R}^d \times \mathbb{R}^d \) \( \triangleright \) List of similar pairs

1: // Generates all pairs of points within the same bucket
2: \( A \leftarrow \emptyset \)
3: for \( i = 1 \) to \( \text{size}(B_i) \) do
4: \( p_i \leftarrow i\text{-th element of } B_i \)
5: for \( j = i + 1 \) to \( \text{size}(B_i) \) do
6: \( p_j \leftarrow j\text{-th element of } B_i \)
7: \( A \leftarrow A \cup \{ p_i, p_j \} \)
8: end for
9: end for
10: return \( A \)

As can be seen in Algorithm 1, the function isViable controls the insertion of elements in each bucket, that could represent a similar element (for instance, a video). We have used, in this work, three different strategies to control the insertion of an element \( p_i \) in the bucket \( j \), which is represent by the centroid \( c_j \); (i) without any threshold; (ii) with a threshold; and (iii) with an adaptive threshold. In the first, the element \( p_i \) is included in the bucket \( j \) without any verification. For the specified threshold strategy, the element \( p_i \) is inserted in the bucket \( j \), if \( d(p_i, c_j) \leq \lambda \). Regarding the adaptive strategy, an average value of the similarities between all elements of the bucket \( j \) and the centroid \( c_j \) is used to control the insertion of the element \( p_i \). This average value can be obtained by Equation 2,

\[
d(p_i, c_j) \leq \frac{\sum_{i=1}^{\hat{B}_j} d(p_i, c_j)}{\hat{B}_j}
\]

in which \( \hat{B}_j \) represents the set of points that are already assigned to the cluster related to centroid \( c_j \).

In terms of computational cost, the proposed Algorithm 1, runs in \( O(n \times (K + K \times \log m + m)) \) to solve the assignment step of the similarity self-join problem, which is the most important one. Considering that \( m \leq K \), this order can be re-written as \( O(n \times K \times \log m) \). It is worth to mention that this strategy identifies the groups of similar elements.

IV. EXPERIMENTS

In order to evaluate the performance of our algorithm for similarity self-join, we performed two different experiments. The first one used a subset of BIGANN dataset [23], in which we studied the behavior of the proposed method by using different amount of elements, from 10,000 to 100,000 SIFT vectors. The other experiment is related to the near-duplicate video detection by using the CC_WEB_VIDEO dataset [2], [3]. This dataset consists of 13,137 videos downloaded from the Web divided into 24 categories. Differently from [2], in which the authors used the fusion of content and context information, we used only video content information to identify the near-duplicate videos. In Figure 2, we illustrate some key-frames for each category.

In order to evaluate the results on the BIGANN dataset, the ground-truth was generated by using the naive method for computing the distance between each pair of points. On the other hand, in the CC_WEB_VIDEO dataset, the ground-truth was modified: instead of representing all similar videos for a given query, we identified all pairs of similar videos through human analysis.

A. Experimental Setup

For the representation of the video, we used BossaNova mid-level representation, which is a global signature. BossaNova is a representation for content-based concept detection in images and videos, which enriches the Bag-of-Words model [16]. Here, the video is represented by a collection of SIFT descriptors [24], which are extracted from the key-frames. These SIFT descriptors are encapsulated by a BossaNova descriptor, thus each video is represented by only one descriptor. For SIFT descriptor, we obtained the code from OpenCV repository [25], and the code for BossaNova is available at http://www.npdi.dcc.ufmg.br/bossanova. BossaNova Video Descriptor was adopted to represent the video frames. We kept the BossaNova parameter values the same as in [15] and we used max as aggregating function.

Furthermore, in our experiments, we applied K-means algorithm [26] to cluster the dataset by using 30% of the elements of the dataset. In CC_WEB_VIDEO dataset, we adopted three different values for \( K \): 16, 32 and 64. We performed experiments with each video class separately, and we did not use large values of \( K \), since some classes are very small and a compact video representation (one high-dimensional feature per video) was adopted.

In BIGANN dataset, we adopted four different values for \( K \): 64, 128, 256, and 512. Our soft-assignment algorithm assigns all elements to clusters. BossaNova descriptors were 3009-dimensional features for each key-frame. We performed our algorithm on subsets from BIGANN dataset with 128-dimensional SIFT points. We defined a subdataset \( x \)-BIGANN as the set of elements of BIGANN with \( x \) elements. We also applied Nested Loop (NL) algorithm in order to compare its performance to our approach. Nested Loop algorithm for similarity join computes the distance between all pairs and check if their distance is no larger than a given threshold.

In order to present a comparative analysis, we performed experiments using fixed threshold and without using threshold value to filter out pairs. As mentioned before, our method computes all centroids by K-means clustering and assigns each point \( p \) of dataset to the \( m \) nearest clusters. We used five
different values for $m$: 10%, 20%, 30%, 40%, and 50% of the number of clusters ($K$). The threshold value for the Nested Loop algorithm was empirically defined as 75% of the $\lambda$.

Experiments were conducted on a computer under Ubuntu 12.04 LTS OS with Intel Xeon Quad-Core 2.4 Ghz and 72 GB RAM. We evaluated the performance of our algorithm by measuring the recall and precision rates of several assessments of near-duplicate detection problem. The presented results are the average values of the five runs of our method.

B. Experimental Quantitative Results

In this subsection, we analyze the experimental results of our approximate similarity join approach. One of the main problems in dealing with Web videos is that there must exist a lot of near-duplicate videos which differ in size, format and long and short versions. The benchmark CC_WEB_VIDEO dataset brings these variations. In the clustering step of the algorithm, $K$-means is performed by a sample from all database.

Figure 3 shows the best average results of our method for similarity self-join in the BIGANN dataset experiments with $K$ equals to 256 and $m$ equals to 10% of the number of clusters ($K$). These results are expressed in terms of F-Measure average. Our approximate algorithm reached more than 90% of F-Measure in average for all datasets using fixed and adaptive threshold. This strategy avoids the similarity self-join algorithm to assign points far away to each other in the same cluster. It improves the result of the algorithm. In Table I, we present the comparative results in terms of time to process all experiments for all datasets from BIGANN. Our method outperformed, in terms of time, the Nested Loop approach missing only a couple of results. Beside that, time processing of our algorithm did not grow as Nested Loop, instead. We also present the speedup for computing the similarity self-join as a relation between the time for computing Nested Loop and the time for computing the clustering and assignment tasks.

In Figure 4 we show the best results of F-Measure average obtained by our method when applied to CC_WEB_VIDEO dataset with $K$ equals to 16 and $m$ equals to 40% of the number of clusters ($K$). The method without threshold outperformed the others in most of the video classes without losing time performance. As the experiment was performed in each video class separately, most of the videos in the same class are very similar to each other. Then, specifying a threshold (even an adaptive threshold) can deteriorate the performance. In Table II, we present the comparative results in terms of speedup in relation to nested loop strategy. We also solved near-duplicate video detection problem using approximate solution to similarity join much faster than Nested Loop algorithm. The presented time value represents the sum of $K$-means algorithm plus similarity self-join algorithm.

V. CONCLUSION

In this work, we addressed the problem of near-duplicate video detection by using similarity self-join operation in order to identify groups in which the elements are similar to each other. Experimental results were used to analyze the behavior of video representation using BNVD and BIGANN dataset. The results showed that our solution can solve similarity self-join problem in approximated way with more the 90% of F-Measure in 100,000-BIGANN dataset reaching almost 93% of speedup in relation to nested loop strategy. We also solved near-duplicate video detection problem using approximate solution to similarity self-join, and our method outperformed the

![Fig. 4. F-Measure average results for near-duplicated video detection by using similarity self-join, in which $K = 16$ and $m = 40\%$ of the number of clusters ($K$).](image)

![Fig. 3. F-Measure average results for similarity self-join in the BIGANN dataset in which $K = 256$ and $m = 10\%$ of the number of clusters ($K$).](image)

<table>
<thead>
<tr>
<th>Size $\times 10^4$</th>
<th>From clustering to enumeration (sec)</th>
<th>From clustering to enumeration (sec)</th>
<th>NL (sec)</th>
<th>Speedup (NL/$\lambda$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.56</td>
<td>3.02</td>
<td>0.45</td>
<td>109.80</td>
</tr>
<tr>
<td>20</td>
<td>6.90</td>
<td>6.13</td>
<td>1.77</td>
<td>475.64</td>
</tr>
<tr>
<td>30</td>
<td>13.59</td>
<td>9.06</td>
<td>3.77</td>
<td>1060.25</td>
</tr>
<tr>
<td>40</td>
<td>21.66</td>
<td>12.13</td>
<td>6.83</td>
<td>1908.83</td>
</tr>
<tr>
<td>50</td>
<td>27.65</td>
<td>15.12</td>
<td>10.29</td>
<td>2891.34</td>
</tr>
<tr>
<td>60</td>
<td>33.80</td>
<td>18.10</td>
<td>14.76</td>
<td>4170.56</td>
</tr>
<tr>
<td>70</td>
<td>42.56</td>
<td>21.10</td>
<td>19.18</td>
<td>5691.56</td>
</tr>
<tr>
<td>80</td>
<td>68.07</td>
<td>24.17</td>
<td>26.61</td>
<td>7424.54</td>
</tr>
<tr>
<td>90</td>
<td>60.51</td>
<td>27.04</td>
<td>32.19</td>
<td>9194.06</td>
</tr>
<tr>
<td>100</td>
<td>93.08</td>
<td>30.22</td>
<td>40.91</td>
<td>11404.03</td>
</tr>
</tbody>
</table>

| Average         | 41.197                           |
nested loop approach, in terms of time, without a significant loss of performance, in terms of $F$-Measure.

As further work, we consider to explore this kind of strategy to cope with very large datasets, mainly by studying the behavior of other clustering methods and other ways to define the insertion in the buckets. Furthermore, we also intend to study the amount of redundant pairs that may be generated by our enumeration algorithm.
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