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RÉSUMÉ. La méthode des noyaux est l’une des techniques d’estimation les plus répandues en statis-
tique non paramétrique. Nous introduisons un module en R, Disake, pour l’estimation d’une distribu-
tion de probabilité par noyaux associés discrets. Dans l’estimation par noyau, deux choix importants
sont à faire : le choix du noyau et celui de la fenêtre de lissage. Le module Disake implémente princi-
palement les noyaux associés discrets ainsi que la validation croisée et l’approche bayésienne locale
pour la sélection du paramètre de lissage. Des applications sur des données simulées et réelles
montrent que le noyau binomial est approprié pour les échantillons de petite ou moyenne taille et,
l’estimateur naïf ou le noyau triangulaire discret, indiqué pour les échantillons de grande taille.

ABSTRACT. Kernel smoothing is one of the most widely used nonparametric data smoothing tech-
niques. We introduce a new R package, Disake, for computing discrete associated kernel estimators
for probability mass function. When working with a kernel estimator, two choices must be made: the
kernel function and the smoothing parameter. The Disake package focuses on discrete associated
kernels and also on cross-validation and local Bayesian techniques to select the appropriate band-
width. Applications on simulated data and real data show that the binomial kernel is appropriate for
small or moderate count data while the empirical estimator or the discrete triangular kernel is indicated
for large samples.

MOTS-CLÉS : Module R, noyau associé discret standard, validation croisée.

KEYWORDS : R package, standard discrete associated kernel, cross-validation.

ARIMA  Journal, vol. 19, pp. 1-23 (2015)



1. Introduction
Nonparametric density estimation is one of the most researched and still active areas

in statistical theory, and the techniques and the theory are highly sophisticated. A lot of
developments in statistics have taken place around the themes, methods, and mathematics
of density estimation. Density estimation has experienced a wide explosion of interest
over the last 20 years. The problem of density estimation can be used to obtain informa-
tion on symmetry or multimodality of the sample law. It may also be used in the problem
of estimation of the failure rate function and the estimation in the regression model. The
well-known and popular technique of nonparametric density estimation is the kernel den-
sity estimator ; see [19] and also [17].

Let X1, . . . , Xn be independent and identically distributed (i.i.d.) random variables
with an unknown probability density function (p.d.f.) f on R. A continuous kernel esti-
mator f̂n of f can be defined in the two following ways :

f̂n(x) =
1

nh

n∑
i=1

K

(
x−Xi

h

)
(1)

=
1

n

n∑
i=1

Kx,h(Xi), x ∈ R, (2)

where K(.) is the continuous kernel function which is typically a bona-fide p.d.f. with
zero mean and unit variance, h = h(n) > 0 is an arbitrary sequence of smoothing pa-
rameters (or bandwidths) that fulfills limn→∞ h(n) = 0, and Kx,h(.) will be the "conti-
nuous associated kernel" with the target x and the bandwidth h. Following the well-known
expression (1) for unbounded supports of f ,K(.) is classically symmetric and, therefore,
the associated kernel is written as :

Kx,h(.) =
1

h
K

(
x− .
h

)
. (3)

But the way from (2) to (1) is not always possible like for asymmetric associated
kernels with respect to the target x. In the expressions (1) and (2), the bandwidth plays
the role of a dispersion parameter around the target ; this can be easily illustrated through
the symmetric Gaussian associated kernel Nx,h with mean x (the target) and standard
deviation h (the bandwidth) where K = N0,1 ; see [22]. One can refer to [19] and [17]
where the expression (1) has been mentioned for the first time. For recent references, one
can see also [27]. The works usually cited [6], [21] and [24] concern some generalities on
(supposed) continuous data. For functional data, one can refer to [7]. The contributions
[25] and [26] are concerned with ordered categorical and discrete data always using
the continuous kernels. The second expression (2), that we will use in this paper, is for
adapting a "type of continuous kernel" generally asymmetric (such beta and gamma) to
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the support of f ; see [4, 5]. For inverse Gaussian and reciprocal inverse Gaussian kernels,
see [13] and [20] respectively. The case of a bounded support (from two or one end) of f to
estimate induces a choice of type of asymmetric kernel, while the symmetric continuous
kernel K does not have any important proper effects and can be used indifferently for
smoothing functions on unbounded supports.

In order to estimate a probability mass function (p.m.f.) on T (e.g. N + pN for p ≥ 0,
Zd, {0, 1, . . . , N}d, for d ∈ N\{0}) using a discrete kernel method, the empirical or naive
estimator is often used because of its good asymptotic properties. However, this Dirac type
kernel estimator is not appropriate with small samples sizes. Furthermore, its great default
is that it does not take into account observations around the target because its bandwidth
is null or does not exist. Except for the naive estimator, the authors [2] have been the
pioneers of discrete kernel estimators in the sense of (2). But the discrete kernel used
has a unique shape and is appropriate for categorical data and finite discrete distributions.
Thus, the case of discrete kernels for count data is not investigated in the sense of [10],
except a first attempt of [16]. That attempt is only experimental and applied on univariate
count data (i.e. T = N). A necessity of a discrete smoothing using discrete kernels out
of the Dirac kernel is illustrated in Figures 1 and 5 ; for example, a binomial discrete
kernel estimator is more interesting than the empirical estimator for a small sample size.
A discrete associated kernel which asymptotically tends to Dirac type kernel has been
recently defined and built. It results in many applications of the discrete associated kernel
method in literature such that nonparametric estimations of discrete weighted function [9]
and regression count function [12].

When working with a kernel estimator of the density function two choices must be
made : the kernel function K and the smoothing parameter or bandwidth h. In practice,
the selection of K can be easily adapted to the support of the density to be estimated ; but
the choice of an efficient method for the calculation of h, for an observed data sample is a
crucial problem, because of the effect of the bandwidth on the shape of the corresponding
estimator. If the bandwidth is small, we will obtain an undersmoothed estimator, with
high variability. On the contrary, if the value of h is large, the resulting estimator will be
oversmoothed.

Some methods have been investigated for selecting bandwidth parameter but the com-
monly used is the least squares cross-validation. A Bayesian approach has been also re-
cently introduced [29] in the case of binomial kernel. Despite the great number of pa-
ckages implemented for nonparametric estimation in continuous cases, to the best of our
knowledge, the R packages to estimate p.m.f. have been far less investigated.

For the above reasons, we have implemented the package Disake for which a new
version is available since january 2015 [28]. This package completes the papers cited pre-
viously which practically show the usefulness of the discrete associated kernel approach.
The aim of this paper is to describe the package, and also to summarize and conveniently
present discrete associated kernels recently introduced for nonparametric estimation. The
rest of this paper is as follows. Section 2 presents the definition of a discrete associated
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kernel estimator ; Section 3 details the bandwidth and the kernel selection procedures ;
Section 4 explains the implemented functions of the package and shows illustrations with
simulated and real data. This is followed by a comparison among discrete associated ker-
nels estimators ; Section 5 is devoted to conclusion.
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Figure 1 – Discrete smoothing of simulated data of f = 0.3P(0.6) + 0.7P(9) with
n = 60 using the standard discrete associated kernels : Dirac (a), binomial (b), Poisson
(c) and negative binomial (d). Except for Dirac, bandwidth parameter is obtained by cross-
validation.
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2. Discrete associated kernels
In order to simplify, we assume that the support T of the p.m.f. f , to be estimated, is

the count set N := {0, 1, . . .}. We then consider, for T = N, the topology inherited from
the standard one of the real line number R.

2.1. Definitions and properties
The discrete associated kernel introduced in (2) is defined as follows :

Definition 2.1. Let T be the discrete support of the p.m.f.f , to be estimated, x a fixed
target in T and h > 0 a bandwidth. A p.m.f. Kx,h(.) on support Sx (not depending on h)
is said to be an associated kernel, if it satisfies the following conditions :

x ∈ Sx, (4)

lim
h→0

E(Kx,h) = x, (5)

lim
h→0

Var(Kx,h) = 0, (6)

where Kx,h is the discrete random variable whose p.m.f. is Kx,h(.).
In order to construct a discrete associated kernel Kx,h(.) from a parametric discrete

probability distribution Kθ, θ ∈ Θ ⊂ Rd on the support Sθ such that Sθ ∩ T 6= ∅, we
need to establish a correspondence between (x, h) ∈ T × (0,∞) and θ ∈ Θ [11]. In
what follows, we will call K ≡ Kθ the type of discrete kernel to make a difference from
the classical notion of continuous kernel (1). In this context, the choice of the discrete
associated kernel becomes important as well as that of the bandwidth. Moreover, we dis-
tinguish the discrete associated kernels said sometimes of "second order" of those said of
"first order" which verify the two first conditions (4) and (5).

Discrete associated kernel estimator
Let us give the first properties of the estimator (2) with a discrete associated kernel.

Proposition 2.2. (Proposition 1 of [11]). Let X1, X2, . . . , Xn be an n random sample
i.i.d. from the unknown p.m.f. f on T. Let f̂n = f̂n,h,K be an estimator (2) of f with a
discrete associated kernel. Then, for all x ∈ T and h > 0, we have

E{f̂(x)} = E{f(Kx,h)},

where Kx,h is the random variable associated to the p.m.f. Kx,h on Sx . Furthermore, we
have f̂n(x) ∈ [0, 1] for all x ∈ T and∑

x∈T
f̂n(x) = C,
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where C = C(n;h,K) is a positive and finite constant if
∑
x∈TKx,h(y) < ∞ for all

y ∈ T.
Notice that C = 1 for the estimators (2) of Dirac discrete uniform kernel. In general

we have C 6= 1 for the estimators (2), as with discrete triangular associated kernels and
standard discrete kernels, but is always near 1. In practice, we calculate the constant C
depending on observations before normalizing f̂n to be a p.m.f. Without loss of genera-
lity, from now we assume C = 1.

Pointwise consistency and asymptotic normality
In the following section, we point out the results for the asymptotic behavior of the

mean squared error (MSE) of f̂n(x) and the global consistency of f̂n(x) in the sense of
the mean integrated squared error (MISE). The first consistency result concerns the MSE
of f̂n(x).

Theorem 1. (Theorem 1 of [11]). Under assumptions (4) - (6), for any fixed x ∈ T,
one has

lim
n→0

E{f̂n(x)− f(x)}2 = 0.

Theorem 2. (Theorem 2.4 of [1]). Under assumptions (4) - (6), for any fixed x ∈ T,
we have

f̂n(x)
a.s.−→ f(x) as n→∞,

where a.s.−→ denotes almost sure convergence.

Global consistency
For the global consistency, the criterion to use is the MISE of f̂n = f̂n,h,K defined as

MISE(n, h,K, f) =
∑
x∈T

V ar(f̂n(x)) +
∑
x∈T

bias2(f̂n(x)).

Theorem 3. (Theorem 4 of [11]). Let f be a p.m.f. on T with limx→∞ f(x) = 0. Then
the estimator (2) f̂n = f̂n,h,K of f with any discrete associate kernel is such that, for
n→∞ and h = h(n)→ 0, we have the behavior

MISE(n, h,K, f) =
1

n

∑
x∈T

f(x)[{Pr(Kx,h = x)}2 − f(x)]

+
∑
x∈T

[f{E(Kx,h)} − f(x) +
1

2
V ar(Kx,h)f (2)(x))]2 + o(

1

n
+ h2),
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where f (2) is the finite difference of second order given by

f (2)(x) =

 {f(x+ 2)− 2f(x) + f(x− 2)}/4 if x ∈ N \ {0, 1}
{f(3)− 3f(1) + 2f(0)}/4 if x = 1
{f(2)− 2f(1) + f(0)}/2 if x = 0.

Application : In the very particular case of the Dirac type kernel estimator and unbia-
sed f̂n,0,D, the MISE is equal to the integrated variance

MISE(n, 0, D, f) =
1

n

∑
x∈T

f(x){1− f(x)} =
1

n

{
1−

∑
x∈T

f2(x)

}
.

This exact result is used as reference in comparaison to the MISE of the others discrete
associated kernel estimators, because 0 ≤

∑
x∈T f

2(x) < 1 and therefore we have the
global consistency of the naive estimator as MISE(n, 0, D, f)→ 0 when n→ 0.

2.2. Examples of discrete associated kernels
In this section, we examine the case of the so-called standard discrete kernels, repre-

sented in Figure 3, which are discrete associated kernels of the first order (i.e. not verifying
the condition (6) in the Definition 2.1.) and two non standard discrete associated kernels.
The three first kernels are built from usual discrete probability distributions of binomial,
Poisson and negative binomial (see [8]). They are also useful for smoothing a p.m.f f
on T = N or distributions of count data with small samples. For all x ∈ N and h > 0,
the discrete random variableKx,h of standard discrete kernels satisfies, among others, the
condition

lim
h→0

Var(Kx,h) ∈ V(0), (7)

where V(0) is a neighborhood of 0 which does not depend on x.

Binomial kernel : If we consider a binomial distribution B(N, p) with N ∈ N\{0}
and p ∈ (0, 1], we associate the random variable Bx,h corresponding to the binomial
kernelBx,h following the distribution B{x+1, (x+h)/(x+1)} on Sx = {0, 1, . . . , x+1}
for any x ∈ N and h ∈ (0, 1] :

Bx,h(y) =
(x+ 1)!

y!(x+ 1− y)!

(
x+ h

x+ 1

)y (
1− h
x+ 1

)x+1−y

1Sx(y),

where 1A denotes the indicator function of any given event A. It is an underdispersed
discrete kernel (i.e. Var(Bx,h) = (x+h)(1−h)/(x+ 1) smaller than E(Bx,h) = x+h)
having its mode around x+h. The binomial kernel satisfies the three assumptions (4), (5)
and (7) with ν(0) = [0, 1). The bias and the variance of the corresponding estimator (2),
for any x ∈ N, are written as :

bias {f̂n(x)} = f(x){Bx,h(x)− 1}+
∑

y∈Sx\{x}

f(y)Bx,h(y)
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and

nVar(f̂n(x)) = f(x)B2
x,h(x)+

∑
y∈Sx\{x}

f(y)B2
x,h(y)−

f(x) +
∑
y∈Sx

{f(y)− f(x)}Bx,h(y)

2

.

The MISE of this estimator is not consistent but can be more smaller than those of
estimators with discrete associated kernels and Dirac type kernel for some sample sizes
not so large as shown in Figure 2.
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Figure 2 – Naive and binomial MISE for f = 0.3P(0.6) + 0.7P(9) and different values
of h.

Poisson kernel : Consider a Poisson distribution P (λ) with λ > 0. For any x fixed
in T = N and h > 0, the corresponding random variable Px,h associated to the Poisson
kernel Px,h follows the distribution P (x+ h) with support Sx = N and p.m.f.

Px,h(y) =
(x+ h)e−(x+h)

y!
1Sx(y).
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Note that the discrete kernel proposed by [16] inverts x and y in the expression Px,h(y)
above and does not allow any mathematical study of properties. Our Poisson kernel Px,h
is equidispersed (i.e. E(Px,h) = Var(Px,h) = x+h) and has its mode between x+h−1
and x+ h. Then, the discrete kernel Px,h fulfills assumptions (4) and (5) except (7). The
corresponding estimator f̂n(x) has the pointwise bias

bias {f̂n(x)} = f(x){Px,h(x)− 1}+
∑

y∈N\{x}

f(y)Px,h(y)

which does not tend to 0 when h→ 0. Its pointwise variance can be written as

nVar(f̂n(x)) = f(x)P 2
x,h(x)+

∑
y∈N\{x}

f(y)P 2
x,h(y)−

f(x) +
∑
y∈N
{f(y)− f(x)}Px,h(y)

2

.

This f̂n is not consistent in the sense of small MISE but can be more interesting than
the naive estimator, for small or moderate sample sizes.

Negative binomial kernel : In the case of the negative binomial distributionBN (λ, p)
with λ > 0 and p > 0, we define the negative binomial kernel BN x,h with the random
variable BNx,h following the distribution BN{x+ 1, (x+ 1)/(2x+ 1 + h)} on Sx = N
for any x ∈ N and h > 0 :

BNx,h(y) =
(x+ y)!

x!y!

(
x+ h

2x+ 1 + h

)y (
x+ 1

2x+ 1 + h

)x+1

1Sx(y).

It is an overdispersed discrete kernel (i.e. V ar(BN x,h) = (x+h){1+(x+h)/(x+1)}
greater than E(BN x,h) = x+h having its mode around x+h. This discrete kernel satisfies
assumptions (4),(5) but not (7). For an estimator (2) with a negative binomial kernel, the
pointwise bias is given as :

bias {f̂n(x)} = f(x){BNx,h(x)− 1}+
∑

y∈N\{x}

f(y)BNx,h(y)

and the pointwise variance can be written as

nVar{f̂n(x)} = f(x)BN2
x,h(x)+

∑
y∈N\{x}

f(y)BN2
x,h(y)−

f(x) +
∑
y∈N
{f(y)− f(x)BNx,h(y)}

2

.

Similarly to the previous cases, this estimator f̂n is not consistent in the sense of small
MISE ; but, it can be more interesting than the naive estimator for some small samples
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Figure 3 – Shapes of standard discrete associated kernels of type Dirac D(x), Poisson
P(x+ h), binomial B{x+ 1, (x+ h)/(x+ 1)} and negative binomial BN{x+ 1, (x+
1)/(2x+ 1 + h)} for x = 5 and h = 0.1.

sizes.

Discrete triangular kernel : The following class of symmetric discrete kernels has
been proposed in [10]. It generalizes the classical triangular kernel and might be construc-
ted as follows. First, the support T of the p.m.f. f to be estimated, can be unbounded (e.g.
N,Z) or finite (e.g.{0, 1, . . . , N}). Then, suppose that h is a given bandwidth parameter
and a is an arbitrary and fixed integer. For any x fixed in T, consider the random variable
Ta;x,h defined on Sx = {x, x± 1, . . . , x± a} and whose p.m.f. is given by

Kx,h(y) =
(a+ 1)h − |y − x|h

P (a, h)
1Sx(y),
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where P (a, h) = (2a+1)(a+1)h−2
∑a
k=0 k

h is the normalizing constant. SinceKx,h is
symmetric around x, assumptions (4) and (5) are satisfed. A package for the asymmetric
version of discrete triangular kernel is also available [23]. As for the variance term (6),
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note that, for a ∈ N fixed, one has

V (a, h) =
1

P (a, h)

{
a(2a+ 1)(a+ 1)h+1

3
− 2

a∑
k=0

kh+2

}

'

{
a(2a2 + 3a+ 1)

3
log(a+ 1)− 2

a∑
k=1

k2 log(k)

}
h+O(h2),

which does not depend on x = E(Ta;x,h) and tends to 0 when h → 0. The last ap-
proximation holds for h sufficiently small. The bias and the variance of the corresponding
estimator (2) are written as :

bias {f̂n(x)} = f(x)

{
(a+ 1)h

P (a, h)
− 1

}
+

∑
y∈Sx\{x}

f(y)Pr(Ta;x,h = y)

which tends to 0 when h→ 0, and

nVar(f̂n(x)) =

f(x)

{
(a+ 1)h

P (a, h)

}2

+
∑

y∈Sx\{x}

f(y){Pr(Ta;x,h = y)}



−

f(x) +
∑
y∈Sx

{f(y)− f(x)}Pr(Ta;x,h = y)

2

which tends to the variance n−1f(x){1− f(x)} of the naive estimator when h→ 0. The
estimator (2) f̂n with discrete triangular kernels is consistent in the sense of MISE. Figure
4 shows the effect of the arm a and the bandwidth h of the discrete triangular distribution.
The MISE curves can also be seen in Figure 5 for a = 1. This small value of the arm a
can be considered as the worst case ; the discrete triangular in this case performs like the
Dirac kernel as very few points around the target are involved in computing the estimation
at the given point x.

Dirac discrete uniform kernel : A discrete kernel estimator for categorical or finite
data has been introduced in [2]. Its asymmetric discrete associated kernel that we here
label DiracDU (Dirac discrete uniform) has been deduced in [11] as follows. For fixed
c ∈ {2, 3, . . .} the number of categories, Sc = {0, 1, . . . , c− 1} and the discrete kernel in
(2) might be

Kx,h(y) = (1− h)1x(y) +
h

c− 1
1Sc\{x}(y),

where h belongs to (0, 1] and x ∈ Sc. In addition, the target x can be considered as the
reference point of X and the smoothing parameter h is such that 1 − h is the success
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Figure 5 – Mise curves of the discrete triangular kernel with different values of h for a=1.

probability of the reference point. Finally, if the bandwidth h goes to 0, then, the random
variableAc;x,h associated to Kx,h will satisfy (4), (5), (6). Its mean and variance are such
that

E(Ac;x,h) = x+ h

(
1− x− x

c− 1
+
hc

2

)
,
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V ar(Ac;x,h) = −
{
c2(−2x+ c− 1)2

4(c− 1)2

}
h2+

{
c(6x2 + 2c2 − 3c+ 1− 6xc+ 6x)

6(c− 1)

}
h.

The bias and the variance of the corresponding estimator (2) are written as :

bias {f̂n(x)} =
−hc
c− 1

f(x) +
h

c− 1

c−1∑
i=0

f(i),

which also tends to 0 when h→ 0, and

nVar(f̂n(x)) =

[
f(x)(1− h)2 +

h2

(c− 1)2

{
c−1∑
i=0

f(i)− f(x)

}]

−

[
f(x)(1− h) +

h

(c− 1)

{
c−1∑
i=0

f(i)− f(x)

}]2
which also tends to the variance n−1f(x){1− f(x)} of the naive estimator when h→ 0.

3. Kernel choice and bandwidth selection
In this section, we will consider the kernel choice and the bandwidth selection pro-

blems which occur generally in nonparametric estimation.

3.1. Kernel choice
The ideal discrete kernel satisfies

Kid = arg min
K

MISE(n, h,K, f) = hid(n,K, f).

Since the discrete (associated) kernel Kx,h depends on the support T of f and also on
each target x ∈ T, we have to restrict us to a specific class of discrete kernels for realizing
the optimization.

Thus, without loss of generality, we consider two random variables K[1]
x,h and K[2]

x,h

connecting to discrete associated kernels (of first or second order) K[1]
x,h and K[2]

x,h on

comparable supports S[1]x and S[2]x respectively. Up to

E(K[1]
x,h) = E(K[2]

x,h), ∀x ∈ T and h > 0,

the discrete kernel K [1] is said to be better than the discrete kernel K [2] if and only if

Var(K[1]
x,h) ≤ Var(K[2]

x,h).
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After all, for h > 0 and a p.m.f.f , the choice of a discrete kernel depends on the
sample size n. For n large, the Dirac type kernel or a discrete associated kernel like
discrete triangular kernel will be sufficient to get a good discrete estimating. Concerning
small sample sizes for which the Dirac type kernel is not appropriate, the use of a discrete
kernel of first order or a discrete associated kernel is more interesting.

3.2. Bandwidth selection methods
Similarly, the bandwidth selection is generally realized in the sense of MISE by ap-

proaching the ideal value of the bandwidth defined as

hid = arg min
h>0

MISE(n, h,K, f) = hid(n,K, f).

Several methods already existing for continuous kernels can be adapted to the discrete
case as the classical least-squares cross-validation method ; see, for example, [3], [15]
and references therein. We simply propose two procedures for the bandwidth selection
without making here a study on their consistencies : cross-validation and Bayesian proce-
dures.

Cross-validation technique
For a given discrete kernel Kx,h with x ∈ T and h > 0, we can prove that the optimal

bandwidth hcv of h is obtained by cross-validation as

hcv = arg min
h>0

CV (h),

where

CV (h) =
∑
x∈T
{f̂n(x)}2 − 2

n

n∑
i=1

f̂n,−i(Xi)

=
∑
x∈T

{
1

n

n∑
i=1

Kx,h(Xi)

}2

− 2

n(n− 1)

n∑
i=1

∑
j 6=i

KXi,h(Xj)

with f̂n,−i(y) = (n− 1)−1
∑
j 6=i

Ky,h(Xj) being computed as f̂n(y) by excluding the ob-

servation Xi. This method is applied to all the estimators (2) with discrete kernels cited
in this paper, independently on the support T of f to be estimated.
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Figure 6 – Cross-validation function curve.

Bayesian approach
The Bayesian approach for bandwidth selection when using binomial kernel has been

introduced in [29] where the authors investigated three different procedures : global, local
and adaptive. In terms of integrated squared error and execution times, the local Bayesian
outperforms the other Bayesian procedures. In the local Bayesian framework, the variable
bandwidth is treated as parameter with prior π(.). Under squared error loss function, the
Bayesian bandwidth selector is the posterior mean [29].

First, as we have mentioned above, f(x) can be approximated by

f(x|h) = fh(x) =
∑
y∈T

f(y)Bx,h(y) = E{Bx,h(Υ)},
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where Bx,h is the binomial kernel and Υ is a random variable with p.m.f. f . Now, consi-
dering h as a scale parameter for fh(x), the local approach consists of using fh(x) and
constructing a Bayesian estimator for h(x).

Indeed, let π(h) denotes the beta prior density of h. By the Bayes theorem, the poste-
rior of h at the point of estimation x takes the form

π(h|x) =
fh(x)π(x)∫
fh(x)π(h)dh

.

Since fh is unknown, we use f̂h as natural estimator of fh, and hence we can estimate the
posterior by

π(h|x,X1, X2, . . . , Xn) =
f̂h(x)π(x)∫
f̂h(x)π(h)dh

.

Under the squared error loss, the Bayes estimator of the smoothing parameter h(x) is the
posterior mean and is given by

ĥn(x) =

∫
hπ̂(h|x,X1, X2, . . . , Xn)dh.

4. The package
In this section, we will illustrate the package Disake through the functions that we

implemented.

4.1. Implemented functions
The R package Disake contains eight functions. The functions dak, pmfe, bwcv are

implemented in the first version of the package while kf , kpmfe, CV bw, Baysbw,
sumry are in the second version. In Table 1 we can find a description of some functions.

Tableau 1 – Summary of contents of the package

Function Description
dak Discrete associate kernel function for standard kernels
pmfe Probability mass function estimator when using standard kernels
CV bw Cross-validation function
Baysbw Bayesian procedure to select the bandwidth when using binomial kernel
sumry Summary function of the results of computations.

The function dak corresponds to the discrete associated kernel function. Three options
are allowed for the kernel function : "bino" for binomial, "pois" for Poisson and "nebi"
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for the negative binomial kernel. As for dak, kf computes the discrete associated ker-
nel function for DiracDU ("dirdu"), discrete triangular ("triang") and binomial ("bino")
kernels. The following code helps to plot graphics as shown in Figure 3.

R > x<-4

R > h<-0.1

R > y<-0:10

R > k_d<-dak(x,y,h,"bino")

R > plot(y,k_d,pch=18,xlab="y",ylab="Prob(y)")

R > lines(y,k_d, pch=18,lty=2)

The functions pmfe and kpmfe compute the p.m.f. estimator. As for dak and kf
functions, three options are also available in each function for the kernel. The function
bwcv as well as the CV bw computes the bandwidth using the cross-validation method.
The same possibilities occur here for the kernel : "pois", "nebi", "bino", "triang" and
"dirdu".

When using binomial kernel, two functions are available to select the appropriate
bandwidth : CV bw and Baysbw. The last function Baysbw computes the bandwidth
through the local Bayesian procedure. In the binomial case, one needs to precise the type
of bandwidth selection : "CV" for cross-validation technique and "bays" for Bayesian
procedure. The function sumry gives a summary of the results of computation given a
sample and a kernel. It returns the value of the bandwidth parameter hn, the normalizing
constant Cn, the values of the empirical distribution f0 at each point of the support Sx
and the values of estimated p.m.f. fn after normalization.

Notice that one can also use his own bandwidth in the sumry function.

4.2. Illustrations
In this section, we illustrate some previous results. We first use simulated data from

a mixture of two Poisson distributions with respective means µ1 = 0.6 and µ2 = 9 ; we
will also use real data from Algerian football Championship and national Cup [29].

Simulated data
In the following example, we illustrate some functions of the package using a sample

of 60 simulated data from a mixture of two Poisson distributions with respective means
µ1 = 0.6 and µ2 = 9 with proportions 0.3 and 0.7 respectively :

f(x) = 0.3
e−0.60.6x

x!
+ 0.7

e−99x

x!
, x ∈ N.

This probability mass function f defined on N has a bimodality with the maximum at
x = 0 (f(0) = 0.164), a local minimum at x = 3 (f(3) = 0.016), a local maximum at
x = 8 (f(8) = 0.092), and a tail from x = 24.
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The plot shown in Figure 1 reveals that the empirical estimator is not appropriate for
small or moderate data because it does not smooth and estimate well. Contrary to the
naive estimator, the Poisson and negative binomial kernels are smoothing well, but do not
give a good approximation of the function at each point of the support ; while estimating
the value of f at x, these kernels take into account many points and even where there is
no observation in the sample. The binomial kernel is the one which not only smooths well
but also gives a good estimation as shown in Figure 1.

All computations were done by using the R software [18]. The intersection points as
shown in Figure 2 between the MISE curves of the discrete binomial kernel estimator
and the MISE of the naive estimator point out the superior limit of n (depending on the
distribution function and the bandwidth) for which this estimator is more efficient than
the naive. Beyond this limit, the naive estimator is better and its MISE tends to 0. Among
estimators (2) with standard discrete kernels, the binomial one is more interesting than the
other kernels. Its MISE curve does not converge but it is the appropriate kernel for small
samples. Figures 5 and 2 show that for large sample, we need to use the naive estimator
or a discrete triangular kernel. One can see in Figure 1 that for (x > 23), estimators using
Poisson and negative binomial continue to give an estimation of the distribution at these
points even if there is no observation.

Since, there is no procedure in R to simulate data from a mixture of Poisson, we wrote
a simple function to perform it. The function rsimpois(n, λ1, λ2, p, 1 − p) creates data
of size n from a mixture of two Poisson distributions with means λ1, λ2 and proportions
p, 1− p respectively.

The following code computes the cross-validation bandwidth, using the binomial asso-
ciated kernel for a sample of 60 simulated data from a mixture of two Poisson distributions
with respective means µ1 = 0.6 and µ2 = 9.

R > Vec <- rsimpois(60,0.6,9,0.3,0.7)

R > bws <- seq(0,1,by=0.001)

R > CV <- bwcv(Vec,bws,"bino")

R > CV$CV_bw

[1] 0.081

and one can plot the cross-validation function shown in Figure 6 using the following code :

R > plot(bws,CV$CV,type="l")

Real data
Some nonparametric estimation f of the distribution of count data from the Algerian

football championship have been realized (Table 2) in [29] .
The authors did not compare the three standard discrete kernels to smooth this distri-

bution but investigated another approach to select the bandwidth for binomial kernel only.
We will use the three standard discrete kernel estimators and then compare them. Figure
7 shows the discrete smoothing of that distribution of real data. Once more, it points out
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that the binomial kernel with bandwidth obtained by local Bayesian procedure is better
the other kernels.

Tableau 2 – Number of goals per player in the Algerian football competitions with sample
size n = 69 (season 2009 - 2010) [29].

Goals 0 1 2 3 4 5 6 7 8 9 10 11
Players 1 2 3 5 5 4 4 3 4 5 4 4
Goals 12 13 14 15 16 17 18 19 20 21 22 23

Players 3 2 2 2 2 3 3 3 2 1 1 1

For this specific data, we also realized that the cross validation does not give a good
result (the curve is not very sympathetic). It has the minimum very closed to 1. Thus, it
seems that the estimated value of the distribution at each point x is the empirical value
of the distribution at x + 1. Instead of using cross-validation to select the bandwidth,
[29] introduced a local Bayesian approach where the bandwidth h is treated as a random
variable. It can be seen in Figure 7 that this method is better than the cross-validation
technique. Smoothing through this discrete triangular kernel does respect the multimo-
dality of the distribution ; but the estimating of the function at each point of the support is
not good. Smoothing these data through Poisson and negative binomial kernels does not
respect the muldimodality of the distribution. Thus, we will not get all the information
about the distribution if we fit the data with one of these last three kernels estimators.

5. Conclusion
The Disake package completes the study of discrete kernels estimators introduced for

nonparametric estimation of probability mass function. Figures 1 and 7 show the impor-
tance of the kernel choice as well as the bandwidth selection. In fact, there is a kernel
effect : for small samples, the empirical estimator is not appropriate to estimate the pro-
bability mass function. We, then, need a discrete associated kernel like binomial, Poisson
or negative binomial. But theoretical studies and simulations show that binomial kernel
is the only one which smooths and estimates well. Poisson and negative binomial kernels
can smooth well but do not estimate as well as the binomial kernel. In practice, the bino-
mial kernel is the appropriate kernel for small size count data. For large samples size, the
naive kernel or a discrete triangular is more indicated [11].

The new version of Disake package [28], includes discrete triangular and DiracDU
kernels. It also contains functions to handle the bandwidth selection problems through
cross-validation and local Bayesian procedures. We plan also to extend Disake to regres-

20  ARIMA, CRI'2013 - volume 19 - 2015

ARIMA, CRI'2013



0 5 10 15 20 25

0.
00

0.
02

0.
04

0.
06

0.
08

0.
10

Binomial and cross−validation

x

E
st

im
at

io
n

True dist.
Binom.

0 5 10 15 20 25
0.

00
0.

02
0.

04
0.

06
0.

08
0.

10

Binomial and Local Bayesian

x

True dist.
Binom.

0 5 10 15 20 25

0.
00

0.
02

0.
04

0.
06

0.
08

0.
10

Discrete Triangular and cross−validation

x

True dist.
Triang. a=1

0 5 10 15 20 25

0.
00

0.
02

0.
04

0.
06

0.
08

0.
10

Discrete Triangular and cross−validation

x

True dist.
Triang. a=2

Figure 7 – Smoothing of Number of goals per player in the Algerian football competi-
tions with sample size n = 69 (season 2009 - 2010) of Table 2 using standard discrete
associated kernels.

sion estimation. Thus, we will have a complete overview of discrete associated kernel
estimators in the case of univariate data. The case of multivariate data needs also to be
taken in consideration. We think that Disake package can be of interest to nonparametric
practitioners of different scientific fields.
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