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#### Abstract

We present a Lagrangian decomposition approach for the Knapsack Constrained Maximum Spanning Tree problem yielding upper bounds as well as heuristic solutions. This method is further combined with an evolutionary algorithm to a sequential hybrid approach. Experimental investigations, including a comparison to a previously suggested simpler Lagrangian relaxation based method, document the advantages of the new approach. Most of the upper bounds derived by Lagrangian decomposition are optimal, and together with the evolutionary algorithm, large instances with up to 12000 nodes can be either solved to provable optimality or with a very small remaining gap in reasonable time.


## 1 Introduction

The Knapsack Constrained Maximum Spanning Tree (KCMST) problem has been introduced by Yamamato and Kubo [1]. It arises in practice in certain situations where the aim is to design a profitable communication network under a strict limit on total costs for cable laying or similar resource constraints.

We are given an undirected connected graph $G=(V, E)$ with node set $V$ and edge set $E \subseteq V \times V$ representing all possible connections. Each edge $e \in E$ has associated a weight $w_{e} \in \mathbb{Z}_{+}$(corresponding to costs) and a profit $p_{e} \in \mathbb{Z}_{+}$. In addition, a weight limit (capacity) $c>0$ is specified. A feasible KCMST is a spanning tree $T \subseteq E$ on $G$, i.e. a cycle-free subgraph connecting all nodes, whose weight $\sum_{e \in T} w_{e}$ does not exceed $c$. The objective is to find a KCMST with maximum total profit $\sum_{e \in T} p_{e}$. More formally, we can introduce binary variables $x_{e}, \forall e \in E$, indicating which edges are part of the solution, i.e. $x_{e}=1 \leftrightarrow e \in T$ and $x_{e}=0$ otherwise, and write the KCMST problem as:

$$
\begin{equation*}
\max p(x)=\sum_{e \in E} p_{e} x_{e} \tag{1}
\end{equation*}
$$

$$
\begin{array}{ll}
\text { s. t. } & x \text { represents a spanning tree } \\
& \sum_{e \in E} w_{e} x_{e} \leq c \\
& x_{e} \in\{0,1\} \tag{4}
\end{array}
$$

Obviously, the problem represents a combination of the classical minimum spanning tree problem (with changed sign in the objective function) and the classical $0-1$ knapsack problem due to constraint (3). Yamada et al. [2] gave a proof for the KCMST problem's $\mathcal{N} \mathcal{P}$-hardness.

After summarizing previous work for this problem in the next section, we present a Lagrangian decomposition approach in Section 3. It is able to yield tight upper bounds as well as lower bounds corresponding to feasible heuristic solutions. Section 4 describes an evolutionary algorithm for the KCMST problem utilizing the edge-set representation. Section 5 explains how this evolutionary algorithm can be effectively combined with the Lagrangian decomposition approach in a sequential manner. Experimental results are presented in Section 6. They document the excellent performance of the whole hybrid system, which is able to solve almost all test instances with graphs of up to 12000 nodes to provable optimality or with a very small gap in reasonable time.

## 2 Previous Work

While numerous algorithms and studies exist for the standard minimum spanning tree problem, the 0-1 knapsack problem, and various related constrained network design problems, we are only aware of the following literature specifically addressing the KCMST problem.

Yamamato and Kubo [1] introduced this problem, but neither proved $\mathcal{N} \mathcal{P}$ hardness nor presented any solution algorithms. This was first done by Yamada et al. [2]. They described a Lagrangian relaxation approach in which the knapsack constraint (3) is relaxed, yielding the simple maximum spanning tree problem which can be solved efficiently. The Lagrangian dual problem of finding a best suited Lagrangian multiplier for the relaxed weight constraint is solved by a simple bisection method. The Lagrangian relaxation approach also yields feasible heuristic solutions, which are further improved by a 2 -opt local search. In order to also determine provable optimal solutions for instances of restricted size, the Lagrangian relaxation is embedded in a branch-and-bound framework. While the approach is able to optimally solve instances with up to 1000 nodes and 2800 edges when edge weights and profits are uncorrelated, performance degrades substantially in the correlated case.

The only other work for the KCMST problem we are aware of is the first author's master thesis [3]. It formed the basis for this article, and we refer to it for further details, in particular for more computational results.

The problem also exists in its minimization version [4], for which Jörnsten and Migdalas document the superiority of Lagrangian decomposition, and subsequently solving each subproblem to optimality, for generating valid bounds [5].

## 3 Lagrangian Decomposition for the KCMST Problem

Lagrangian relaxation is a commonly used technique from the area of mathematical programming to determine upper bounds for maximization problems. Though the solutions obtained are in general infeasible for the original problem, they can lend themselves to create feasible solutions and thus to derive lower bounds, too. For a general introduction to Lagrangian relaxation, see [6-8]. Lagrangian Decomposition (LD) is a special variant that can be meaningful when there is evidence of two or possibly more intertwined subproblems, and each of them can be efficiently solved on its own by specialized algorithms.

As the KCMST problem is a natural combination of the maximum spanning tree problem and the $0-1$ knapsack problem, we apply LD by aiming at such a partitioning. For this purpose, we split variables $x_{e}, \forall e \in E$, by introducing new variables $y_{e}$ and including linking constraints, leading to the following equivalent reformulation:

$$
\begin{array}{lll}
\max & p(x)=\sum_{e \in E} p_{e} x_{e} & \\
\text { s. t. } & x \text { represents a spanning tree } & \\
& \sum_{e \in E} w_{e} y_{e} \leq c & \\
& x_{e}=y_{e} & \forall e \in E \\
& x_{e}, y_{e} \in\{0,1\} & \forall e \in E \tag{9}
\end{array}
$$

The next step is to relax the linking constraints (8) in a Lagrangian fashion using Lagrangian multipliers $\lambda_{e} \in \mathbb{R}, \forall e \in E$. By doing so we obtain the Lagrangian decomposition of the original problem, denoted by KCMST-LD $(\lambda)$ :

$$
\begin{equation*}
\max p(x)=\sum_{e \in E} p_{e} x_{e}-\sum_{e \in E} \lambda_{e}\left(x_{e}-y_{e}\right) \tag{10}
\end{equation*}
$$

s. t. $x$ represents a spanning tree

$$
\begin{equation*}
\sum_{e \in E} w_{e} y_{e} \leq c \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
x_{e}, y_{e} \in\{0,1\} \quad \forall e \in E \tag{12}
\end{equation*}
$$

Stating KCMST-LD $(\lambda)$ in a more compact way and emphasizing the now independent subproblems yields

$$
\begin{align*}
& (\mathrm{MST}) \max \left\{(p-\lambda)^{T} x \mid x \hat{=} \text { a spanning tree, } x \in\{0,1\}^{E}\right\}+  \tag{14}\\
& (\mathrm{KP}) \max \left\{\lambda^{T} y \mid w^{T} y \leq c, y \in\{0,1\}^{E}\right\} \tag{15}
\end{align*}
$$

For a particular $\lambda$, the maximum spanning tree (MST) subproblem (14) can be efficiently solved by standard algorithms. In our implementation we apply Kruskal's algorithm [9] based on a union-find data structure when the underlying graph is sparse and Prim's algorithm [10] utilizing a pairing heap with dynamic
insertion [11] for dense graphs. The 0-1 knapsack subproblem (15) is known to be weakly $\mathcal{N} \mathcal{P}$-hard, and practically highly efficient dynamic programming approaches exist [12], whereas we apply the COMBO algorithm [13].

It follows from Lagrangian relaxation theory that for any choice of Lagrangian multipliers $\lambda$, the optimal solution value to $\operatorname{KCMST}-\operatorname{LD}(\lambda)$, denoted by $v(\operatorname{KCMST}-\operatorname{LD}(\lambda))$, is always at least as large as the optimal solution value of the original KCMST problem, i.e., $\operatorname{KCMST}-\operatorname{LD}(\lambda)$ provides a valid upper bound. To obtain the tightest (smallest) upper bound, we have to solve the Lagrangian dual problem:

$$
\begin{equation*}
\min _{\lambda \in \mathbb{R}^{E}} v(\operatorname{KCMST}-\operatorname{LD}(\lambda)) \tag{16}
\end{equation*}
$$

This dual problem is piecewise linear and convex, and standard algorithms like an iterative subgradient approach can be applied for (approximately) solving it. More specifically, we use the volume algorithm [14] which has been reported to outperform standard subgradient methods in many cases including set covering, set partitioning, max cut, and Steiner tree problems [15]. In fact, preliminary tests on the KCMST problem also indicated its superiority over a standard subgradient algorithm [3]. The volume algorithm's name is inspired by the fact that primal solutions are considered and that their values come from approximating the volumes below the active faces of the dual problem.

### 3.1 Strength of the Lagrangian Decomposition

According to integer linear programming theory, Lagrangian relaxation always yields a bound that is at least as good as the one obtained by the corresponding linear programming (LP) relaxation. The Lagrangian relaxation's bound can be substantially better when the relaxed problem does not fulfill the integrality property, i.e., the solution to the LP relaxation of the relaxed problem - KCMST$\mathrm{LD}(\lambda)$ in our case - is in general not integer.

For seeing whether or not this condition is fulfilled here, we have to consider both independent subproblems. Compact models having the integrality property exist for MST, see e.g. [16]. Furthermore, the integrality property is obviously not fulfilled for the knapsack subproblem. Thus, we may expect to obtain bounds that are better than those from the linear programming relaxation of KCMST.

In comparison, in the Lagrangian relaxation approach from [2] the knapsack constraint is relaxed and only the MST problem remains. This approach therefore fulfills the integrality property and, thus, is in general weaker than our LD.

We further remark that the proposed LD can in principle be strengthened by adding the cardinality constraint $\sum_{e \in E} y_{e}=|V|-1$ to the knapsack subproblem. The resulting cardinality constrained knapsack problem is still only weakly $\mathcal{N} \mathcal{P}$ hard, and pseudo-polynomial algorithms based on dynamic programming are known for it [12]. Our investigations indicate, however, that the computational demand required for solving this refined formulation is in practice substantially higher and does not pay off the typically only small quality increase of the obtained bound [3].

### 3.2 Deriving Lower Bounds

In some iterations of the volume algorithm, the obtained spanning tree is feasible with respect to the knapsack constraint and can be directly used as a lower bound, hence resulting in a simple Lagrangian heuristic. In order to further improve such solutions this heuristic is strengthened by consecutively applying a local search based on the following edge exchange move.

1. Select an edge $(u, v) \in E \backslash T$ to be considered for inclusion (see below).
2. Determine the path $P \subseteq T$ connecting nodes $u$ and $v$ in the current tree. Including $e$ in $T$ would yield the cycle $P \cup\{(u, v)\}$.
3. Identify a least profitable edge $\tilde{e} \in P$ that may be replaced by $(u, v)$ without violating the knapsack constraint:

$$
\begin{equation*}
\tilde{e}=\operatorname{minarg}\left\{p_{e} \mid e \in E \wedge w(T)-w_{e}+w_{(u, v)} \leq c\right\}, \tag{17}
\end{equation*}
$$

where $w(T)=\sum_{e \in T} w_{e}$. In case of ties, an edge with largest weight is chosen.
4. If replacing $\tilde{e}$ by $(u, v)$ improves the solution, i.e. $p_{\tilde{e}}<p_{(u, v)} \vee\left(p_{\tilde{e}}=p_{(u, v)} \wedge\right.$ $\left.w_{\tilde{e}}>w_{(u, v)}\right)$, perform this exchange.

For selecting edge $(u, v)$ in step 1 we consider two possibilities:
Random selection: Randomly select an edge from $E \backslash T$.
Greedy selection: At the beginning of the local search, all edges are sorted according to decreasing $p_{e}^{\prime}=p_{e}-\lambda_{e}$, the reduced profits used to solve the MST subproblem. Then, in every iteration of local search, the next less profitable edge not active in the current solution is selected. This results in a greedy search where every edge is considered at most once.

Since Lagrangian multipliers are supposed to be of better quality in later phases of the optimization process, local search is only applied when the ratio of the incumbent lower and upper bounds is larger than a certain threshold $\tau$. Local search stops after $\rho$ consecutive non-improving iterations have been performed.

## 4 A Suitable Evolutionary Algorithm

Evolutionary algorithms (EAs) have often proven to be well suited for finding good approximate solutions to hard network design problems. In particular for constrained spanning tree problems, a large variety of EAs applying very different representations and variation operators have been described, see e.g. [17] for an overview.

Here, we apply an EA based on a direct edge-set representation for heuristically solving the KCMST problem, since this encoding and its corresponding variation operators are known to provide strong locality and heritability. Furthermore, variation operators can efficiently be applied in time that depends (almost) only linearly on the number of nodes. In fact, our EA closely follows the description of the EA for the degree constrained minimum spanning tree
problem in [17]. Only the initialization and variation operators are adapted to conform with the knapsack constraint.

The general framework is steady-state, i.e. in each iteration one feasible offspring solution is created by means of recombination, mutation, and eventually local improvement, and it replaces the worst solution in the population. Duplicates are not allowed in the population; they are always immediately discarded. The EA's operators work as follows.

Initialization. To obtain a diversified initial population, a random spanning tree construction based on Kruskal's algorithm is used. Edges are selected with a bias towards those with high profits. The specifically applied technique is exactly as described in [17]. In case a generated solution is infeasible with respect to the knapsack constraint, it is stochastically repaired by iteratively selecting a not yet included edge at random, adding it to the tree, and removing an edge with highest weight from the induced cycle.
Recombination. An offspring is derived from two selected parental solutions in such a way that the new solution candidate always exclusively consists of inherited edges: In a first step all edges contained in both parents are immediately adopted. The remaining parental edges are merged into a single candidate list. From this list, we iteratively select edges by binary tournaments with replacement favoring high-profit edges. Selected edges are included in the solution if they do not introduce a cycle; otherwise, they are discarded. The process is repeated until a complete spanning tree is obtained. Finally, its validity with respect to the knapsack constraint is checked. An infeasible solution is repaired in the same way as during initialization, but only considering parental edges for inclusion.
Mutation. We perform mutation by inserting a randomly selected new edge and removing another edge from the introduced cycle. The choice of the edge to be included is biased towards high-profit edges by utilizing a normallydistributed rank-based selection as described in [17]. The edge to be removed from the induced cycle is chosen at random among those edges whose removal would retain a feasible solution.
Local Search. With a certain probability, a newly derived candidate solution is further improved by the local search procedure described in Section 3.2.

## 5 Hybrid Lagrangian Evolutionary Algorithm

Preliminary tests clearly indicated that the EA cannot compete with the performance of LD in terms of running time and solution quality. However, following similar ideas as described in [15] for the price-collecting Steiner tree problem, we can successfully apply the EA for finding better final solutions after performing LD. Hereby, the EA is adapted to exploit a variety of (intermediate) results from LD. In detail, the following steps are performed after LD has terminated and before the EA is executed:

1. If the profit of the best feasible solution obtained by LD corresponds to the determined upper bound, we already have an optimal solution. No further actions are required.
2. For the selection of edges during initialization, recombination, and mutation of the EA, original edge profits $p_{e}$ are replaced by reduced profits $p_{e}^{\prime}=p_{e}-\lambda_{e}$. In this way, Lagrangian dual variables are exploited, and the heuristic search emphasizes the inclusion of edges that turned out to be beneficial in LD.
3. The edge set to be considered by the EA is reduced from $E$ to a subset $E^{\prime}$ containing only those edges that appeared in any of the feasible solutions encountered by LD. For this purpose, LD is extended to mark these edges.
4. The best feasible solution obtained by LD is included in the EA's initial population.
5. Finally, the upper bound obtained by LD is passed to the EA and exploited by it as an additional stopping criterion: When a solution with a corresponding total profit is found, it is optimal and the EA terminates.

## 6 Experimental Results

The described algorithms have been tested on a large variety of different problem instances, and comparisons have been performed in particular with the previous Lagrangian relaxation based method from [2]. This section summarizes most important results; more details can be found in [3]. All experiments were run on a 1.6 GHz Pentium M PC with 1.25 GB RAM.

As in [2], we consider instances based on random complete graphs $\mathrm{K}_{|V| \gamma}$ and planar graphs $\mathrm{P}_{|V|,|E| \gamma}$. Since we could not obtain the original instances, we created them in the same way by our own. In addition we constructed larger maximal planar graphs $\mathrm{P}_{|V| \gamma}$. Parameter $\gamma$ represents the type of correlation between profits and weights:
uncorrelated ('u'): $p_{e}$ and $w_{e}, e \in E$, are independently chosen from the integer interval [1,100];
weakly correlated (' $\mathbf{w}$ '): $w_{e}$ is chosen as before, and $p_{e}:=\left\lfloor 0.8 w_{e}+v_{e}\right\rfloor$, where $v_{e}$ is randomly selected from $[1,20]$;
strongly correlated ('s'): $w_{e}$ is chosen as before, and $p_{e}:=\left\lfloor 0.9 w_{e}+10\right\rfloor$.
For details on the methods used to construct the (maximal) planar graphs, we refer to $[2,3]$. In case of complete graphs, the knapsack capacity is $c=20 \cdot|V|-20$, in case of (maximal) planar graphs $c=35 \cdot|V|$. For each combination of graph type, graph size, and correlation, 10 instances have been considered.

We show and compare results for the Lagrangian relaxation (LR), Lagrangian relaxation with local search (LR+LS), and associated branch-and-bound (B\&B) from [2], our Lagrangian decomposition with the simple primal heuristic (LD) and optionally local search (LD+LS), and the combination of LD and the EA ( $\mathrm{LD}+\mathrm{LS}+\mathrm{EA}$ ).

Robust settings for strategy parameters have been determined by preliminary tests. For the results presented here the following setup has been used.

The volume algorithm within the LD approach terminates when either the lower and upper bounds become identical and, thus, an optimal solution has been reached, or when the upper bound did not improve over the last 500 iterations in case of planar graphs and 1000 iterations in case of complete graphs. For completeness, we provide the following further details for the volume algorithm based on its description in [14]: The target value $T$ always is updated by $T:=$ $0.95 L B$ and $T:=0.475(L B+U B)$ for planar and complete graphs, respectively, with the exception $T:=0.95 T$ iff $U B<1.05 T$. Parameter $f$ is initialized with 0.1 and multiplied by 0.67 after 20 consecutive red iterations when $f>10^{-8}$ in case of planar graphs and $f>10^{-6}$ for complete graphs and is multiplied by 1.1 after a green iteration when $f<1$. Factor $\alpha$ is initialized with 0.1 and it is checked after every 100 and 200 iterations in case of planar and complete graphs, respectively, if the upper bound decreased less than $1 \%$; if so and $\alpha>10^{-5}$ then $\alpha:=0.85 \alpha$. All these update rules are similar to those used in [15].

For the optional local search, greedy edge selection is used for complete graphs and random edge selection for all others. The application threshold is set to $\tau=0.99$. As maximum number of iterations without improvement, $\rho=200$ is used in case of uncorrelated and weakly correlated planar graphs, and $\rho=100$ in all other cases.

For the EA, the population size is 100 , binary tournament selection is used, and recombination and mutation are always applied. For the biasing towards edges with higher profits, parameters $\alpha$ and $\beta$ (see [17]) are both set to 1.5. Local search is performed with random edge selection for each new candidate solution with a probability of $20 \%$ with $\rho=50$ and a maximum of 5000 total iterations for graphs having less than 8000 nodes and 10000 total iterations for larger graphs.

Results on planar and complete graphs are shown in Table 1. For LR, LR+LS, and $B \& B$, they are adopted from [2]. Average values based on 10 different instances are printed. Columns $L B$ show obtained lower bounds, i.e. the objective values of the best feasible solutions. Upper bounds $(U B)$ are expressed in terms of the relative gap to these lower bounds: $\operatorname{gap}=(U B-L B) / L B$; corresponding standard deviations are listed in columns $\sigma_{\text {gap }}$. Columns $O p t$ show numbers of instances (out of 10) for which the gap is zero and, thus, optimality has been proven. Average CPU-times for the runs are printed in columns $t$ in seconds, and the average numbers of iterations of the volume algorithm in columns iter.

With respect to the CPU-times listed for branch-and-bound, we remark that they were measured on an IBM RS/6000 44P Model 270 workstation, and therefore, they cannot directly be compared with the times from our methods. The maximum time limit for $B \& B$ was 2000 seconds.

Most importantly, we can see that LD obtains substantially smaller gaps than both, LR and LR+LS. In fact, LD's average gaps are never larger than $0.063 \%$, and for a large number of instances, optimality is already proven. On the remaining instances, enhancing LD by applying local search is beneficial; in most cases gaps are significantly reduced, and a few more instances could be solved to proven optimality. Overall, only 40 out of 330 instances remain, for

Table 1. Results of Lagrangian algorithms on planar and complete graphs.

which $\mathrm{LD}+\mathrm{LS}$ was not able to find optimal solutions and prove their optimality. As already observed in [2], strongly correlated instances are typically harder to solve than uncorrelated ones.

A comparison of the heuristic solutions obtained from LD+LS with solutions from an exact approach ${ }^{3}$ further indicated that almost all of them are actually optimal; LD + LS just cannot prove their optimality since the upper bounds were not tight enough. As a consequence, additionally applying the EA after LD+LS was not very meaningful for these instances. Tests not shown here confirmed that only in rare cases, gaps could further be reduced by the EA.

Our LD is extremely fast, needing for none of these instances more than seven seconds. The time overhead introduced by local search is also only very moderate, in particular since the improved heuristic solutions implied a faster convergence of the volume algorithm.

In order to investigate the usefulness of the proposed LD+LS+EA hybrid, we now turn to the larger maximal planar graphs, for which Table 2 presents

[^0]results. For the EA, we additionally list the average number of EA iterations iter $_{\text {EA }}$, the relative amount of edges discarded after performing LD red $=(|E|-$ $\left.\left|E^{\prime}\right|\right) /|E| \cdot 100 \%$, and the number of optimal solutions $O p t_{\mathrm{EA}}$, among $O p t$, found by the EA.

Again, the solutions obtained by LD are already quite good and gaps are in general small. The inclusion of local search clearly increases the number of optimal solutions found, leaving only 21 out of all 180 instances for which optimality is not yet proven. The hybrid approach (LD+LS+EA) works almost perfectly: Gaps are reduced to zero, and thus proven optimal solutions are achieved for all but three instances. The values in column $O p t_{\mathrm{EA}}$ document that the EA plays a significant role in finally closing gaps. The three remaining instances are solved with gaps less than $0.00003 \%$.

In general, results of Tables 1 and 2 indicate that it is harder to close the optimality gap for smaller than for larger instances. One reason seems to be that with increasing graph size, more edges have the same profit and weight values. Tests on other types of instances, with differently determined profits and weights, are therefore interesting future work.

## 7 Conclusions

We presented a Lagrangian decomposition approach for the $\mathcal{N} \mathcal{P}$-hard KCMST problem to derive upper bounds as well as heuristic solutions. Experimental results on large graphs revealed that the upper bounds are extremely tight, in fact most of the time even optimal. Heuristic solutions can be significantly improved by applying a local search, and many instances can be solved to provable optimality already in this way.

For the remaining, larger instances, a sequential combination of LD with an evolutionary algorithm has been described. The EA makes use of the edgeset encoding and corresponding problem-specific operators and exploits results from LD in several ways. In particular, the graph is shrunk by only considering edges also appearing in heuristic solutions of LD, Lagrangian dual variables are exploited by using final reduced costs for biasing the selection of edges in the EA's operators, and the best solution obtained from LD is provided to the EA as seed in the initial population.

Computational results document the effectiveness of the hybrid approach. The EA is able to close the gap and provide proven optimal solutions in almost all of the remaining difficult cases. Hereby, the increase in running time one has to pay is only moderate.

The logical next step we want to pursue is to enhance the branch-and-bound method from [2] by also utilizing the more effective LD or even the hybrid LD/EA instead of the simple Lagrangian relaxation.

In general, we believe that such combinations of Lagrangian relaxation and metaheuristics like evolutionary algorithms are highly promising for many combinatorial optimization tasks. Future work therefore includes the consideration
Table 2. Results of Lagrangian and hybrid algorithms on maximal planar graphs.

of further problems, but also the closer investigation of other forms of collaboration between Lagrangian relaxation based methods and metaheuristics, including intertwined and parallel models.

## References

1. Yamamato, Y., Kubo, M.: Invitation to the Traveling Salesman's Problem (in Japanese). Asakura, Tokyo (1997)
2. Yamada, T., Watanabe, K., Katakoa, S.: Algorithms to solve the knapsack constrained maximum spanning tree problem. Int. Journal of Computer Mathematics 82(1) (2005) 23-34
3. Pirkwieser, S.: A Lagrangian Decomposition Approach Combined with Metaheuristics for the Knapsack Constrained Maximum Spanning Tree Problem. Master's thesis, Vienna University of Technology, Institute of Computer Graphics and Algorithms (October 2006)
4. Aggarwal, V., Aneja, Y., Nair, K.: Minimal spanning tree subject to a side constraint. Comput. \& Operations Res. 9(4) (1982) 287-296
5. Jörnsten, K., Migdalas, S.: Designing a minimal spanning tree network subject to a budget constraint. Optimization 19(4) (1988) 475-484
6. Fisher, M.L.: The Lagrangian Relaxation Method for Solving Integer Programming Problems. Management Science 27(1) (1981) 1-18
7. Fisher, M.L.: An application oriented guide to Lagrangean Relaxation. Interfaces 15 (1985) 10-21
8. Beasley, J.E.: Lagrangian relaxation. In Reeves, C.R., ed.: Modern Heuristic Techniques for Combinatorial Problems. John Wiley \& Sons, Inc., New York (1993) 243-303
9. Kruskal, J.B.: On the shortest spanning subtree of a graph and the travelling salesman problem. In: Proc. of the AMS. Volume 7. (1956) 48-50
10. Prim, R.C.: Shortest connection networks and some generalizations. Bell Systems Technology Journal 36 (1957) 1389-1401
11. Fredman, M.L., Sedgewick, R., Sleator, D.D., Tarjan, R.E.: The pairing heap: a new form of self-adjusting heap. Algorithmica 1(1) (1986) 111-129
12. Kellerer, H., Pferschy, U., Pisinger, D.: Knapsack Problems. Springer Verlag (2004)
13. Martello, S., Pisinger, D., Toth, P.: Dynamic programming and strong bounds for the $0-1$ knapsack problem. Management Science 45 (1999) 414-424
14. Barahona, F., Anbil, R.: The volume algorithm: producing primal solutions with a subgradient method. Mathematical Programming 87(3) (2000) 385-399
15. Haouaria, M., Siala, J.C.: A hybrid Lagrangian genetic algorithm for the prize collecting Steiner tree problem. Comput. \& Operations Res. 33(5) (2006) 12741288
16. Magnanti, T.L., Wolsey, L.A.: Optimal trees. In Ball, M.O., et al., eds.: Handbooks in Operations Research and Management Science. Volume 7. Elsevier Science (1995) 503-615
17. Julstrom, B.A., Raidl, G.R.: Edge sets: an effective evolutionary coding of spanning trees. IEEE Transactions on Evolutionary Computation 7(3) (2003) 225-239

[^0]:    ${ }^{3}$ We also implemented a not yet published exact branch-and-cut algorithm, which is able to solve these instances to proven optimality.

