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A bilinear input-output model with state-dependent delay for separated flow
control

Maxime FEINGESICHT'?#, Cédric RAIBAUDO'3, Andrey POLYAKOV?#, Franck KERHERVE! >
and Jean-Pierre RICHARD!2#

Abstract—1t is proposed a first step to the model-based closed-
loop control of a separated flow. In such situations, fluid mechanics
phenomena are highly nonlinear and can be represented by means of
the Navier-Stokes equations. However, such a model still rises difficult
issues for control practice. This paper proposes an alternative, bilinear
and delayed model, the accuracy of which is studied. The identification
technique combines least-square technique with a Mesh Adaptive Direct
Search (MADS) algorithm. The main feature of the model is state
dependent structure of input delay.

I. INTRODUCTION

In transportation systems, aerodynamic loss are the most im-
portant source of energy wastage at speeds higher than 50km/h.
The need of improvement cannot be met solely through the use
of the vehicle shape, as it requires numerous tries for very few
improvement, thus being very time consuming. In such a context,
active control strategies are now expected.

Among the various strategies developed, those using pneumatic
actuators, such as air blowers, are the most encountered. In the
meantime, the preferred examined system concerns flow separating
over a two-dimensional flap (see [1], [2], [3], [4] and [5]). These
works generally study the system from the Fluid Mechanics point
of view but the application of control theory should be fruitfull to
control the opening and closing of the air blowers in an optimal
and robust way. This is only possible once the model representing
the system has been identified. Examples of separated flow control
can be found in [6], [7] and [8], however these examples suffer
from the lack of an adequate model. Modeling using Navier-Stokes
equations can be found in [9], [10] and [11].

The main issue is that the physical system studied in this paper
is known to be highly nonlinear, which is always the case in
aerodynamic studies, and also contains time delays both on state
and input due to the natural phenomenons that rule turbulent
flow and the limited speed of the flow. The first approach would
be to use partial differential equations, namely the equations of
Navier-Stockes, but this implies complicated calculations and con-
troller/observer design. The alternative we propose is to use ~’grey-
box” identification techniques so to derive a simpler model that
can be usefull for control purpose. The model we suggest is a
bilinear, delayed difference equation which is able to catch both
the nonlinear effects and diffusion delays. Such a model will be
shown to be quite realistic in an identification perspective. From
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the control point of view, predictor-based ([12]), model predictive
control (MPC, [13], [14]) and optimal control techniques ([15]) are
possible future solutions.

This paper focuses on the identification of the model based
on several experimental data sets. It presents the time delayed
input/output model. The simplest scheme for input delay estimation
is developed. The state delays identification is provided using the
well-known derivative-free minimization algorithm MADS [16].
Some results on the identification of the delays for a related system
can also be found in [17].

II. THE PHYSICAL SYSTEM

The physical system considered is a turbulent boundary layer
developing along a ramp and subjected to separation due to the
presence of a inclined flap with a sharp edge whose photography
is shown in Fig. 2 with schematics in Fig. 1. The experiments
were conducted in the LML boundary layer wind tunnel. The wind
tunnel includes a 20 m long section with constant area of 2m x
Im along which the boundary layer can develop. The maximum
free stream mean velocity and turbulence level are 10 m/s and
0.03% respectively. Under operation, the temperature is regulated
to 0.2C . Full details of the wind tunnel and its characterisation
can be found in [18]. The main flow direction is from left to right,
except in a region close to the flap where the flow is reversed
indicating the presence of a recirculation region due to a separation
of the flow away from the wall. The mean streamwise velocity
component is measured using Particle Image Velocimetry (PIV).
This is illustrated in Fig. 4. This recirculation region is mainly
responsible for aerodynamic loss. Control applications are hence
designed with the objective to reduce (or annihilate) this reversed
flow. In the present case, air blowing actuators were used. These
are located upstream of the sharp edge and consist of 22 round jets
regularly spaced in the spanwise z-direction as illustrated in Fig. 1.
Details of the set-up can be found in [1] and [18]

Real-time survey of the flow is effected thanks to wall-sensors
measuring the friction gain mounted along the inclined flap. These
are known as hot-film sensors. Again, full details of the arrange-
ments can be found in [1]. The actuators are controlled using
a pulsed voltage as command law such as illustrated in Fig.
6. In practice, such sequences are repeated continuously over a
long time: the flow is therefore repeatidly submitted to control
during which it experiences successive reattachments (actuation
on) and separation (actuation off) sequences. The friction gain is
continuously recorded during all these sequences and an averaged
response can be obtained. The latter is reported in Fig. 3. Since the
flow dynamics in the separation region is strongly dependent on
several inflow conditions, the instantaneous response of the wall-
sensor may significantly vary from this averaged response. A first
indication of how much the wall-sensor response varies may be
obtained by repeating the operation described previously. Different
sets of long measurements were effected. For each, an averaged
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Fig. 1: Schematics of the experimental set-up. Enlarged picture: ramp model. Zoom: region of the flap with locations of the hot-film

sensors and active air blowers

Fig. 2: Photography of the ramp model. The flow is coming from
the left

response of the wall-sensor is calculated and the overall data set
obtained can be used to bound the averaged response as shown in
Fig. 5.

When the actuators are activated (t=0s) contra-rotating vortices
are generated (see [1]). Due to the distance between the actuators
and the wall-sensors, a time-delay is necessary before the hot-film
can sense changes in the flow dynamics. The main effect of the
actuators is to force the flow to reattach to the flow, leading to
an increase in the friction gain. This increase is manifest when
examining the averaged hot-film response of Fig. 6. Once the flow
attained a stationary state under control effect, the friction gain
remains almost constant. When the control is turned off, again a
short time-delay is necessary before the hot-film signal can sense
flow changes towards the natural separated state.

Using the available data, it is necessary to develop an input-output
model describing the behavior of the hot-film, where the input will
be the voltage input to the air blowers and the output will be the
voltage output of the hot-film. Considering what was said before,
the model need to be time-delayed and will be bilinear in order
to catch the nonlinearities of the physical system while remaining
simple enough for observation and control.

For our identification process, we will use the four data sets
presented in Fig. 3, 6, 7 and 9. The maximum and minimum data
can therefore be used for testing purpose in order to verify if the
identified system remains within acceptable bounds (see [1] and
[2]). These data sets use, respectively, a square wave at a frequency
of 8Hz and 50% duty cycle, 4Hz and 80% duty cycle, 4Hz and duty
cycle of 50% and a step input.

Input and output of the system versus time
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Fig. 3: Set of data N°1 used for identification
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Fig. 4: Mean flow velocity field (streamwise component) in m/s.
The green line delimits the recirculation region where the flow is
reversed compared to the main direction. The main flow is from
left to right.

III. SYSTEM IDENTIFICATION
A. Estimation of the input delay

The motivation behind using a state-dependent input delay are
based on physical considerations : if the air blower is placed before
the flap and the hot-films on the flap, the air flow will take some
time to travel the distance between them, thus implying a delay
which depends on the speed of the flow. As the hot-film output is a
measure of the friction in the flow which is related to the speed of
the flow and the delay depends on the speed of the flow, the delay
can hence be directly estimated from the output of the hot-film.

We then need to obtain the function giving the state-dependent
input delay, which will be noted 7(y;). The delays between a
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Fig. 6: Hot-film output voltage versus the air blower input voltage
for data set n°4

variation in the input (on/off, rising or falling edge) and the
corresponding variation in the hot-film signal can be measured
directly from the data using Matlab functions. For the set of data
N°2, this is represented on Fig. 7. In order to take in account the
prehistory of the state-function of the time-delayed system in a
simple way, the function giving the delay will be evaluated using
the mean value (averaged value) of this function, which corresponds
to measure the value on an averaged, smoother model, as described
in (1).
1 w—1
V=Y Vi-s ey
s=1

where W is the averaging window, chosen equal to 250 in our
simulations and yy is the output of the system at sample k

As the system has short time constants, once the time delay has
expired, reaction to the input is very fast, thus our method will not
be influenced by the phase of the system and will give sufficiently
good estimation of the input delays.

Applying this to the 4 data sets and plotting the measured delays
versus the hot-film output value, we obtain Fig. 8. The fitting is
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Fig. 7: Identification of the input state-dependent delay for data set
N°2

done using Matlab’s "fit” function. It is to be noted that applying
the fitting to only one of the data sets gives very similar results but
using all 4 sets is more reliable.

The fitted function is given by (2).

h(3) = 47.35 + 12.69¢~20-18% )

where ;. is the averaged system output as defined in Eq. 1 and
h(yx) is the state dependent input delay that will be used in the
identified model in the next section.

A linear statistical analysis on the values of the state-dependent
input delay for the fitting presented in Fig. 8 gives the following

values :

e Mean = 47.83

o Standard deviation = 2.70

o Correlation coefficient with the model input = -0.07
o Correlation coefficient with the model output = -0.30

B. Bilinear delayed difference model

We will use two similar system forms to identify the physical
process. Both of the forms are bilinear, the first one, given by
(3), uses a fixed input delays while the second one, given by (4),
uses state dependent input delays. The model is chosen bilinear
in order to be simple enough for easy control design while still
capturing nonlinear dynamics of the Navier-Stokes equation, which
also contains bilinear terms. The model is chosen to be including
time delays in order to have an infinite dimension to be closer to a
partial differential equation. Example of modeling with linear first
order models can be found in [1], where it can be seen that this
type of model capture the mean tendency but not the oscillations
around this tendency. It is to be noted that we do not intend to
represent exactly the model, as we focus more on simple design
control and that a robust control well designed can overcome the
inaccuracies of our identified model.

N N3

; Ny
Yie1 = Y (@ivi—g) + Y, <bl +Y <leykfj)> Uk—py (3)
I= =

i=1 1

N N N
Yer1 = Y (@iye—s,) + <bl + Zl <Cf’yk—ff)> Yy @
i=1 =1 =

where 0 < k <N —1 is the number of the measure y, considering
that y; =0 for j <0 ; 7, 7 and h are prescribed delays ; N, Ny,
N, and Nj are respectively the number of measures y, delays ,
7 and input delays (k or k) ; hy(y;) = round(f;h(yy)) are the state
dependent input delays of the second model with f; a multiplicative
factor used to derive several state dependent input delays from the
delay identification ; a;, b; and cj; are the coefficients to identify.
The variables Ny, N, and N3 are to be chosen by the user in

a compromise between complexity of the model and precision. It
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will also impact the time required for the optimization used in
the identification process. Furthermore, augmenting the size of the
model makes control design more complicated. The coefficients
used in this paper were found to give good results for our purposes
with short enough for efficient computations.

In the continuous time domain, these systems are described by
(5) and (6), where T is the sampling period, fixed at 1ms for our
systems and the function ¥(t) is defined by ).

y(t) = 1( +Z ay(t—oT +Z (bu(t—mT))

=1
N3 N,

(5)
+ZZ cj1u l‘*/’l]T (tf’fj )))
50 = (—y 0+ @ylo— 1)+ Y bt (1~ 50 7)
i=1 =1

Ny N Q]
+ZZ( (1= ())T)y(r”ij))>

wT
50 =gz [ sa=sds ™

The identification has been done using a least-square method.
We refer the reader to [19] for more details.

To obtain the values of the coefficients contained in the matrix Ay,
we use the Moore-Penrose pseudo-inverse on the matrix W. Noting
W™ the Moore-Penrose pseudo-inverse of W, we obtain (8).

AT, %,h,x) =Whx ®)

The quality of the identification will be estimated using the three
following indicators : the L, error norm € (7,7,h,A) given by (9),
the fit coefficient as defined in [20] FIT (t,T,h,A) given by (10) for
the first system and the correlation coefficient between the data and
the identified model p (7,%,h,A) given by (11) for the first system.

e(1,7,h,A) = ||lx—x"™ (1,%,h,A) || )
N simu
FIT(7,7,h,A) =1 — Z"jvl(y"—yk) (10)
):k:1(Yk_)’k)
COV( 7xw'mu)
h,A _— 11
p(f f ) Oy O simu ( )
where x = [y0,y1,.-.,yn]] is the vector of data and

x5im(1,7,h,Ay) is the vector obtained by simulating the system
using the identified coefficients, y; is the measured system output
(data) at sample k, yS‘m“ is the simulated system output at sample
k using the identified coefficients and y, is the average of the
measured system output (therefore constant signal). cov(X,Y) is
the covariance matrix between the vectors X and Y and oy is the
standard deviation of the vector X.

Please note that, for the system with fixed input delays, we will
note these indicators €1, FIT| and p; and for the system with state-
dependent input delays we will note them &, FIT, and p;.

As the fixed delays 7, T and /& and the multiplicative factor f, are
still to be determined, we can run an optimization algorithm that
minimizes € in order to find these delays. The chosen algorithm
is NOMAD (Nonlinear Optimization with the MADS Algorithm),
which is based on the Mesh Adaptative Direct Search (MADS)
algorithm. It is capable of blackbox optimization for nonlinear
objective functions, with linear and nonlinear equalities and inequal-
ities constraints on continuous, integer or binary variables. NOMAD
and the MADS algorithm are very well documented as it can be
seen in [21], [16], [22], [23]. NOMAD is implementend in the
Opti Toolbox for Matlab, see [24]. For comparison, using Matlab’s
Genetic Algorithm (ga function) and NOMAD for a maximum of

4000 iterations on a delay optimization problem on the 4 concatened
sets gives the following cost functions values : between 1.26 and
1.267 for GA (over 10 tests, it may vary at each test) and 1.2576 for
NOMAD. With default settings, NOMAD stops after 4545 functions
counts with an objective function value of 1.2571 whereas GA stops
after 5200 to 5500 functions counts (over 10 tests) with objective
function value of 1.2593 to 1.2643. Therefore, NOMAD has better
performance (lower objective function value), is faster (1000 less
function evaluations in the previous test) and is more reliable
(every test gives the same results).
The overall algorithm that is used is described as follows:

1) Start

2) Use NOMAD to find the optimal set of delays

3) Calculate the coefficients with the determined set of delays
4) Test the coefficients by simulating the model

5) end

To obtain identified coefficient that best fit the 4 sets of data,
and by extension the sets generated for different pulsed inputs, we
will apply the identification process to the concatenation of the
4 sets. Notice that each set is ended by a series of 0 for both
input and output and for a duration of 1.5s over a total of 10s, the
concatenation is possible and the system will have enough time to
go back to 0 between each set.

The identification process can finally be applied, leading to
Fig. 9 for the simulation results of data set N°3 using identified
coefficients. For the 4 concatenated data sets, the least-square errors
are € = 10.1529 for the model with constant input delay and
& =9.7349 for the model with state-dependent input delay.

The values of the delays values and the identified coefficients
can be found in the TABLE II for N =5, N, =10 and N3 = 1. Is
is noticeable that the L, norm of the state-dependent input delay
model is smaller that the one with fixed delay as it can be seen in
the TABLE I, where the f stands for the frequency of the pulses
and DC for the duty cycle in case of pulsed input signals.

Comparing to [20], we can see that our fit coefficients are close
to the higher coefficients found in the paper. It is noticeable, even
if the data are different from the ones used here, that they obtain
the best fit coefficients for quasi constant data and for other type
of data it rapidly falls under 70% while here the fit coefficients
remain around 90% for constant of varying inputs with various
frequencies and duty cycles. To the author knowledge, there is no
other paper presenting model identification with data similar to the
ones presented here.

In TABLE 1 it is noticeable that the correlation coefficient
between data and model output is very high, typically around
99.7%, meaning that our model capture well enough the dynamics
of the data.

C. Averaged model

Based on the idea used to develop y for the state dependent delay
identification, we can develop an averaged model using equations
(12) and (13). This model will ease the development of control on
the system by separating the part with slow dynamics (averaged
part) from the one with fast dynamics (difference between non-
averaged and averaged part). Wl

= W Z Vk—i
avg A Z U

The averaged models are given by (14) and (15).

(12)

(13)



TABLE I: Comparison of L, norm values, FIT coefficients and
correlation for state-dependent and fixed input delay models for
the complete model

Set of data Fixed delay State-dependent delay

TABLE III: Comparison of L; norm values, FIT coefficients and
correlation for state-dependent and fixed input delay models for the
averaged model

Set of data Fixed delay State-dependent delay

& FIT, P [>) FIT, P2

& FIT, P [>) FIT, P2

Data set N°1 (constant) 478 90.43% 0.9981 4.69 90.61% 0.9984

Data set N°1 (constant) 2.57 94.84% 0.9991 232 95.34% 0.9992

Data set N°2 (f =4Hz, 6.24 87.62% 0.9964 5.70 88.70% 0.9958

Data set N°2 (f =4Hz, 6.82 86.21% 0.9979 2.72 94.49% 0.9987

DC = 50%) DC = 50%)

Data set N°3 (f =4Hz, 3.00 94.03% 0.9984 3.07 93.90% 0.9985 Data set N°3 (f =4Hz, 3.19 93.63% 0.9994 1.62 96.77% 0.9995
DC = 80%) DC = 80%)

Data set N°4 (f = 8Hz, 5.63 88.76% 0.9961 5.10 89.82% 0.9965 Data set N°4 (f = 8Hz, 5.76 88.38% 0.9976 2.90 94.14% 0.9987
DC = 50%) DC = 50%)

Data set not used in 5.33 89.58% 0.9958 5.30 89.65% 0.9959 Data set not used in 4.05 92.07% 0.9978 2.83 94.45% 0.9985

identification N°1 identification N°1

(constant) (constant)

Data set not used in 377 92.53% 0.9972 4.01 92.04% 0.9969 Data set not used in 340 93.25% 0.9990 2.45 95.12% 0.9991

identification N°2
(f =8Hz, DC = 80%)

identification N°2
(f =8Hz, DC = 80%)

Concatenated data sets 10.13 89.91% 0.9950 9.48 90.55% 0.9955

TABLE II: Values of the delays and identified coefficients (all
values have No Unit) for the complete model

Fixed delay State-dependent delay

7 [1 48 352 371 496 [I 44 123 479 496]
- 1 66 242 249 260 ... 1 73 242 264 299 ...
i ... 276 300 409 475 491 335 414 477 494 500
Iy 49 f=1
) 0.9744 0.0171 —0.0028 0.9759  0.0141  0.0025
a 0.0040  0.0009 —0.0042  0.0055
by 0.0063 0.0080
—~0.0116  0.0070  0.0483  0.0253 ][-0.0228 0.0138  0.0621 —0.0286
i —0.0455 —0.0243  —0.0038 ~0.0186 —0.0121 —0.0035
~0.0014 —0.0074 0.0138 —0.0056  0.0189  —0.0049

N
avg avg avg
Vi1 = Z (“i ykfr;'vg)
i=1

N N (14)
avg avg_avg avg
+Y (oY (‘ﬂ yk—ff"’g> g
=1 j=1 ’
avg M avg _avg
Yi+1 *g a; yki.”-’{l"g
(15)

N3 Nz
avg avg_avg avg

For Ny =2, N; =2 and N3 = 2, the delays and identified
coefficients for the averaged model are presented in the TABLE
IV. As it can be seen in the TABLE III, applying the same analysis
as before for the compelete model, it is noticeable that the L, norm
of the state-dependent input delay model is smaller that the one
with fixed delay as for the complete model. In the same way,
the fit coefficients remain around 92% for constant of varying
inputs with various frequencies and duty cycles which is typically
higher than the values obtained in [20] and that the correlation
coefficient between data and model output is very high, typically
around 99.9%, meaning that our model capture well enough the
dynamics of the averaged data.

As for the non-averaged model, Fig. 10 presents the simulation
results of the averaged data set N°2 using identified coefficients
for the averaged model. For the 4 concatenated data sets, the least-
square errors are € = 5.5275 for the averaged model with constant
input delay and & = 4.8734 for the averaged model with state-

Concatenated data sets 10.23 89.72% 0.9969 4.87 95.10% 0.9988

TABLE IV: Values of the delays and identified coefficients for the
averaged model (all values have No Unit) for the averaged model

Fixed delay State-dependent delay

7 [2é9} [334}

T [3(1)7} [424}

[l

o (o] [

o (o
—0.0008 —0.0179

avg 0.0045 0.0088

i {—00085} {0‘0490}

0.0010 0.0208

dependent input delay. Again, the model using state dependent input
delays gives better performances in term of the L, norm. It is to
be noted that a longer series of 0 have been added at the end of
each data set than in the non averaged case, in order to ensure that
the averaged system has enough time to go back to 0 between each
set.

D. Identification results

Now that the identification is completed, we can apply the
identified models to each data set separately. Fig. 9 depicts the
outputs of the model and real plant for the data set N°2. In the
same way, Fig. 10 depicts the outputs of the averaged identified
model for data set N°2.

Identified system state-dependent input delay
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Fig. 9: Identified model with state-dependent input delay, zoom on
data set N°3
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Fig. 10: Averaged identified model with state-dependent input delay,
zoom on data set N°3

It can be seen that both models follow closely enough the data
but, again, the model using state-dependent input delay is better.
There are some inaccuracies mainly around peaks but these are
caused partly by noise in the data signal, the fact that we wish to
fit several type of input-output and the simplicity of our model as
we do need seek exact fitting but good tendency estimation, which
is what we get here.

IV. CONCLUSIONS AND FUTURE WORKS

The identification of a highly nonlinear model using a discrete
bilinear state and input delayed system has been proposed. Two
cases have been presented : one where the input delay is constant
and one where it is state-dependent. The results showed that the
state-dependent case is more reliable in the L, sense for simulation.

The next step concerns the application to close-loop control : our
ongoing work, presently limited to simulation, shows these model
can have a valuable contribution to flow control. However, due to
length constrain and preliminary nature of this extension, we do not
consider it here. We will only show a plot in Fig. 11 obtained in
simulation of the effect of a control designed in order to maximize
the friction gain of the averaged model. It can be observed that the
friction gain takes values higher than 1, with an average around
1.2, resulting in a approximately 20% increase compared to the
control signals used previously. Then, the design of an appropriate
nonlinear control can lead to improvement in the friction gain and
then in the reattachment of the separation.

1.4

—
=u

a4
Time (s)
Fig. 11: Testing of a nonlinear control input
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