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In this work we present a decentralized deployment algorithm for wireless mobile sensor networks focused on deployment Efficiency, connectivity Maintenance and network Reparation (EMR). We assume that a group of mobile sensors is placed in the area of interest to be covered, without any prior knowledge of the environment. The goal of the algorithm is to maximize the covered area and cope with sudden sensor failures. By relying on the locally available information regarding the environment and neighborhood, and without the need for any kind of synchronization in the network, each sensor iteratively chooses the next-step movement location so as to form a hexagonal lattice grid. Relying on the graph of wireless mobile sensors, we are able to provide the properties regarding the quality of coverage, the connectivity of the graph and the termination of the algorithm. We run extensive simulations to provide compactness properties of the deployment and evaluate the robustness against sensor failures. We show through the analysis and the simulations that EMR algorithm is robust to node failures and can restore the lattice grid. We also show that even after a failure, EMR algorithm call still provide a compact deployment in a reasonable time.
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1 Introduction

Environmental monitoring and surveillance is one of the typical applications of wireless sensor networks (WSN). Recently, the advance of technology allows us to extend the possibilities of wireless sensors, above all in terms of data storage capacity, computational power and mobility capabilities. Therefore, these technological advances extend the possibilities and applications of wireless sensor networks in practice.

The “monitoring” term in the context of WSN applications usually implies the coverage of geographical points, barrier or area of interest. Numerous existing methods for area coverage are based on different techniques, such as virtual forces, coverage pattern and grid quorum. An intelligently conceived deployment algorithm design can provide the user with a sensor network able to self-reconfigure in order to increase the quality of service and dynamically self-redeploy in the case of sudden sensor failures.

Focusing on the grid-based techniques, two approaches stand out in the current state of the art of the grid-based sensor deployment. [Wang et al. (2006)] propose three distributed algorithms for sensor self-deployment, where they focus on coverage maximization while minimizing the movement distance.
and communication complexity. Bartolini et al. (2010) develop an algorithm for sensor deployment in hexagonal formation by repulsing sensors from high density areas and attracting them into coverage holes.

In our work, we propose a novel distributed algorithm for hexagonal lattice mobile sensor deployment that is focused on deployment Efficiency, connectivity Maintenance and network Reparation (EMR). We assume that a set of mobile sensors is located in the field of interest and that the grid-based area coverage should be done in an autonomous manner. EMR deployment algorithm is:

- **distributed**, which means that each sensor runs the algorithm and brings its own movement decisions without the influence from the central unit;
- based on **local knowledge of the network**, i.e., information obtained from the one-hop sensor’s neighborhood;
- **asynchronous**, which means that there is no need for any type of synchronization among sensors in the network;
- based on **absolute** or **relative localization** among sensors. It can, thus, operate without absolute localization techniques;
- designed to achieve constant network **connectivity maintenance**;
- the first algorithm that **considers node/link failure** and integrates a **network reparation feature** in the deployment strategy.

Provided simulation campaigns regarding the covered area and the deployment compactness show that this type of local knowledge of the neighborhood is sufficient for achieving area coverage in the field of interest. Furthermore, we show that our algorithm successfully achieves self-reconfiguration and connectivity restoration in the case of multiple sensor failures during the deployment.

The remainder of the paper is organized as follows: the set of assumptions and the notations used in the paper are provided in Sections 2 and 4. Section 3 is devoted to related works. The EMR deployment algorithm and its properties are presented in Section 5. The results of the simulation campaign are provided in Section 6. In Section 7, we discuss the strengths and weaknesses of our algorithm. We conclude the paper in Section 8.

## 2 Background and motivation

Environmental monitoring has become one of the most important issues in the domain of security. Agents with sensory capabilities are deployed in a certain manner in order to achieve the area, barrier or point of interest monitoring. The full area coverage – meaning the coverage of the maximized surface over the area of interest – is accomplished by the use of several different deployment techniques, generally divided into virtual force, grid quorum and coverage pattern based techniques (see Razafindralambo and Simplot-Ryl (2011) for specific state of the art). The latter approach is inherently used and assumed in numerous works and different applications such as hexagonal cellular backbone network or the pre-deployed static hexagonal wireless sensor network.

The problem of sensor deployment in the area of interest is generally neglected and has not received much attention. The deployment of a sensor network in a regular pattern is assumed to be easily achievable
and, thus, the majority of works in the field of sensor networks or environmental monitoring assume a pre-deployed network and omit the details regarding the deployment itself.

However, in the real application domain, a different paradigm must be taken into consideration. The first problem is the lack of knowledge regarding the deployment field. In the majority of exploration and security monitoring applications, the knowledge of the deployment field is not available, which makes the initial deployment assumptions unrealistic. The second problem, which is more important from our point of view, represents the case of unwanted events such as sudden sensor disappearance or failure, that could ruin the predefined deployment scheme. Therefore, the deployment algorithm should be resilient to unexpected sensor node failures and packet losses. Moreover, since wireless sensor communications depend on propagation model and deployment may rely on sensor communications, the deployment algorithm should be immune to message loss.

Taking all the aforementioned problems into consideration, in the context of sensor networks composed of independent mobile wireless sensing devices, the deployment algorithm should achieve the following:

1) maximal covered area following a grid pattern to optimize coverage,
2) maximal deployment speed,
3) maximal deployment compactness to have an homogeneous deployment,
4) constant network connectivity to transport data from sensors to the data sink,
5) the ability to cope with unexpected sensor failures,
6) localized approach to avoid centralized decision that can lead to complete network failure.

In this work, we present an algorithm that unifies all these demands into one deployment scheme.

3 Related work

Most of the literature work tackles the problem of efficient sensor deployment in the monitoring field, notably by achieving fast and maximized network deployment. One of the pioneering works in the field of autonomous distributed sensor deployment is the work of [Howard et al., 2002]. In this work, authors implement the node spreading approach in the unknown environment. The proposed algorithm deploys nodes one by one into an unknown environment, with each node making use of information gathered by previously deployed nodes to determine its target location. The algorithm is designed to maximize network coverage whilst simultaneously ensuring network connectivity. In our paper, we pursue the same goal but with no local awareness.

Wang et al. (2006) proposes three distributed self-deployment protocols in order to maximize the coverage area while minimizing the sensor movement and communication complexity. Their approach is based on Voronoi diagrams for discovering the coverage holes, followed by the approaches on moving the sensors from densely populated areas towards coverage holes. Ferrante et al. (2013) introduced an elasticity-based mechanism that swarm particles use in order to self-organize and reach a collectively rotating or translating state. One of the movement patterns that this mechanism achieve is called a hexagonal active crystal, that can be used as a deployment mechanism for a hexagonal grid. While the goal of our work is to achieve an efficient deployment based on the characteristics of the environment, their work focuses on maintaining the swarm formation and is thus based on the characteristics of the swarm. The
stability of swarm motion is studied by Gazi and Passino (2004), where authors provide conditions for collective convergence of a multi-agent swarm. The approach is based on the virtual attractive and repulsive forces that make individual agents move to more favorable regions of the field. Similarly, depending on the deployment goal, Liu (2015) proposes different sensor deployment strategies in order to achieve different deployment tasks and extend the network lifetime.

A virtual-force based approach to distributed control of large collections of mobile physical agents is proposed by Spears et al. (2004). Authors introduce a framework that represents a basis for self-organization, fault-tolerance and self-repair, and that is focused on minimality, ease of implementation and run-time efficiency. It is shown how the approach can be used to construct different sensing grids, together with the analysis of potential energy and system phase transitions. The approach is implemented on seven mobile robots to show its practical feasibility.

The problem of sensor placement and sensor dispatch in an arbitrary area of interest with the coverage and connectivity constraints is analyzed by Wang and Hu (2008). Authors present both centralized and distributed approaches to sensor deployment by resolving maximum-weight maximum-matching problem in order to minimize the total movement energy consumption of the sensors. They provide the analysis of the achieved area coverage with the set of sensors in different formations which is of great importance for the distributed sensor deployment calculation. Tan et al. (2009) tackles the problem of sensor self-organization in an arbitrary deployed network with the task of coverage maximization while minimizing the overall sensor movements. They present deployment schemes that are adaptable to deployment scenarios including sensors with arbitrary communication/sensing ranges and without any prior knowledge of the deployment field. The approach presented in their work is based on virtual forces.

The problem of efficient deployment, in terms of coverage speed and coverage area maximization, is discussed by Park et al. (2010). They propose a self-deployment algorithm based on a grid-quorum approach, where the sensing area is divided into cells and sensors are deployed towards grid centers. Li et al. (2010) present a sensor deployment algorithm based on restricted Delaunay triangulation. Their algorithm works by choosing 6 neighbors of a node in the network, and by implementing the virtual force principle to exert the movement. Further developing the deployment algorithms, Li et al. (2011) propose a localized sensor deployment algorithm that relies on locally computable hexagonal tessellation for optimal coverage formation. Two algorithms are proposed, the one where a node greedily advances towards the Point of Interest, and the other where a node greedily advances and rotates around the PoI if the greedy advance is blocked. In this way, the deployment achieves maximized hole-free area coverage.

Xu et al. (2006) puts the accent on a grid-deployment robustness by analyzing the impact of misalignment and random errors that influence coverage. Authors design grid-based deployment schemes with coverage guarantees, and quantify the discrepancy between the ideal and the achieved deployment. Lee and Chong (2008) discuss the problems and practical issues of deploying mobile robots for building mobile robotic sensor networks. They focus on the network’s capability of dynamic self-reconfiguration, where neighboring robots interact among each other, move according to their mutual distances and thus form a network of unilateral hexagons over a two-dimensional plane. They prove the convergence of the algorithm, network self-reconfiguration and robustness. While Poe and Schmitt (2009) analyzes the coverage, energy consumption and message delay in the case of random, square grid and tri-hexagon tiling sensor deployments, Yun et al. (2010) studies deployment patterns to achieve full coverage and \( k = 6 \) connectivity under different ratios of the sensor communication \( (r_C) \) and sensing \( (r_S) \) ranges.

A hexagonal grid-based deployment algorithm is proposed by Xiao et al. (2010). This approach relies on ant colony algorithm and achieves a full area coverage while trying to minimize the movement
distances. However, authors provide only scarce algorithm evaluation results notably regarding the computational cost and the deployment speed. Another decentralized algorithm for hexagonal topology formation for an arbitrary and sufficiently dense sensor network is presented in Prabh et al. (2009), where the hexagonal backbone network is created based on the existing pre-deployed topology.

By combining the virtual forces and grid-based approach for sensor deployment, Mahfoudh et al. (2014) created a hybrid algorithm that achieves area coverage and network connectivity by employing virtual forces method, and eliminates node oscillations by relying on grid-based approach. The proposed algorithm divides the deployment area into virtual cells, where each cell center determines a desired location of a sensor node. Authors conclude that the elimination of node oscillation in this technique reduces the overall energy consumption by the network.

Although achieving efficient area coverage, cited works do not point out the problem of sensor failures and preserving constant connectivity of the network in these cases. The problem of sensor deployment and re-deployment in case of sensor failures is studied by Lin et al. (2015). Authors consider the problem from two perspectives: global deployment of sensors and local sensor network repair. The approach relies on the first algorithm that achieves sensor deployment, while the second algorithm is launched when particular sensors consume all the energy and thus create a void in the network. The deployment is based on virtual forces among nodes, with the addition of boundary repulsive force, and it is implemented on a proof-of-concept robotic testbed. Similarly, network disconnection issues that occur in the case of sensor failures and fast reconnection techniques are proposed by Cheng and Huang (2015). Authors focus on reducing the response time in the case of node failures, reducing the overall moving distances and prolonging overall network lifetime in that way.

The work that approaches the sensor deployment in the most similar fashion to ours is presented by Bartolini et al. (2010), where authors propose an algorithm for grid deployment that does not require any prior knowledge of the area of interest, and that achieves complete uniform coverage even in the case of irregular shaped target areas. Their algorithm achieves a hexagonal tiling by spreading the sensors out of the higher density areas and pushing them into the detected coverage holes. All the decisions on movement are brought on locally available information. The main difference in comparison to our work is the question of constant network connectivity and algorithm’s ability to cope with sudden sensor failures. However, the obstacle avoidance scheme proposed by Bartolini et al. (2010) is very efficient and we will inspire from this part to enhance our own approach in future works.

All these works provide an analysis of deployment strategy or algorithm which aim at providing a grid deployment and/or maximal area coverage. While most of the related works address only some of the issues, none of the works addresses all the deployment issues mentioned above.

4 Assumptions and definitions

In this section we provide the reader with the set of assumptions and definitions that will later ease the explanation of proposed deployment algorithm.

We assume that a set of mobile wireless sensors is deployed in the field of interest with the goal of maximizing the covered area and minimizing the time of complete coverage. Absolute geographical positioning mechanism is neither needed nor assumed, however, sensors should be able to deduce their relative positions among each other, similarly to the assumption of Bartolini et al. (2010). Dedicated sector distance sensors implemented in each of the mobile sensors can be assumed and easily implemented. In this manner, a sensor would be able to deduce its relative position with regards to its neighbors. For the
sake of simplicity, we do not discuss the sensing aspect of the sensor and its hardware implementation. We refer the interested reader to [Erdelj et al. (2013)] for more details. In order to ease the understanding of the deployment algorithm, we introduce the following notations for the sensor and the sensor network.

We assume a set $S$ of $|S| = n$ sensors. Each sensor $s_i \in S$ is characterized by its unique identifier $i$, $i \in \{0, \ldots, n\}$, sensing ($r_S$) and communication ranges ($r_C$) as shown on Figure 1(a) and it is assumed that the sensors are able to periodically broadcast and receive Hello messages. Hello messages are emitted at a frequency $1/T_{Hello}$ and contain the information about the sensor’s identifier, position and routing gradient $g_i$ (see Definition 8).

The deployment algorithm in this work focuses on a hexagonal lattice grid, where each sensor is aimed at covering one grid point and has maximum of 6 neighbor locations. In this paper, we assume that $r_C = \sqrt{3}r_S$ in order to ensure the constraint of only one-hop direct communication. However, this assumption can be easily relaxed to any ratio between $r_C$ and $r_S$ such as studied by [Yun et al. (2010)].

The set of sensors that share the same grid point with sensor $s_i$ is referred to as $N_i$, while the one-hop neighboring sensors of sensor the $s_i$ is referred to as $N_i^{\pm}$. For the sake of simplicity, we name each specific point of the deployment following Figure 1(b). In this figure, the actual position of the sensor is always $P_6$ and its set of possible destinations is $P_{j} \in \{0, \ldots, 5\}$. We assume that a node/sensor has a unique origin before it gets to its actual position $P_6$. For example, before reaching its actual position, sensor $s_i$ may come from any of the $P_{j} \in \{0, \ldots, 5\}$ locations.

We will discuss later how we choose and modify this origin. Let us assume that the origin position of sensor $s_i$ is $P_x$, $x = \{0, \ldots, 5\}$.

**Definition 1** The set of regressive positions $N_i^r$ of node $s_i$ is: $N_i^r = \{P_j \mid j = (x) \pmod{6} \lor j = (x + 1) \pmod{6} \lor j = (x + 5) \pmod{6}\}$, where $x$ is the number of origin position. For example, if the sensor’s $s_i$ origin is $x = 5$, $N_i^r = \{P_4, P_5, P_0\}$. The number of elements in $N_i^r$ is at most 3. It is important to notice that the origin position is used to restore connectivity in case of failure.

**Definition 2** The set of progressive positions $N_i^p$ of node $s_i$ is: $N_i^p = \{P_j \mid j = (x+2) \pmod{6} \lor j = (x + 3) \pmod{6} \lor j = (x + 4) \pmod{6}\}$, where $x$ is the number of origin position. It represents the
set of positions where the sensor should move to extend the coverage. For example, if the origin of the sensor $s_i$ is $x = 5$, then $N^i_p = \{P_1, P_2, P_3\}$. The number of elements in $N^i_p$ is at most 3.

**Definition 3** The set of neighbors of node $s_i$ denoted by $N^i$ is $N^i = \{s_k \mid s_k \in S \land s_k \text{ is located on } P_i, \ i = 0, \ldots, 6 \land s_k \neq s_i\}$. The node $s_k$ is considered to be a neighbor of $s_i$ if it is located on any spot $P_j, i = \{0, \ldots, 6\}$ relatively to $s_i$.

**Definition 4** We define the occupancy number $O^i_j$ of position $P_j, j = \{0, \ldots, 6\}$ relatively to the sensor $s_i$ as the number of sensors located at point $P_j$.

**Definition 5** The set of non-occupied (or void) positions $N^i_v$ of node $s_i$ is:

$$N^i_v = \{P_j \mid O^i_j \neq 0\}.$$  

Note here that $P_6 \notin N^i_v$ i.e. $O^i_6 > 0$ since sensor $s_i$ itself is located at $P_6$.

**Definition 6** We define $s_{\text{min}}^i = \{s_j \mid \min_{s_i \in P_6} j\}$. $s_{\text{min}}^i$ is the sensor located at $P_6$ with the smallest unique identifier. $s_{\text{min}}^i$ can be $s_i$ or any other node located at the same position as $s_i$ depending on the unique identifier.

**Definition 7** Two sensors $s_i$ and $s_k$ are connected even if $s_k \notin N^i$ if there exists at least one sequence called $\text{SEQ}$ of connected nodes that are also connected to $s_i$ and $s_k$. $\text{SEQ} = \{s_i, s_j, s_{j+1}, \ldots s_k\} \forall j, s_j \in N^{j-1}$, $s_0 = s_i$ and $s_m = s_k$. The sensor network is said to be connected if every pair of sensors is connected. The number of sensors in $m = |\text{SEQ}|$ is called the number of hops.

**Definition 8** The gradient number $g_i$ of a sensor $s_i$ is a natural positive number that represents the minimum hop number between $s_i$ and $s_0$, where $s_0$ is a specific static sensor called the sink.

**Assumption 1** Each node initializes its gradient number equal to infinite, except node $s_0$ for which $g_0 = 0$, $g_0$ never changes. In case of a failure and recovery of a node or a new arriving node in the network, this value is again set to infinity.

**Definition 9** A node $s_i$ keeps track, in a list $L = L_1, ..., L_{\infty}$, of all its movements in order to be able to come back to its origin position in case of a failure. This value is different from the $P_x$ value, and represents the actual real path a node has taken. See Remark 2 for the size of $L$ (Page 118).

**Assumption 2** We assume that all the sensors are located at the same location at the beginning of the deployment. This location is also the locations of the sensor $s_0$.

**Assumption 3** We assume that the sensors have magnetometer to be able to achieve a common orientation.

## 5 EMR deployment algorithm: description and properties

In this section, we present our algorithm dedicated to sensor deployment Efficiency, connectivity Maintenance and network Reparation (EMR), we describe its steps and discuss its properties.

### 5.1 Deployment Algorithm

The pseudo code of the algorithm is given in Alg. 1. The algorithm is divided into three overall parts:

1. movement decision (start at line 1 of Alg. 1),
2. movement direction (start at line 7 of Alg. 1),
ALGORITHM 1: EMR deployment algorithm.

3. movement realization (start at line 19 of Alg. 1).

To ease the reading, we will use the following notation: "Alg.1:7" stands for "the line 7 of the algorithm Alg. 1" and "Alg.1:7–18" stands for "lines 7 to 18 of algorithm Alg. 1". The algorithm is executed at each sensor except at the sink \( s_0 \), and does not require any kind of synchronization. In the following, \( s_i \) describes the actual sensor that runs the algorithm and stores all its related local variables.

**Movement decision**

The node \( s_i \) may decide to move or not based on the outcomes of this step, described in Alg.1:1–6. It will decide to move (variable \( \text{CanMove} \) set to \( \text{TRUE} \)) only in two cases: (i) its point of origin \( P_x \) is void i.e. \( O^i_x = 0 \) (Alg.1:2). This means that there is a hole in the coverage. (ii) there are more than one node located at the same point as node \( s_i \), that is, \( O^i_6 \geq 2 \) (Alg.1:2). There is a redundancy and thus the coverage can be extended. Only the node with the lowest identifier will remain at this position. All other sensors will move toward a progressive position. It is important to notice here that metrics such as battery level or any other combination of metrics that could uniquely identify a sensor can be used. For example, the level of battery can also be considered (the node with highest level of battery can move) and in case of...
tie, the node with the highest identifier will move. In any other case, sensor $s_i$ sets its $CanMove$ variable to $FALSE$ as stated in Alg.1:5 and will not move.

**Movement Direction**

If the output of the previous step is that sensor $s_i$ should move, in this step it has to decide where to move (Alg.1:7–18). This choice is made based on the condition described in Alg.1:9 and Alg.1:12. If $O_i^x = 0$, the $NextPosition$ of $s_i$ is set to $P_x$. This condition appears in Alg.1:9. If this condition (Alg.1:9) is not met, $s_i$ tests if there is a non-occupied or free spot in its set of regressive positions. This condition is tested in Alg.1:12. In this case, the free spot is chosen as the $NextPosition$. If the node has more than one possibility, a random choice is made among them (Alg.1:13). If all regressive positions are filled with a sensor, the $NextPosition$ is chosen among the progressive positions with the minimum number of occupancy. In case of tie, a random choice is drawn. These conditions and selection are done in Alg.1:15.

**Movement Realization**

The last step of the algorithm is the movement itself (Alg.1:20–22). Sensor $s_i$ moves to the computed position. It is important to notice that we assume a sensor $s_i$ knows if it has reached its destination based on possible localization information or based on its engines (odometry). This information is used to send updates to other sensors as detailed in Alg. 2. We use the measured maximum speed of a WifiBot robotic platform for its movements which is randomly drawn between $[0.8;1.2]$ m/s,

### 5.2 Local information update

In this section, we describe a part of the algorithm regarding the update of a sensor $s_i$ local variables. The update procedure is described in Alg. 2. The procedure is divided into three sub-procedures, each of which has its own execution way. It is important to highlight that all these update procedures are run by a sensor only after a movement. The first sub-procedure is executed exactly once after the sensor reaches its destination. The second sub-procedure is executed periodically with a given frequency but still after the sensor has reached its destination. Note that this procedure is permanently executed when the sensors has reach its destination and is not moving. Similarly, the last sub-procedure is executed in the background based on external events but only when the sensor reaches its destination.

First, when a node $s_i$ reaches its destination it increases its gradient value by one as stated in Alg.2:4. This value is always incremented even if the node is going back to its origin. Indeed this value will be updated when the node receives a messages from its neighbors to determine the real gradient and the origin point which is the position of the neighbor that give the node the smallest gradient number. It also updates its list of movements $L$ (Alg.2:5). This movement list is a way to keep track of all the steps undergone by the sensor. It allows the sensor to come back to its initial position in case of failure. It is important to notice that the last entry of $L$ is not necessarily its point of origin $P_x$. The sensor also sets a local variable $g_{\text{min}}$ to its own gradient value $g_i$ (Alg.2:6). As stated in Remark 2 at Page 118, this list has a finite size. It is also important to notice that if an external positioning system is available, $L$ can be reduced to the position of the sink. It is also worth noting that if a sensor looses this list, it can request one from its neighbors.

Once these first updates are done, the sensor locally broadcasts a message containing its identifier, gradient value, and any useful information such as global position (if available) to its one-hop neighbors. This procedure of sending messages is repeated periodically (Alg.2:11–12).
Data: Each Sensor $s_i$ runs the algorithm

Result: Update local information

1 /* When $s_i$ reaches its destination (executed only once) */
2 if $ReachDest = TRUE$ then
3     $g_i \leftarrow g_i + 1$
4     Update path in $L$
5     $g_{min} \leftarrow g_i$
6 end

7 /* Send information (executed periodically) */
8 while ($ReachDest = TRUE$) do
9     /* Send information to neighbors */
10     /* Wait $T_{Hello}$ */
11 end

12 /* Receive information from neighbors (executed in background) */
13 while ($ReachDest = TRUE$) do
14     /* Wait for next packet */
15     /* Received from neighbor $s_j$ at position $P_k$ */
16     $O^i_k \leftarrow O^i_k + 1$
17     if ($g_i > g_j$) then
18         $g_i \leftarrow g_j + 1$
19         $P_x \leftarrow P_k$
20     end
21     if ($g_{min} > g_j$) then
22         $g_{min} \leftarrow g_j$
23     end
24 end

ALGORITHM 2: Updating local information.

Since each sensor executes the same algorithm, sensor $s_i$ may receive message from its neighbors containing the same information as it sends. Let us assume that sensor $s_i$ receives a message from sensor $s_j$ at position $P_k$ (here the position $P_k$ depends on $s_i$). This message is processed only if $s_i$ has reached its destination. In this case, sensor $s_i$ updates its local occupancy variable $O^i_k = O^i_k + 1$ as stated in Alg.2:16. Sensor $s_i$ updates its gradient if the received gradient $g_i > g_j$. In this case, $g_i$ is set to $g_j + 1$ (Alg.2:18) and $P_x$ is set to $P_k$ (Alg.2:19). Finally, if $g_{min} > g_j$ then $g_{min}$ is set to $g_j$ (Alg.2:22).

5.3 Compactness and robustness

In this section, we describe an extension of our algorithm in order to increase its robustness and the resulting deployment compactness (further details in Section 6.4). Alg.3 describes this procedure, which is used only in case of failure or to subsequently modify the outcome of the random selection of $NextPosition$. Note that this procedure is only used when the $CanMove$ variable is set to $FALSE$. Moreover, this procedure is executed directly after Alg.1.
Data: Each Sensor $s_i$ runs the algorithm

Result: Network healing

```
1 if (CanMove = FALSE) then
2    /* Broken network */
3       if $g_i \leq g_{min}$ then
4          NextPosition $\leftarrow$ Last entry in $\mathcal{L}$
5          Remove last entry from $\mathcal{L}$
6       end
7 end
```

ALGORITHM 3: Compactness and robustness procedure.

When the network encounters a failure, it should be repaired. For example if a set of sensors disappears or a given sensor fails, the network should be able to automatically reconfigure itself. One way to detect a failure is already given in Alg. 1 when occupancy at position $P_x$ is tested. Another way is to test the value of $g_i$ and $g_{min}$. If $g_i$ is lower of equal to $g_{min}$ that either means that some sensors have disappeared or that $s_i$ is not able to receive messages anymore. In both cases, $s_i$ will set its NextPosition to the last entry of its $\mathcal{L}$ list, remove this last entry and move to NextPosition in order to come back to its previous position.

5.4 Properties

In this section, we assume that Alg. 3 is never executed, we also assume that Alg. 2 is executed correctly without failure. We assume no message loss at transmission and reception. For this, we rely on duplication sending of a message. Assumptions that exclude failures are made in order to ease the proof. This section provides properties of our EMR algorithm such as connectivity and termination under assumed conditions. It is important to notice that in the next section, EMR algorithm deals with message reception failures and sensor failures.

Assumption 4 In this section, and only in this section, we assume that no failures occur.

Lemma 1 Under the assumptions presented in Sections 4 and 5.4, the occupancy of the origin of node $i$ is never equal to 0 ($O^i_x \neq 0$). Here, $i$ represents the sensor of interest $s_i$ and $x$ is its origin position (here $x$ is an index for the spots as defined in Section 4).

Proof: If $O^i_x \leq 0$, that means that the algorithm does not update correctly its local information. That is, the sensor $s_i$ did not meet the condition Alg. 2:20. Since if the node has entered this part, it should have updated its $P_x$ and its gradient number based on a message received from $P_x$. A value of $O^i_x \leq 0$ means that a sensor has updated its $P_x$ value based on its real movement and that this value is the latest position recorded in $\mathcal{L}$ (Alg. 2:3-7). Let us now assume that $O^i_x \leq 0$ at time $t_k$ for node $s_i$. If we analyze recursively what happens to node $s_i$, we have the following cases:

- at $t_{k-1}$, $s_i$ did node receive any message from $P_x$ based on $\mathcal{L}$ value of $P_x$. This can be due to a failure of a node at $O^i_x$ at time $t_{k-1}$. Since we assume that failures can not occur, this situation is impossible.
at $t_{k-1}$, $s_i$ has decided to move from its position where its occupancy $O^i_6 \leq 1$. This movement is only possible if Alg.1:2 is the elected choice of $s_i$ at time $t_{k-2}$. Applying this reasoning recursively means that at $t_0$, $O^i_6 \leq 1$. This is impossible since at $t_0$ all the nodes are located at the same spot as the sink and failures can not occur (Assumption 4).

**Theorem 2** Connectivity. Under the above assumptions, if the network is connected at time $t_k$, it is still connected at time $t_{k+1}$.

**Proof:**
1) Let us assume that at $t_k$, the network is connected, that every pair of nodes in the network is connected. Let us first assume that between time instants $t_k$ and $t_{k+1}$ only one node runs the algorithm described in the previous sections. The algorithm ensures that if a node moves, its actual position is within the communication range of its previous position (definition of the grid construction and the communication range which is occupied based on Lemma 1).

2) Let us assume that two nodes $s_a$ and $s_b$ are located on the same spot. The algorithm ensures that only one of the two nodes will be allowed to move (Alg.1:2).

3) If more than one node can move between $t_0$ and $t_1$, the algorithm ensures that each moving node is leaving a spot with at least one other sensor (Alg.1:2), since node $s_i$ will not enter Alg.1:3 based on assumptions and Lemma[1]. Therefore, if the network is connected at time instant $t_k$, then any possible node movement based on our algorithm will leave the network connected at $t_{k+1}$.

**Theorem 3** Gradient consistency. Under above assumptions, the gradient construction is consistent. In other words, nodes closer to the sink will have lower gradient than nodes farther away from the sink.

**Proof:** Let us assume that, at time instant $t_k$, nodes closer to the sink have higher or equal gradient than nodes farther away from the sink, in other words, let us assume that the gradient construction is inconsistent. In our algorithm, we assume that there is no failure and that based on Lemma[1] and Theorem[2], the network is connected. Since the sink has the lowest gradient $g_0 = 1$, the nodes around the sink will have a gradient equal to 2. Applying the reasoning iteratively and based on the update mechanisms described in Alg.2, the gradient construction is consistent.

**Theorem 4** No oscillations. Under the above assumption, a node $s_i$ will never go back to any of its previous positions.

**Proof:** We know that a node will select one of the two following choices:

1) The node will move to a free spot or

2) the node will move to an occupied spot.

In the first case, a node chooses a free spot, which means that it has never passed through this spot before (since when a node leaves a spot there is at least one node left on this spot (Theorem[2]). In the second case, a node will choose a spot that is in its progressive set (Alg.1:15). Since the gradient construction is consistent (Theorem[3]), which means that the construction of the progressive set of a node is consistent, a
node will never go back to the spot that it has already visited. If a node goes back to the spot it has already visited, then it means that at a given time instant one visited spot has changed its gradient number to be a part of the node’s progressive set, which is self-contradictory to Theorem 3.

**Theorem 5** Termination. Under the above assumption, and with a finite set of nodes, the algorithm terminates.

**Proof:** In our algorithm, a node will stop moving if it is the only node in a spot or if there is no progressive set due to the field boundary or obstacle in the field. In a case when a node reaches the boundary of the field, it cannot move back (Theorem 4). These two conditions mean that if we assume infinite deployment duration, then each node will be in one of the above described states and, therefore, the algorithm terminates.

**Theorem 6** The covered area is increasing. Under the above assumption, the area covered by the set of sensors is stable or increasing.

**Proof:** Based on above theorems (Theorem 2, Theorem 4 and Lemma 1). Indeed, once a spot is covered by a node, it will stay covered (Lemma 1). Moreover, since a node is never coming back to one of its previous visited spot (Theorem 4 and Theorem 2). This means that the covered area (the number of covered spots by at least one sensor) is stable or increasing all along the deployment procedure.

**Theorem 7** One sensor per spot. Let us assume that both the number of grid points is infinite while the number of sensors is finite. Under these assumptions, each grid point will be covered by exactly one sensor at the end of the deployment.

**Proof:** Based on Theorem 5 we know that the algorithm terminates. Moreover, based on Theorem 6 we know that the covered area is expanding. Therefore, if the deployment field does not have any boundaries, there will be exactly one sensor per spot at the end of the deployment.

**Theorem 8** Full coverage. If we assume that the number of sensors is infinite and the number of grid points is finite, then we can also assume that, at each time instant, exactly one sensor will make a decision to move (in a sequential way). Under these assumptions, the area will be fully covered at the end of the deployment.

**Proof:** Based on previous theorems, we know that the covered surface is expanding or stable (Theorem 6) and that the algorithm terminates (Theorem 5). The combination of Theorem 6, Theorem 5, and Theorem 5 shows that, under the above assumptions, if the algorithm does not reach termination, the coverage is expanding since a sensor will always move to a free spot unless it is the unique sensor on its actual spot. Let us assume that the nodes are ordered by their unique identifier and that each node makes a decision to move in a sequential way. We suppose that at time instant \( t_k \), node \( s_k \) (mod \( N \)) can make a decision to move or not. Taking this condition into account and supposing the sufficient number of nodes, Alg 1.15 will lead to an even distribution of nodes among the spots, which means that the area will be fully covered at the end of the deployment.
Remark 1 It is important to notice that in a confined space and with a finite number of sensors the full coverage may not be possible. Please refer to Section 7 for a discussion about confined space.

Remark 2 It is important to notice that since the algorithm eventually terminate and that there is no oscillation, the size of $L$ is bounded.

6 Evaluation results

In this section we provide a set of simulation results to evaluate the robustness of EMR algorithm. This section is intended to complete the algorithm properties section by relaxing the failure assumptions. Note that in all the following simulations, messages can be lost due to transmission collisions. Simulation results that show the self-healing ability and connectivity restoration are presented in Section 6.5.

The simulation source code, simulation results, and sensor deployment videos are publicly available and can be freely downloaded.

![Deployment snapshots of the EMR algorithm. These figures show the evolution of the deployment and the formation of the hexagonal grid.](http://supdmics.gforge.inria.fr/)

Fig. 2: Deployment snapshots of the EMR algorithm. These figures show the evolution of the deployment and the formation of the hexagonal grid.

1. http://supdmics.gforge.inria.fr/
6.1 Simulation setup

We implement our algorithm in a wireless sensor network simulator WSNet\footnote{http://wsnet.gforge.inria.fr}. We use a common wireless sensor network protocol stack for the communication and set our choice to IEEE 802.15.4 standard at the medium access control level which uses a collision avoidance scheme. However, collisions can still occur and messages can be lost. Then, we implement an IP based routing layer, although the routing itself is not used in our algorithm. The physical layer is modelled using a free space propagation with a bit error rate increasing with the distance.

The following parameters are used in the simulation – the communication range is set to $r_C = 18$ m, and the sensing range, used to evaluate the coverage, is set to $r_S = 9$ m. These values are chosen by measurements performed on real robotic platform Wifibot\footnote{http://www.wifibot.com}, where the video recording represents data sensing. Each Hello message is broadcast every 1 second. The sensors have to wait at least 3 seconds in their position to gather messages from their neighbors before taking the decision to move. We added a random value of [1:10] s to this waiting time to break the synchronization. It is important to notice that this random waiting time slows down the deployment. The speed of sensors is randomly chosen from the interval between 0.8 and 1.2 m/s.

6.2 Deployment

Figure 2 shows an example of a deployment snapshot during the deployment procedure. The lines between the sensor nodes represent the communication links among them. The blue circles represent the sensing ranges. We can see from this example the grid formation and the connectivity preservation all along the deployment procedure. This figure also shows the compactness of the deployment. Indeed, sensors are spread regularly around their starting point and not moving all in the same direction. It is also important to notice that the algorithm terminates as stated in Theorem 5. Results regarding deployment compactness are presented in Section 6.4.

It is hard to compare our algorithm to other algorithms from the literature, such as the one by Bartolini et al.\footnote{http://wsnet.gforge.inria.fr} (2010), since the assumptions are not the same. While all the sensors are randomly located at the beginning of the deployment in the paper of Bartolini et al. (2010), in EMR algorithm all the sensors are located close to the sink. Moreover, the algorithm developed by Bartolini et al. (2010) is executed in confined space whereas our is executed in open large field. Anyway, we have tried to compare both algorithm since the objectives are very close.

6.3 Coverage

In Figure 3, we show the coverage evolution depending on time. In this figure, the coverage is given as a percentage of maximal achievable coverage, and the 100% coverage is achieved when each sensor is located on a different spot. The figure is plotted with different number of sensors and it shows two things:

1. the coverage is strictly increasing (as stated by Theorem 6),
2. each sensor is located at its unique spot (as stated by Theorem 7).

We can see from Figure 3 that when the number of sensors is low the deployment reaches the 100% coverage faster since sensors travel less. However, since sensors are not synchronized and move autonomously, the time needed for 128 sensor to reach 80% coverage is much less than the double of time
needed for 61 sensors to reach 80% coverage. Indeed, one can expect that the time to reach 80% coverage for 128 sensors should be the double of the time needed for 61 sensors to reach 80% coverage.

6.4 Compactness

We know that for each gradient number, there is a maximum number of available positions. For example, for gradient 0, there is 1 position, for gradient 1, there are six positions, for gradient 2, there are 12 positions, etc. Therefore, for gradient $g$ there exists $p_g^{\text{max}} = g \times 6$ maximum positions for $g \geq 1$ and $p_0^{\text{max}} = 1$.

During the deployment, since the movement decision is random in nature and since the covered area is expanding, at the gradient $g$, there can be a number of sensors greater or lower than the maximum number of available positions. That is: $p_g^{\text{node}} \geq p_g^{\text{max}}$ or $p_g^{\text{node}} \leq p_g^{\text{max}}$. Let us assume that we have the number of sensors, $n$. Based on this value, we can get the perfect compactness regarding deployment. For each gradient number $g$, we have $p_g^{\text{max}}$, we thus know how many sensors should be at the gradient $g$. If all the positions at gradient $g < G$ are filled: $p_g^{\text{node}} = p_g^{\text{max}}$ for $g < G$ and that we have $p_G^{\text{node}} < p_G^{\text{max}}$, we assume that gradient $G$ is compact since we cannot have more nodes at positions in the gradient $G$.

We define the compactness of gradient $g$ in percentage as $c_g = \frac{(\min(p_g^{\text{max}}, p_g^{\text{node}})) \times 100}{p_g^{\text{max}}}$. This definition tells us that if at gradient $g$, $p_g^{\text{node}} > p_g^{\text{max}}$ then gradient $g$ is considered to be compact. From this definition, we define the average compactness as $C_{\text{ave}} = \frac{1}{G_{\text{max}}} \sum_g c_g$ where $G_{\text{max}}$ is the maximum reachable gradient depending of the number of nodes $n$. We also define the minimum compactness $C_{\text{min}} = \min_g c_g$.

Figure 4 and 5 plots the evolution of $C_{\text{ave}}$ and $C_{\text{min}}$ depending on time for a simulation with different number of sensors. This simulation result shows that the average compactness reached by our algorithm

Fig. 3: The percentage of covered area along time for different number of nodes.
Fig. 4: Average compactness along time for different number of nodes.

Fig. 5: Minimum compactness along time for different number of nodes.

is above to 95% for each number of sensors after 800s which shows that the effect of the random position selection and Alg. 3. We can also see from Figure 5 that the minimum compactness is 0% until the first sensor reaches the highest possible gradient depending on the number of sensors.

It is worth noting that for 7 sensor in the network, the compactness is 100%. This is due to the fact
that sensors are not synchronized. Each sensor starts to move at different time and thus the movement direction run in Alg. [17] allows this perfect compactness.

6.5 Self-healing

In this section, we provide the simulation results that show the self-healing ability and connectivity restoration. We simulate a set of scenarios where there are 30, 50, 70 and 90% of sensors that disappear at time 1000s.

Figure 6 shows the network evolution when 30% of nodes disappear starting at 1000s. This figure shows the results of the self-healing mechanisms based only on local view as described in the algorithm and especially in Alg. [3]

![Deployment snapshots](image)

**Fig. 6:** Deployment snapshots with 30% of node disappearing at 1000s and the self-healing mechanisms.

We first show the ability of our algorithm to restore network connectivity. To evaluate the connectivity of the graph, we use the reachability metrics as described by Razafindralambo and Simplot-Ryl (2011). The reachability of a network composed of \( N \) nodes is: \( \rho = \frac{\text{nb. of connected pairs}}{\binom{N}{2}} \). Note here that when \( \rho = 1 \) the network is connected and when \( \rho = 0 \) all the nodes are isolated. We compute reachability based on the neighborhood table of each sensor which is updated upon reception of Hello messages. It is important to notice here that some messages can be lost due to wireless collisions or physical layer imperfections.

Figure 7 shows the evolution of reachability depending on time for a network composed of 92 sensors at the beginning of the simulation. This figure shows that the higher the number of disappearing nodes, the lower the reachability drops. This figure also shows that reachability is increased faster when the percentage of disappearing nodes is lower. We can also see from this figure that reachability can decrease. This is mainly due to the fact that a node may move and break connectivity based on Alg. [3] since sensors use a local approach to evaluate global connectivity.

Figure 8 shows the evolution of the average compactness depending on time for different percentage of node failures. This figure shows that the value of compactness is not necessarily negatively nor positively influenced by the percentage of disappearing sensors. Since the disappearing sensors are chosen randomly, they may affect the compactness in different ways. We can notice from the simulation that in any cases, the compactness is restored to a high value, close to the one before the failure.
Fig. 7: Deployment reachability during the self-healing process.

Fig. 8: Deployment compactness during the self-healing process.
6.6 Comparisons

In this section, we provide a comparison with the closest work from the literature. We have implemented in the simulator the work of Bartolini et al. (2010) called hereafter BAR which shows a grid coverage process and the work described by Razafindralambo and Simplot-Ryl (2011) called hereafter RSR that uses virtual forces. In both implementations we have set the frequency of message sending to be equal as the one of our algorithm to have a fair comparison. We have modified the algorithm described by Bartolini et al. (2010) to prevent sensor from different locations to snap slave sensors to the same spot.

Figures 9, 10 and 11 present several snapshots of each deployment. In these figures, 30% of the nodes die at 2000 s. We can see from this figure (Fig. 9) as previously stated that EMR algorithm is robust an can restore connectivity after the nodes’ crash. BAR algorithm does not implement such mechanisms and therefore after the node crash, the network remain as it is (Fig. 10). It is important to notice that the BAR algorithm can restore connectivity if there exists a non-snapped node available to restore it. This would be, for example, the case in a confined space where each spot is occupied by more than one sensor. The RSR algorithm relies on virtual forces and has two main drawbacks. First, coverage holes can be created due to repulsive forces (See Fig. 11 at 1900s). Second, if two nodes are within communication range but some communication messages are lost, then a network can disconnect. Disappearing connections can be noticed in Fig. 11 at 3000s and 4000s.

![Deployment snapshots](image_url)

**Fig. 9:** EMR algorithm presented in this paper. Deployment snapshots with 30% of node disappearing at 2000s and the self-healing mechanisms.

![Deployment snapshots](image_url)

**Fig. 10:** BAR algorithm developed by Bartolini et al. (2010). Deployment snapshots with 30% of node disappearing at 2000s and the self-healing mechanisms.
**Fig. 11:** RSR algorithm developed by [Razafindralambo and Simplot-Ryl](#) (2011). Deployment snapshots with 30% of node disappearing at 2000s and the self-healing mechanisms.

**Coverage**

In this subsection, we compare the coverage performance of the three algorithms. We can see from Fig. [12](#) that the three algorithms reach 100% coverage. However, we can see that RSR algorithm fluctuates around 100%. This is due to the fact that when using virtual forces, sensors are attracted by each other and thus the coverage percentage may not be stable at 100%. We can see also from this figure that BAR algorithm reaches 100% coverage and is stable. However, compared to EMR algorithm, both RSR and BAR reach 100% coverage slower. For BAR, this slow behaviour is due to the fact that unsnapped sensors cannot take the decision to move. Only installed sensors can give un-installed sensors their new position, and these mechanisms increase latency. For RSR this slow behaviour is due to attractive and repulsive force used in the algorithm. Since virtual forces uses also attractive forces, these forces slow down the deployment.

**Compactness**

In this subsection, we compare the compactness of the algorithms before and after the self-healing process. We can see from Fig. [13](#) that algorithms BAR and RSR do not restore compactness after the failure at 2000s. This is because the two algorithms do not have self-healing process. We can notice that before the failure occurs, the three algorithms have the same compactness around 90%. The results in Fig. [13](#) represent a single simulation run.

**Reachability**

In this subsection, we present the reachability of each algorithm. We can see from the single run simulation presented in Fig. [14](#) that algorithms RSR and BAR are not able to restore reachability after the failure at 2000s. This is due to the fact that these algorithms do not implement self-healing process and that there are not enough sensors to restore the connectivity. As stated earlier, the reachability of RSR fluctuates since the connectivity can be broken due to message loss.

Table [I](#) summarizes the comparison between the three algorithms. In this table, we added a column regarding the use of these algorithms in confined space. In their papers, [Razafindralambo and Simplot-Ryl](#) (2011) and [Bartolini et al.](#) (2010) have shown that in a confined space, their algorithm can evenly distribute sensors over the field. This is not the case for EMR algorithm. Moreover, we assume that in case of a confined space, algorithms RSR and BAR can restore reachability, coverage and compactness. This evaluation and comparison in confined space is left for future work. The use of our algorithm in confined space is discussed in the next section.
Fig. 12: Comparison of coverage efficiency for the three algorithms before the self-healing process (in average).

Fig. 13: Comparison of compactness before and after the self-healing process (a single run).
**Fig. 14:** Comparison of reachability before and after the self-healing process (a single run).

**Tab. 1:** Comparison of the algorithms – a summary.

<table>
<thead>
<tr>
<th>Deployment algorithm</th>
<th>Coverage</th>
<th>Compactness</th>
<th>Reachability</th>
<th>Self-healing</th>
<th>Tolerance to failure</th>
<th>Confined space (distribution)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMR</td>
<td>optimal</td>
<td>optimal</td>
<td>~90%</td>
<td>1</td>
<td>automatic</td>
<td>yes</td>
</tr>
<tr>
<td>BAR</td>
<td>optimal</td>
<td>optimal</td>
<td>~90%</td>
<td>1</td>
<td>not restored</td>
<td>no</td>
</tr>
<tr>
<td>RSR</td>
<td>holes</td>
<td>holes</td>
<td>~90%</td>
<td>1</td>
<td>automatic</td>
<td>no</td>
</tr>
</tbody>
</table>
7 Discussion and extensions of the work

Obstacles or Points of Interest. In our simulations, we consider a field without obstacles or specific points of interest. The obstacle assumption can be removed by considering that some spots around a given sensor are not accessible. In order to provide a repulsive effect of an obstacle, we can consider that the occupancy of a specific spot is infinite, which will force sensors to get into that spot. If, on the contrary, we want some specific spots to attract as many sensors as possible (or a given number of sensors), it is possible to modify its occupancy by avoiding sensors to send messages (or allow only a limited number of sensor to send messages) when they are above those specific spots.

Multiple origins of sensors. In case of multiple sensor origins with or without the same orientation, a merging process can be triggered. Some techniques such as the one described by Bartolini et al. (2010) can be implemented. Bartolini et al. (2010) suggest to add a common timestamp in the message sent by the sensors to identify their origin and the beginning of the deployment. When two sensors with different timestamps are within communication range the sensor with the newest timestamp changes its grid placement and orientation according to the sensor with the oldest timestamps. In our case, instead of timestamps, gradient number can also be used.

Sensors locations. In our simulation, we added a random error of [-2:2] m to each sensor position to mimic the GPS position approximation. The simulation shows that this randomness has no effect on the algorithm.

Initial sensor position. In our simulation, we consider that the sensors have the same initial location (with 2m of position errors). However, this assumption is not practically possible to implement especially as the number of sensors increases. To overcome this issue, we have implemented a virtual localization in each sensor. This virtual localization is the position in which a sensor should be. Sensors try to minimize the difference between their virtual localization and their real localization by moving towards their expected position whenever possible. This mechanism may provoke communication errors since the difference in real and virtual localization can cause the loss of connectivity. However, EMR algorithm does support message loss.

Confined space. In the current version of the algorithm, we assume that the field is large enough so that it cannot be fully covered by the sensors. We do not consider the fact in which the number of sensor can cover the whole field. In this case, the sensors will stay at the boundary of the field. However, it is easy for a sensor to identify itself as a sensor with a full overlapping coverage since for this sensor, all the spots in the “regressive positions” set are occupied and all the spots in the “progressive positions” set are or not accessible. Evenly distributing sensors over a confined field is left for future work.

8 Conclusions and future work

In this work, we presented a distributed EMR algorithm for the robust deployment of mobile wireless sensors. The algorithm asynchronously runs on all the sensors in the network. The sensors only need locally available information that is periodically emitted via Hello messages, in order to achieve the successful deployment and robustness of the network. By step-wise movements, the algorithm is proven to drive a group of mobile sensors to achieve maximized coverage while maintaining global network connectivity. Furthermore, the algorithm is also proven to terminate without oscillations. A complementary simulation campaign shows different aspects of the deployment algorithm regarding the covered area, robustness and compactness of the deployment.
Future work in this field will be focused on designing the deployment algorithm that achieves both area coverage and energy efficient sensor deployment. Furthermore, we will consider different scenarios with energy providers present in the deployment field, where the goal will be to design an algorithm that will be able to maximize the covered area while relying on energy providers to sustain the sensors and thus prolong the network lifetime.
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