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Abstract

This paper is concerned with the numerical solution of porous-media flow and transport prob-
lems, i. e. heterogeneous, advection-diffusion problems. Its aim is to investigate numerical
schemes for these problems in which different time steps can be used in different parts of the
domain. Global-in-time, non-overlapping domain-decomposition methods are coupled with op-
erator splitting making possible the different treatment of the advection and diffusion terms. Two
domain-decomposition methods are considered: one uses the time-dependent Steklov—Poincaré
operator and the other uses optimized Schwarz waveform relaxation (OSWR) based on Robin
transmission conditions. For each method, a mixed formulation of an interface problem on the
space-time interface is derived, and different time grids are employed to adapt to different time
scales in the subdomains. A generalized Neumann-Neumann preconditioner is proposed for the
first method. To illustrate the two methods numerical results for two-dimensional problems with
strong heterogeneities are presented. These include both academic problems and more realistic
prototypes for simulations for the underground storage of nuclear waste.

Keywords: mixed formulations, domain decomposition, advection-diffusion, optimized
Schwarz waveform relaxation, time-dependent Steklov—Poincaré operator, nonconforming time
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1. Introduction

In the simulation of contaminant transport in and around a nuclear waste repository the time
scales vary over several orders of magnitude due to different material properties in different parts
of the repository and to variations in the hydrogeological properties of the surrounding geological
layers. The domain of calculation is in fact a union of several regions with drastically different
physical properties. In addition, different processes are taking place and these occur on very
different time scales. Thus the use of a single-size time-step throughout the domain and for
all the physical processes involved is hardly reasonable. For this reason we are interested in
numerical schemes that allow different time steps for different parts of the domain and different
time steps for different processes. For the different time steps for different parts of the domain
we use global-in-time, non-overlapping domain-decomposition and for the different time steps
for different processes we use operator splitting. For the space discretization, we use mixed
finite elements , ] as they are mass conservative and they handle well heterogeneous and
anisotropic diffusion tensors.

In d;j], two space-time domain-decomposition methods for the diffusion problem in a mixed
setting were introduced. Both methods rely on a reformulation of the initial problem as a space-
time interface problem, through the use of trace operators. The resulting interface problem can
then be solved by various iterative methods.

For the first method, a global-in-time preconditioned Schur method (GTP-Schur), the trace
operator in question is a time-dependent Dirichlet-to-Neumann (a.k.a. Steklov-Poincaré-type)
operator; the interface problem is solved by preconditioned GMRES. Steklov-Poincaré-type
methods are known to be very efficient for stationary problems with highly heterogeneous co-
efficients. See , B, , , ,, , ] for more information concerning these methods for
stationary problems. Other extensions to time dependent diffusion problems are given in , @].
These are related to a relaxation method applied to the interface problem.

For the second method, a global-in-time optimized Schwarz method (GTO-Schwarz), the as-
sociated trace operator is a time-dependent Robin-to-Robin-type (or possibly Ventcell-to-Ventcell-
type) operator and the method is related to the optimized Schwarz waveform relaxation algorithm
(OSWR). These more general trace operators introduce additional coefficients that can be opti-

mized to improve convergence rates, see [u, , , , , , Q, ]. Generalizations to het-

erogeneous problems and/or nonmatching time grids were introduced in [B, B, H, X , , ,
2



35

40

45

50

55

60

, , , , ]. A suitable time projection to handle nonconforming grids in time between

subdomains is defined using an optimal projection algorithm as in [[19, Eﬁ] with no additional
grid. The OSWR method corresponds to solving the interface problem by Jacobi iterations. We
will also use a GMRES method.

An extension of the GTP-Schur and GTO-Schwarz methods to a problem modeling the flow
of a compressible fluid in a porous medium with a “fast path” fracture is given in @]. More
precisely, a reduced model is considered in which the fracture is treated as an interface between
two subdomains and the associated trace operator is of Ventcell-to-Robin-type.

This paper can be seen as a sequel to [29]: we provide a new approach that makes it possible
to extend both the GTP-Schur and GTO-Schwarz methods to model coupled advection-diffusion
problems. More precisely, because one may want to treat advection and diffusion with different
numerical schemes, we use operator splitting within the subdomains [B, @, , , , , ].
This allows the use of different time steps from one subdomain to the next as well as within
each subdomain, for the advection and the diffusion. For both the GTP-Schur and GTO-Schwarz
methods, extensions of the discrete counterparts of the interface problems derived for the diffu-
sion problem in ] are proposed. New unknowns for the advection are introduced for the in-
terface problems associated with Dirichlet transmission conditions between subdomains for the
advection step. For GTP-Schur, an extension of the Neumann-Neumann preconditioner of ]
to the advection-diffusion problem is introduced. Advection is approximated in time with the
explicit Euler method and in space with an upwind, cell-centered finite volume method, while
diffusion is approximated in time with the implicit Euler method and in space with a mixed finite
element method. It has been shown that treating the advection explicitly can significantly reduce
the numerical diffusion (see e.g. ]). An upwind operator is introduced to simplify the formu-
lation of the advection step. This operator is useful for extending the discrete counterparts of the

interface problems derived for the diffusion problem in [29].

This paper is organized as follows: in the next section we present both the model problem
in mixed form and the fully discrete problem. In Section 3] we derive the discrete multidomain
problem in an operator splitting context and define two discrete interface problems, extensions of
the GTP-Schur and GTO-Schwarz methods analyzed in [@, ]. For the GTP-Schur method, a
generalized Neumann-Neumann preconditioner is given. In SectionH]we describe how we handle

the nonconforming time grids (for advection and diffusion time steps) using L? projections. In
3
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Section [l results of 2D numerical experiments, both academic experiments and more realistic
prototypes for nuclear waste disposal simulation, showing that the methods preserve the order of

the global scheme are presented. The behaviors of the two methods are discussed and compared.

2. Operator splitting for a model problem in a single domain

For a bounded domain Q of RY (d = 2, 3) with Lipschitz boundary dQ and some fixed time

T > 0, consider the linear advection-diffusion problem written in mixed form:

@0, c+div(uc+r) =f inQx(0,7),

Ve+D'r =0 inQx(0,7),
c =0  ondQ\I'x(0,7), (D

c =cp onI'x(0,7),

c(,0) =c¢op inQ,
where c¢ is the concentration of a contaminant dissolved in a fluid, f the source term, ¢ the
porosity, u the Darcy velocity (assumed to be given and time-independent), D a symmetric time
independent diffusion tensor, I' a part of the boundary and cp Dirichlet boundary data on I'.
We have singled out a part of the boundary for non-homogeneous Dirichlet data because it will
be useful when we derive the GTP-Schur method in Section Bl The monodomain or global
problem corresponds to the case I' = (. For simplicity we have imposed only Dirichlet boundary
conditions. The analysis presented in the following can be generalized to other types of boundary
conditions.

For the time discretization, we use a splitting method, for solving problem (d): the advec-
tion equation is approximated by the forward Euler method and the diffusion equation by the
backward Euler method. The resulting scheme is first-order accurate in time, O (1) (see, e.g.,
, IE]). We consider a locally mass-conserving approximation scheme, more specifically an
upwind, cell-centered finite volume method for the advection equation, and a mixed finite ele-
ment method for the diffusion equation. Below, we give the fully discrete problem associated
with these discretization techniques.

Let K}, be a finite element partition of Q into rectangles and let &, be the set of all faces of
elements of K, G, the set of those lying on I" and gg those in the interior. For K € K}, let ng
be the unit, normal, outward-pointing vector field on dK and let ng, be the unit, normal, outward-

pointing vector field on dQ. For simplicity, we suppose Q c R We use the lowest order
4
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Raviart-Thomas mixed finite element spaces M}, X X;, C LZ(Q) x H(div, Q) (see, e.g., , ]) :

M, = {,u € LZ(Q) : Mk = const, K € ‘Kh},
%) = {v € H(div. Q) : vix = (ak + bgx. cx +dxy) . (ax. by, cx.dx) € R, K € K.}
The degrees of freedom of ¢, € M) correspond to the average values of ¢, on the elements

K € K}, and those of rj, correspond to the values of the flux of r;, across the edges E of K.

We shall also make use of the spaces

Ay ={1e€ L*I) : A = const, E € G} (2)
Nypa = {n € LX U E) : mg = const, E € &) 3)
Ee&,

for the approximation of the boundary data and for the upwind values respectively. For the time
grid, we consider, for simplicity, a uniform partition of (0, 7") into N subintervals (t”, t’”l) with
length 7 = M forn = 0,...,N—-1with® =0and N =T (the derivation can be easily
generalized to the case of nonuniform partitions). In order to satisfy the CFL condition required
for the explicit scheme used for the advection equation without imposing that condition on the
diffusion equation, we consider sub-time steps for the advection part: 7, = 7/L, for some L > 1,
and ' = It, + 7", for [=0,...,L,andn=0,...,N — 1. Note that #*° = /* and /" = /"*!.

The operator splitting algorithm is initialized by defining 02 to be the L projection of ¢

onto My:

1
= fk co. VK €Ki, o)

and /IZ’Z, 0<I<L-1,0<n<N,tobethe L* projection of cp(-, t”’l) onto Ay:

1
e = |E| fCD(',t"’l)» VE € Gy, ®
E

where |K]|, respectively |E|, denotes the measure of K, respectively E. For convenience of nota-

0,0

tion, we also write 62,0 for c2 and A

for /12 o+ We will find it useful to use different notation
for the boundary values that we will use for the diffusion step and the boundary values that we
will use for the advection step: /lZfl is defined in (@) and is used for the advection step whereas
A = /12’2 is used for the diffusion step.

Forn =0,...,N —1, at step n, we first compute CZ'Z, the approximation of c(t"”), forl=1,...,L
n+l n+1

using the advection equation and then we compute ¢;”" and r;,” ", approximations of e and

5



r(7"*!) respectively, using the diffusion equation.

As we use an upwind scheme for the advection equation, to compute CZ'H] forn=0,..., N-1,

[=0,...,L—1,in addition to the value cZ’l, we will need an upwind value GZ’I of the concentra-

tion on each edge of the grid. This value depends on the Darcy velocity u and we define for each

edge E € &,

i A
UQE = — u-ng, UKE = T u-ng, VK 67(/1.
lE| JE lEl Je

The upwind value is defined with an upwind operator U, that associates to an element in My, XAy,

a value in Nj,. These latter values will be the upwind values:

U, : M, x A\, —> N,

0 if E€Gpandugp >0,
(Un(cns Ana)),, =

(na)e I E € Gpandugr <0 (fluid entering Q through E),

0 if E € G) and ug x = 0 for some K € Kj.

The discrete problem with operator splitting is then defined as follows:

(e IEE€ Q2 is an edge of K and ux g > 0 (fluid exiting K through E),

Problem 1 Discrete problem with operator splitting and Dirichlet boundary conditions

forn=0,.,N-1

0 _ m 0; :
= ¢}, where ¢} is defined in @),

define ¢}’
for/=0,.,L—-1
1. define the upwind value 62‘1 = ﬂh(cZ’I, /122 ) using @,

2. solve the advection equation

CZ’HI B CZJ an,l
oD S (e, s =0,
K a -

EcoK

. 1
to obtain ¢'*

end for
solve the diffusion equation

n,L

ctHl_c
f¢ h h +fdinZ+] =ff(rn+l)7
K T K

VYK e 7(;“

L

W . The solution generated after these L advection steps is ¢}™".

VK e 7(;,,

K
fD"rZ“m—ch“divv =f/12“(v~n), Ve,
Q Q r

to obtain ¢! and r}*".

end for

(O]

®)

(6)
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(Recall that the test functions for the first equation in (§) are just linear combinations of the

characteristic functions on the elements K € K},.) Using the notation

) n+l
Aa= (1) A= ()
a ha)u=0,...N-1, I=0.....L—1 h Jp=0,...N-1"
AT T, _ [ an,l T T\ _ n
G = (Ch )n:O N-1, [=0,...,L-1" (Ch’rh) - (Ch’rnh)nzl N’

,,,,,,,,,,,,,,,

we can define a discrete solution operator L as follows
Lot NEX A X L0, T; L) X Hi(Q) = (N™E x (M) x ()Y
(/1117 /L f’ CO) — (6;,7-0’ C;‘;’ r;‘;) ?
where (6;‘”, c}t,r;) is the solution of Problem[I] and H!(Q) = {v € H'(Q);v = 0 on Q\I'}. We
remark that as the advection is approximated explicitly, in the definition of £ we have extracted
the upwind values GZ’I for/=0,...,L—1(insteadof / =1,...,L) foreachn, n=0,...,N—1.
In the next section, we consider the domain decomposition approach for solving Problem [T}

An equivalent multidomain problem adapted to the splitting approach will be formulated and

from that we will derive two global-in-time domain decomposition methods.

3. Domain decomposition with operator splitting

For simplicity, we consider a decomposition of a domain Q into just two non-overlapping
subdomains Q; and €, (the analysis can be generalized to the case of any number of subdo-
mains). We assume that the partitions %,,; of subdomain Q; and %, of subdomain €, are such

2
that their union K, = U K. forms a finite element partition of Q. We denote by I' := 9Q N9,
the interface between Elle subdomains, and denote by G), the set of edges (or faces) of elements of
K that lieon I'. Fori = 1,2, let n; denote the unit, normal, outward-pointing vector field on 9€2;,
and for any scalar, vector or tensor valued function ¢ defined on Q, let y; denote the restriction
of iy to Q;.

We define the set of the inflow and outflow boundary edges on the interface for each subdomain:
Gr = {E€Gn wp <0}, G =Gy,  fori=1.2, j=3-i

1 . . . .
where Ui = E j};u -n;. Thus Gj, \ (Q}:l U g}:z) ={E € &; Up = 0}, and Q‘h“’l N Q}:z =0.
Let M;, and X, denote the mixed finite element spaces as defined in Section 2] and let M,;

and %;;, i = 1,2, be the spaces of restrictions of the functions in these spaces to ;. To define
7



the transmission conditions, we will use the space A;, defined in @) (where T is the interface).

Because the discretization in space is conforming, we have

Ay ={v -ni)‘r L ve Zh’,‘}, i=1,2.

1o Now, it is straightforward to show that the global discrete problem defined in Problem [I] with

cp =0 (.e. A, = A, = 0) is equivalent to the following multidomain problem:

Problem 2 Multidomain problem with operator splitting and physical transmission conditions

Solve in each subdomain Q;, i=1,2:
forn=0,.,N-1
1
n0 _ n 0 e N X
define ¢ = ;. where (L’”')IK =K Lco, VK € K,
for/=0,.,L-1

1. define (/122 )I for E € Q,“ through the transmission condition
n,l nl . . .
(A7), = () - YE€ Gl with j=3 -4,

where K is the element that has E as an edge. Then define the upwind values ¢ ch
2. solve the advection equation (7)) in Q;:

n,l+1

il _
f¢ o D (&), 1Eluke =0, VK €K,
K

Ecok
to obtain ch 1 The solution generated after these L advection steps is LZIL
end for
solve the diffusion equation (8)) in Q;:

n+l1 n,L

Ch,i Ch; n+] n+1
p———=+ | divry' = | @, VK € K
Ti K
fD ey —f cpttdivy =f/1;;+,‘(v~n,-), Vv e Xy,
Q; Q;

together with the transmission conditions

f 4l = f 43 f (Fim 4 m) =0, VE Gy,
E E E

n+1
hi *

n+1

hy andr

to obtain ¢

end for

= U, (

n,l
cht’

©)

i)

10)

(1)

12)

Equation () serves as a Dirichlet boundary condition on E € g};‘, and it defines the transmis-

sion condition for the advection equation. As for the pure diffusion problem

], the transmis-

sion conditions (I2) for the diffusion equation consist of the equality between the concentration

8
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and the conservation of the normal diffusive flux across the interface.

Remark 1. Because of the decomposition, the upwind value of cZ’{ on edges on the interface T
S

may not depend only on the element values ch inside the subdomain Q. In particular, zfQ}I"l 0

(i.e. there is fluid flowing into Q; through some part of T'), the transmission condition (Q) means

An,l

that the upwind concentration ¢,; on the edge E € Q’h”l is defined by the concentration value of

the element in the neighboring subdomain (see Figure[l)):

anl\  _ (ol i
(c;;’l.)‘E = (CZ,f)ucE ,VEe G, (13)
where Ki necessarily in Ky, j, j =3 —1i, is the element that has E as an edge.
r
| B B
| i
T RN SRR !
| F |
| Anl _(.nl K, |
; ( [ l)m (Chz)mp g |
i ‘ n ,
i Kg i
an,l _ nl
T SR ..(.’.'.Z)IF.._.(.C.":].)JKFI
! I
! I
y T |
! i
| i
¥ U S
Q] QZ

Figure 1: Anillustration of the upwind concentration in the context of domain decomposition, the arrows represent the

direction of the normal flux across the edges, f u -n, (for a fixed normal vector n = (1, 0)).
E

Alternatively, and equivalently to (I2), one may impose Robin transmission conditions (for

the diffusion equation), forall £ € G, andn =0,...,N—1:
f(—ijl ‘ny + a’l,z/lerll) = f(rﬁjrzl Ny + 01,2/1251),
E E

n+1 n+l _ n+1 n+l
fE(_’h,z '”2+92,1/lh,2) _f(rh,l ’"1+92,1/lh,1)7

E

(14)

where @), and ;| are two positive constants. The GTP-Schur method is based on (IQ), (1)

together with the "natural" transmission conditions @), (I2) while the GTO-Schwarz method
9



is based on ([IQ), (II) together with transmission conditions (@), (I4). For both methods the

120 multidomain problem is formulated as a problem posed on the space-time interface via the use

of interface operators. These interface operators are defined via the solution of local Robin

problems in the subdomains.

For a given Robin parameter @, we can define a discrete Robin solution operator Lg as

follows

LB AE X AN X L0, T; LA(Q) x HI Q) — (N)VE x (Mp)Y x (2N

(Ao, &, frc0) = (8,7 1)
K ChTh

AT, Ta

where ( ¢, e r;) is the solution of Problem 3

5)

Problem 3 Discrete local problem with operator splitting and Robin boundary conditions

forn=0,.,N-1
define ¢’ = ¢}, where ¢} is defined in @),
for/=0,.,L-1
1. define the upwind value ¢ ”” : 'L{h(c"l /1’”) using (3,

2. solve the advection equation

Lnl+l _ nl
f(p LT 3 (@) 5| Eluge =0, VK €%,

EcoK

to obtain cZ’M. The solution generated after these L advection steps is cZ’L.

end for

solve the diffusion equation

Cn+1
f(p h fdivr" ff(t”“) VK € K,
fD']rZ”~ —f "+]d1vv+—f(r"” nv-n) =
Q

——ff}f“(V-n), Vv €,
a Jr

n+1 n+1

to obtain ¢, and r;,

end for

16)

A7)

Note that the boundary terms in (IZ) correspond to the boundary condition

n+1 n+1 _ en+l
ac,” —r, -on=§&" onI' x(0,T).

(18)

Remark 2. As pointed out above, with the upwind scheme, the solution of the advection equation

10



125 in a subdomain depends not only on the information in the subdomain and on its boundary, but
also on information coming from the neighboring subdomain, while for the diffusion equation the
solution is local to the subdomain as in the pure diffusion case. However, since we use operator
splitting, we do not have the problem of slow convergence of the OSWR algorithm that has been
observed when a fully implicit scheme and an upwind scheme for the advection are used [23].

1o With operator splitting we obtain separate transmission conditions for the advection part and
for the diffusion part. In fact, we observe numerically (see SectionD) that the convergence is
governed by the Robin transmission conditions associated with the diffusion equation and the
optimized Robin parameters significantly improve the convergence of the algorithm (for both
advection-dominated and diffusion-dominated problems). In our observations, the advection

15 plays little or no role in the rate of convergence.

Remark 3. As the advection and the diffusion equations are treated separately, the formulations
of the diffusion equation corresponding to the GTP-Schur method and the GTO-Schwarz method
will be derived just as in [|29]. The formulation for the advection equation will be the same for

both methods.

140 In the following, using operator splitting, we derive discrete interface problems for the advection-
diffusion equation () (with ¢p = 0), which are extensions of the discrete counterparts of the

interface problems derived for the diffusion problem in [29].

3.1. Global-in-time preconditioned Schur (GTP-Schur): an extension of the time-dependent

Steklov-Poincaré operator approach

Let H/(Q) = {v € H(Q;), v = 0 over 8Q; N dQ}, fori = 1,2. We introduce the solution
operators O; := Lq., i = 1,2, which associates to an LZ(O, T, Lz(Qi)) source term f together
with H ,} (€)) initial data ¢y and discrete boundary data (1., 1) given on I" X (0, T'), the solution of
Problem[in Q; x (0, 7) :

Dit AVEx AN x L20, T; LA(Q) x H Q) — (Nw)V" x (M) x ()"
(a4, frc0) > (&7 ¢h 77 5) = Loy (A A, frc0) -

For the problem on the interface, we will need as input from the subdomain problems the first

AT, Ty

component ¢, of the output of D; (for the advection step) and the values of the third component

AT, Ty

¢, associated with edges E in

r;,; (for the diffusion step). In fact, we need only the values of
11



g‘h", and values of r; ; associated with edges E in Gj,. Thus we define the two projection operators

H; and F; as follows
H; o (N)™ " x (M )™ x ()Y — (A)VE

0, YE € th,

AT, Ty

(Chz ’C/’ll’rhl) g r out
Ablag
(Ch,i )|E’ VE€G,;,

and
Fi: (Np)V 5 x (M) x (Z)Y — Ay

AT, Ty T
(c,“ ,c,“,r,“) = (r,” -n[)lE , VE € G).
With these operators, we can rewrite the transmission condition (@) for the advection equation

equivalently as

vy

f f/la—ﬂ]D](/la,/l,f,Co) —0 VEGQM,
ml

ftn L+1

f/la - 7‘(22)2(/1(1, A, f cp) = =0, VEE€ Qh 1

Yn=0,...,.N-1,V¥/=0,...,L-1,

or

tnl+]
f f/la -~ H1D(Ag, A, [, c0) = HoDa (A4, A, f,c0) =0
A (19)

VEeGy, Yn=0,....N-1,VI=0,...,L—-1.
Since we have imposed a Dirichlet condition on I" for the diffusion equation, the first equation
of (I2) is satisfied and (I2) reduces to the flux equality, which is equivalent to
.
[ [ ADiu s - Tt foco) =0
Iz E (20)
VEeGp, Yn=0,...,N—1.
Note that the composite operator 7;D;, i = 1,2, is a Steklov-Poincaré (Dirichlet-to-Neumann)
type operator. Equation 20) together with (I9) forms an interface problem, equivalent to Prob-

lem 2}
Find (A4, 1) € (AL x (A,)Y such that

o+

f f/la _7-{11)1(/1(17/1’f’ CO) _WZDZ(AH’Aaf7CO) = O’

ml E

e
[ [ 7D fq + FaDatud frco -0,

VYEecGy, Yn=0,...,N-1, VI=0,...,L-1,
12
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or equivalently
Find (14, 2) € (A)ME x (Ap)N such that

. y (22)
S = X 9’
7 X
where
o+ 2
Aa— ) HDi(14,1,0,0)
S =
/l 11 2
f f -3 FDi(A4. 2,0,0)
" E 0 E€G), n=0,...N-1, [=0,...L—1
and

Ve 2

L[ o0
X " =1

)

1+l 2
X
7iDi(0,0, f, co)
[ fgrooore

E€Gy, n=0,...N-1, [=0,....L-1

System (22)) can be solved iteratively by using a Krylov method (e.g. GMRES): the right
hand side is computed only once by solving Problem [I] in each subdomain with 4, = 0 and
A = 0; then for a pair of vectors (1,,17) given in (Ah)N XL (Ap)Y, the matrix vector product is
obtained, at each Krylov iteration, by solving subdomain Problem [ with 1, = n,, 4 = n and

with f = 0 and ¢y = 0, and extracting the correct traces on the interface.

Remark 4. Note that the method in [IE] is related to the one introduced in [E | and used here.
It corresponds to a Richardson iteration applied to the above interface problem (with diffusion
only) or that of Method 1 in [E]. In the present paper as well as in [E], we use GMRES instead
of Richardson, as it gives faster convergence for stationary problems. However, the situation is
different for time dependent problems as pointed out and analyzed in ] and one should use
the convolution Krylov subspace methods for dynamical systems to accelerate the convergence to
the same degree as in the case of stationary problems. An additional advantage in using GMRES
is that it does not require a relaxation parameter (for which no optimal choice is known in the

case of advection-diffusion problems) as does the method of [13].

Following the same idea as in ] we apply a generalized Neumann-Neumann precondi-

13



tioner. With this aim, we define the solution operator N;, i = 1,2 :
Nt A5 (MY = (N ™ (M) x ()"
Aasg) = (&7 orh)
where

AT, Ta _ (Al T T\ _ n n
Cni _(Ch»i)n:O N-1, I=0,...,.L—1 and (Ch,i’rh»i)_(Ch,i’rh,i)nzl N

...............

10 are the solution of the subdomain problem that consists of solving, forn = 0,...,N - 1,

e the advection equation: for/=0,...,L -1,

C;,{H _ Cn,{

N hii An,l
f¢i—+ > fch[(u-nk)
K T E

a EcoK
én,l _ 7/[ . (Cn,l /ln,l)
hio i\ pi>*ha)>

0, VK € 7(;,,1‘,

with CZ’? := ¢ ; where cg =0,

e and the diffusion equation

ol Cn'L
hii hii .
f(ﬁi; + f div thl =0, VK e 7(;“‘,
K T K ’
D'rtt oy — | Itldive =0 Yy e X0
o i "hi o h,i - h,i°

frZ;'-ni =ftp"+], VE € G,
E E

where Zg,i ={veX, :v-ng =0, YE € G} is introduced to treat the Neumann boundary con-
dition on the interface.
In order to define a (pseudo-)inverse operator of 7:.D;, i = 1,2, we need to introduce the
trace operator
Try © (Nut) " x (M) x (En)Y = (A

AT, Ty T T
(Ch,i > Cpis rh,i) , P4

where A = (42) N stands for the trace of the concentration on the interface and is defined by

n=1,...,

f@;(vE-ni)sz;lr;i-vE—fcg,idiva, VEeGy n=1,...,N,
E Q; Q;

i

forvg € Z;,; such that (vg)x = 0 for all K € Kj,; that do not share the edge E.

14



With these operators in place, the action of the generalized Neumann-Neumann precondi-

tioner for @2) on (ua, p) € (AL x (Ap)Y, is defined by
tn,[+|

2
a %M as )
Ha »[t;’ \fl;# ; (b 1
ﬂ = t/x+l 2
O_iTri/Vi as )
Lo [ s

s Here the composite operator Tr; N;, i = 1,2, is a Neuman-to-Dirichlet type operator (which is

E€G), Vn=0....N—1, VI=0,...L1

the inverse operator of ;9;, i = 1,2) and 0; : A, — [0,1],i = 1,2, are weights such that

o1 + 03 = 1. As in the case of pure diffusion problems (see [E, ]), iftD; =dl,i=1,2,then
d;

gi= d, + dzl

3.2. Global-in-time optimized Schwarz (GTO-Schwarz) : an extension of the Optimized Schwarz

170 Waveform Relaxation approach

As for the GTP-Schur method, we first define several operators needed to define the interface
problem for this method. Let R; := LR " i = 1,2, be the solution operator which depends on the

Robin parameter o; j, i = 1,2, j=3-1i:

Ri+ (A E X (AN X L*(0, T; LA(Q)) X HI()
= (AN X (N)VE x (M) x (Z)"

Aaé.frco) o (E677 L1 ) = LE (A&, o).

where £, is defined in (I3) and

,,,,,,,,,,

,,,,,

175 GTP-Schur method) on the interface for the diffusion equation. Here we include £ in the
output of D; as in the pure diffusion case (see [@, ]) in order to compute Robin data

transmitted to the neighboring subdomain.

As stated in Remark [3] the advection step for the GTP-Schur method and the GTO-Schwarz

method are the same. So we define the projection operator 77,; i = 1,2, similar to the operator

15



H; in the GTP-Schur method, but that takes as input the second component of the output of R;,
instead of its first component:
H; : (AN X (N )™ x (M) % (Z0)" = AV

o 0, VE € G\,

(AR - t

Alla oul

(e57 )|E’ VE e GO
Next, for the Robin transmission conditions (I4) of the diffusion equation, we need the fol-

lowing interface operators defined fori = 1,2, with j =3 — i,
Bit AV x (N )™ x (M) % (20" = (A"

@i
ATTg T T T Jt T
(5, i ch’i,rh’i) - (rh’i n+ — €+ Thi -n[)) , VYE € Gj,.
Qi j E

The transmission condition (@) for the advection part leads to

v

f f /la - 7F:?l7€1 (/lav é:l 7f7 CO) - 7727{2(/1(4’ {,:27 f7 CO) = 09
ml E

(23)
VYEeGy, Yn=0,...,.N—-1,V¥/=0,...,L-1.
Exploiting the boundary condition (I8), we see that (I4)) is equivalent to
1
f ffl = BaRo(Aa, 62, f, c0) = 0,
moJE VE€Gh VYn=0,...,N—1. (24)

l‘"“
f ffz—Blﬂl(/la,fuf,Co) =0,
" E

Note that the composite operator B;R;, i = 1,2, is a discrete Robin-to-Robin type operator.
Equation 24) together with (23) forms an interface problem, equivalent to Problem 2] were we

have replaced (I2) by (I4), as follows

Find (A, &1, &) € (A)VE x (AN x (Ap)" such that
tu.l+l

fﬂa - ﬂIRI(/luaé‘:l,f, o) — ﬂ2R2(/lu,§2,f, cp) =0,
E

il

f ffl = B1Ro(Ay, &, f, c0) =0, (25)
n JE

n+l

f ffz = BoRi1(Aus &1, f co) =0,
" E

VEeG, Yn=0,...,.N-1,V[=0,...,L-1,
16



180

185

190

or equivalently,

A
SR f] = XR>» (26)
&
where
vy 2 _
f f/la _Z%Ri(/la»fi:o»o)
;’l ml E =1
tn+l
Sk| & |= j‘\f&—BﬁwM&ﬁﬁ)
" E
52 tn+l
f f§2 _B2R1(/1a7§170,0)
m E E€G), n=0,...N—1, 1=0,...I-1
and

l‘nTH] 2 _
f IZ%MM%@
mt JES

tn+]
XR = fBﬂQz(O, 0, f, o)
E

,

t/x+l
f f82R1(0,0,f,Co)
n o JE E€Gy, n=0,...N—1, [=0,...~1

System (268) can be solved iteratively using Jacobi iterations (which corresponds to the dis-

crete "splitting" OSWR algorithm) or a Krylov method such as GMRES: the right hand side is
computed by solving Problem [Blin each subdomain with 1, = 0 and & = 0; then for a given
vector (174, &1,&2) in AV < (AN x (Ap)Y, the matrix vector product is obtained (at each
iteration) by solving Problem[]in Q; x (0,T), i = 1,2, with 2, = 1., & = &;, and with f = 0 and

C0=O.

Remark 5. Due to the use of the splitting method, we have formulated a generalization of the
OSWR method in which the Robin parameters only act on the diffusion equation as in the case of
pure diffusion problems. The advection term is now like a source term for the diffusion equation.
Thus the optimized Robin parameters «; ;, i = 1,2, j = 3 — i, are calculated in the same
way as for the pure diffusion case (see [29]). Consequently, the advection coefficient is not taken
into account in the computation of the optimized parameters. This may be an advantage of using
operator splitting because we don’t need to handle variable coefficients due to the velocity field,

as one does for a fully implicit scheme (see, e.g, /@ ] ). In Section[d] we study numerically
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205

210

the impact of the optimized parameters on the convergence behavior, especially for advection-

dominated problems.

As the interface problem derived above for each method is global in time, one may use differ-
ent time steps for different subdomains as in the case of pure diffusion problems (see [29]). In the
next section, we describe how we enforce the transmission conditions over such nonconforming

time grids.

4. Nonconforming time discretizations

Let 77 and 7> be two different uniform partitions of the time interval (0, 7") into N; and
N, sub-intervals respectively with lengths 71 and 75, respectively (see Figure 2). The sub-time
step for the advection in each subdomain is defined by 7; = Li7;,, i = 1,2, and we denote by
TF, i = 1,2, the corresponding partition in time for the advection. We denote by Po(7;, Ap) the
space of piecewise constant functions in time on grid 7; with values in A;. Then define II;; the
average-valued projection from Po(7;, Ay) to Po(T5, Ap) (see [@]) and H;‘j from PO(T;’, Ap) to

Po(T, Ap).

Litia=1 F==-====-=-=-LIZZIZ27 |m=Lytoa T =Nt = N1

Q Q X

Figure 2: Nonconforming time grids in the subdomains.

As pointed out earlier, due to the use of the splitting method the interface problem for either
GTP Schur or GTO Schwarz consists of an equation imposing the transmission condition for
the advection problem and one or more imposing the transmission conditions for the diffusion
problem. The latter can be enforced in time in a way similar to that of the pure diffusion problem

(see ]). For the advection transmission condition, as there is only one unknown A, on the
18



interface, one needs to choose 4, to be piecewise constant in time on either the grid 7' or 75"

This is the case for both methods.

For GTP Schur We choose 1, and A to be piecewise constant in time on the advection and
diffusion time grids respectively. For instance, let 4, € Po(75', Ay) and A € Po(72, A;). Then the

interface problem 1)) is rewritten as

Find (14, 1) € (AR x (A,)N such that

41

1)
, f A = T3, (HL Dy (155 (), TTia(A), £, €0)) = HoDa(dar 4, frc0) =0, 27
1y E
I:H
[ [ 1 (RO s . ) = FaDaths . foco -0,
o E

for VE€Gpand Vn=0,...,N, -1, VI=0,...,L, - 1.

For GTO Schwarz We choose 4, to be piecewise constant in time on ondejrid, for instance,

75'. For the two Robin terms ¢ and &, we use the same technique as in ]. The interface

problem (23) is then rewritten as

Find (A, &1, &) € (A2 x (A x (AR)™? such that

nl+1
1)

nl
3

f Ay =TI, (FOR (T, (L), €1, £ €0) = FoRa(Aar 2, fc0)) =0,
E

trln+l (28)
f ffl = Iz (B1R2(Au, &2, f, €0)) =0,
tl]ﬂ E
fz ffz — Iy, (Bzﬂl(n?z(/la)y‘fl»f» Co)) =0,
o JE

for VEe Gy, Ym=0,...,Ny—-1,and Yn=0,...,.No -1, VI=0,...,L, - 1.

215 For conforming time grids, the two schemes defined by performing GMRES on the two
interface problems (27) and (28) respectively converge to the same monodomain solution, while
for the nonconforming case, these two schemes yield different solutions at convergence due to
the use of different projection operators (this is also the case for pure diffusion problems studied
in B]). In the next section we will carry out numerical experiments to investigate and compare

220 the errors in time of the two methods.
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5. Numerical results

We present 2D numerical experiments to illustrate the performance of the two methods for-
mulated in the previous sections. We consider an isotropic diffusion matrix D; = d;I, where I is
the 2D identity matrix. In Subsection[5.1] a simple test case with two subdomains is studied. The
coefficients are constant in the subdomains and can be continuous or discontinuous across the
interface. We verify the convergence behavior of the two methods for different Péclet numbers.
In Subsection[5.2] we consider a test case that is a prototype for a nuclear waste repository sim-
ulation, in which the subdomains involved have different length scales (from 1m to 100m) and
different physical properties. The convergence of the two methods for a decomposition into 9
subdomains is studied, and we analyze numerically the error in time when nonconforming grids
are used. Time windows are employed to approximate the solution over long time intervals. In
Subsection[3.3] a test case for the simulation of the transport around a surface nuclear waste stor-
age site is considered. In this case, the geometry of the domain is quite complex and layers with
highly different physical properties are present. The domain is decomposed into 6 subdomains

and time windows are also used.

Remark 6. One iteration of the GTP-Schur method with the preconditioner costs twice as much
as one iteration of the GTO-Schwarz method (in terms of number of subdomain solves). Thus to
compare the convergence of the two methods with GMRES, in the sequel we show the error in
the concentration c and the vector field r versus the number of subdomain solves (instead of the

number of iterations).

5.1. Piecewise constant coefficients
The computational domain € is the unit square, and the final time is 7 = 1. We split Q into
two nonoverlapping subdomains Q; = (0,0.5) x (0, 1) and ©, = (0.5, 1) x (0, I). Homogeneous

Dirichlet boundary conditions are imposed on d€, the initial condition is
co(x,y) = xy(1 = x)(1 = y) exp(=100((x = 0.2)* + (y = 0.2))), (29)
and the source term is
fx,y, 1) = exp(=100((x — 0.2)*> + (y — 0.2)%)). (30)

The porosity is ¢;1 = ¢ = ¢ = 1. The advection and diffusion coefficients, u; and d;,i =

1,2, given in Table [ are constant in each subdomain but discontinuous across the interface.
20



The global Péclet number and the CFL condition in each subdomain are also shown. We use

25  nonconforming time grids 7 # 72, but equal advection and diffusion time steps, 7,; = 7;,i = 1, 2.

In space, we use a uniform rectangular mesh with size Ax; = Ax, = Ax = 1/100.

u; d Peg T dtcrL | Ta,i
Q| (05,1 0.02 ~ 10 1/100 | 1/100 | 1/100
Q, | (0.5,0.1) | 0.002 | ~ 100 | 1/75 1/50 1/75

Table 1: Data for the discontinuous test case.

As in the continuous coefficient case, we analyze the convergence behavior of each method

with ¢ = 0 and f = 0. Figure[3l shows the error (in logarithmic scale) in the LZ(O, T; LZ(Q))-

norm of the concentration ¢ and of the vector field r, versus the number of subdomain solves

20 using GMRES with a random initial guess. Again we see that for advection-dominated prob-

lems, the preconditioner for the GTP-Schur method does not work well and the GTO-Schwarz

method converges much faster than the GTP-Schur method, by about a factor of 2.6 (with no

preconditioner) and a factor of 3.3 (with the preconditioner) for both errors in ¢ and r.

->-No Precond. Schur
-¥-Precond. Schur
—+Opt. Schwarz

Log of error in concentration

10

40 50 60

Number of subdomain solves

10

Log of error in vector field

—=—No Precond. Schur
-¥-Precond. Schur
—Opt. Schwarz

10

40 50

Number of subdomain solves

60

Figure 3: For discontinuous coefficients: Convergence curves for the different algorithms using GMRES: L? — L? error

in ¢ (left) and in r (right).

Figure M shows the iso-lines of the error in the diffusive flux r (in logarithmic scale) reched

25 after 15 Jacobi iterations, for various values of the parameters a;, and a»;. We observe that,

for discontinuous coefficients, the pair of optimized parameters (red star), computed as shown

21



in ], is also located close to the optimal numerical values.

v<
o

g<
-
—s8

Figure 4: For discontinuous coefficients:

In Table P the number of subdomain solves needed to reach a reduction of 107 in the er-

ror in the concentration ¢ and in the vector field r (in square brackets) when refining the mesh

260 1n space and in time with the ratio of Ax to 7 constant is shown. We see that for discontinu-
ous coefficients and nonconforming time grids, the convergence of the GTP-Schur method with

the Neumann-Neumann preconditioner is slightly dependent on the mesh size, while that with

no preconditioner increases fairly rapidly with decreasing mesh size. For the GTO-Schwarz
method, the convergence is almost independent of the mesh size and again, the use of GMRES,

25 instead of Jacobi iterations, does not improve significantly the convergence speed. We see that

2 a
2,1

a2 and @z .

the convergence of the GTO-Schwarz method is very fast.

Level curves for the error in r after 15 Jacobi iterations for various values of

Ax No Precond. | Precond. Opt. Schwarz
Schur Schur GMRES | Jacobi
1/50 25[25] 40[40] 13[13] 14[14]
1/100 36 [36] 48[46] 15[14] 16[15]
1/200 52[50] 54[52] 15[15] 17[16]
1/400 76(72] 58[54] 16[15] 18[17]

Table 2: For discontinuous coefficients: Number of subdomain solves required to reach a reduction of 107° in the error

for the different algorithms , and for different values of the discretization parameters.

5.2. A near-field simulation

We consider a simplified test case [IZI] for the simulation of the transport of a contaminant

in a near field around a nuclear waste repository site. The domain of calculation is a 10m by
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275

280

100m rectangle and the repository is a centrally located unit square (see Figure[§]with a blow-up
in the x— direction for visualization purpose). The repository consists of the EDZ (Excavation
Damaged Zone) and the vitrified waste. The final time is Ty = 2 X 10's (= 20000 years).
The coefficients for the simulation are given in Table Bl The advection field is governed by the
(time-independent) Darcy flow equation together with the law of mass conservation
u =-KVp inQ,
divu =0 in Q,

(€19

where p is the pressure field. No flow boundary is imposed horizontally and a pressure gradient
is imposed vertically with p = 100 Pa on bottom and p = 0 on top.

The source term is f = 0 and an initial condition ¢y is defined by

1, in the red box (containing the vitrified waste),
co = (32)
0, elsewhere.
Boundary conditions of the transport problem are homogeneous Dirichlet conditions on top and

bottom, and homogeneous Neumann conditions on the left and right hand sides.

Material Permeability K (m/s) | Porosity ¢ | Diffusion coefficient d (mz/s)
Host rock 10712 0.06 610713

EDZ 5107 0.20 2107

Vitrified waste | 1078 0.10 107"

Table 3: Data for flow and transport problems.

For the spatial discretization (for both the flow and transport equations), we use a non-
uniform but conforming rectangular mesh with a finer discretization in the repository (a uniform
mesh with 10 points in each direction) and a coarser discretization in the host rock (the mesh
size progressively increases with distance from the repository by a factor of 1.05). The Darcy
flow is approximated by using mixed finite elements. Figure[@lshows a zoom of the velocity field
around the repository. The maximum local Péclet number in this test case is 0.0513, thus it is
a diffusion-dominated problem. The time step due to the CFL condition is large as the velocity
field is very small (of order of 10713 m/s), 7crL, = 0.075 T in the repository and tcpr, = 0.125 T
elsewhere. We decompose Q into 9 subdomains as depicted in Figure[3 with Qs representing the
repository. For the time discretization, we use nonconforming time grids (with a finer time step

in the repository) and equal diffusion and advection time steps 7; = 7, Vi.
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Figure 5: The domain of calculation and its decomposition.

We observe that the longer the time interval the slower the convergence. In addition, for a

fixed time step 7, it is more costly to approximate the solution for a longer time interval than

2 for a shorter time interval. Thus we use time windows for this test case. We divide (0, 7'y) into
200 time windows with size T = 10%s. We will first analyze the convergence behavior as well

as the accuracy in time of the multidomain solution with nonconforming grids for the first time

window, (0, T'). The time steps are 75 = 7,5 = 7/500, and 7; = 7,; = T/100, 7 # 5.

Jriaady PRy
2NN AN Vuli I 1)
HANY A
©E AN ffﬁi
50.21 ‘ ‘; \‘ - s/ ( 1
sor tor A N \, \’ 1
o
SEREY NN
a4 W

“x b hah VA §

“L 4 44.‘24 44‘4 46 48 é 5.2 5.‘4 %5‘6% R‘E 6

Figure 6: Darcy flow.

To analyze the convergence behavior of each method, as in the previous test cases, we solve

200 a problem with ¢p = 0 (thus ¢ = 0 and r = 0). We start with a random initial guess on the space-

24



time interface and stop the iteration when the errors both in the concentration ¢ and in the vector
field r are less than 10~® (Figure[7). We see that the GTP-Schur method with the preconditioner
significantly improves the convergence speed compared to the case with no preconditioner, which
makes it and the GTO-Schwarz method comparable. This is because the diffusion is dominant in

this case. The errors in ¢ and r behave quite similarly.

10 T T 10 T
—=-No Precond. Schur —=No Precond. Schur
-¥-Precond. Schur =¥ Precond. Schur
- Opt. Schwarz -¢Opt. Schwarz
107 1 107
S =
8 2
g 5
g 5
8 <
£ .
5107 5107
£ [
= 5
o j=2}
g S
3
10°° 107
0 80 0

0 40 0 40
Number of subdomain solves Number of subdomain solves

Figure 7: Convergence curves using GMRES: errors in ¢ (on the left) and error in 7 (on the right).

Consider now the initial condition ¢y # 0 defined in (32). We check to see whether the
nonconforming time grids preserve the accuracy in time. We consider four initial time grids,
which we then refine 4 times by a factor of 2,

e Time grid 1 (conforming fine): 7; = 7/250, Vi.

e Time grid 2 (nonconforming, fine in the repository): 7s = 7/250 and r; = T/50, Vi # 5.

e Time grid 3 (nonconforming, coarse in the repository): 7s = T/50 and 7; = T/250,Vi # 5.

e Time grid 4 (conforming coarse): 7; = T/50, Vi.

Note that the advection time steps are equal to the diffusion time steps. The time steps are then
refined several times by a factor of 2. In space, we fix a conforming rectangular mesh and we
compute a reference solution on a very fine time grid, with 7 = 7, = T/(250 x 2°). Figure
shows the error in the LZ(O, T; Lz(Q))-norm of the concentration ¢ and of the vector field r versus

the refinement level.
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Figure 8: Errors in ¢ (left) and r (right) in logarithmic scales between the reference and the multidomain solutions

versus the refinement level.

We observe that first order convergence is preserved in the nonconforming case and the errors
obtained in the nonconforming case with a fine time step in the repository (Time grid 2, in blue)
are nearly the same as in the finer conforming case (Time grid 1, in red). Thus the use of
nonconforming grids (where the ratio of the fine time step to the coarse time step is 5) preserves
the accuracy in time of the monodomain scheme.

We now use time windows where the initial guess of the (N + 1)* time window is calculated
from the information at the final time of the N time window (see ]), which helps reduce
considerably the number of iterations required to reach the same tolerance compared with an
arbitrary initial guess. Since the size of the time windows is uniform, we can use the same
optimized parameters for all time windows for the GTO-Schwarz method. In each time window,
we stop the iterations when the relative residual is less than 1073, From the observation above,
the maximum number of iterations in each time window is not greater than 5 (equivalent to 10
subdomain solves) for the GTP-Schur method (with the Neumann-Neumann preconditioner) and
is not greater than 5 (equivalent to 5 subdomain solves) for the GTO-Schwarz method. Figure[0]
show the concentration in the repository (left) and in the host rock (right) after 1 (= 100 years), 50
(= 5000 years), 100 (= 10000 years) and 200 (= 20000 years) time windows respectively. We use
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different color scales for the solution in the repository to see clearly the effect of the advection
field, while we use same color scales for the solution in the host rock to see the spreading of
the contaminant in time. The concentration field behaves as expected and the migration of the

radionuclide from the repository to the surrounding medium takes place very slowly.

0.2
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Figure 9: Snapshots of the concentration in the repository (top) and in the host rock (bottom) after approximately 100

0.0248

0.0247

0.0247

0.0246

.

years, 10000 years and 20000 years respectively

5.3. A simulation for a surface, nuclear waste storage

We consider a test case designed by ANDRA for a surface storage of nuclear waste of short
half-life. The computational domain is depicted in Figure[[(Q]with different physical zones, where
the waste is stored in square boxes (déchet zone). The properties of these zones are given in
Table @ Note that in our calculation, we use the effective diffusion, defined by deg = ¢ X dp,.
The advection field is governed by Darcy’s law together with the law of mass conservation (31)),
where we have used the hydraulic head field 4 instead of the pressure field p. Dirichlet conditions
are imposed on top, 7 = 10m and on bottom 4 = 9.998m of the domain and no-flow boundary

on the left and right sides. The final time is 7y = 500 years. The source term is f = 0 and the
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initial condition is such that

—_—

, indéchetl and déchet2,
Cco =
0, elsewhere.
Boundary conditions of the transport problem are homogeneous Dirichlet conditions on top and

bottom, and homogeneous Neumann conditions on the left and right hand sides.
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N.B. The underlying mesh appears in blue

Figure 10: The geometry of the test case.

For the spatial discretization (for both the flow and transport equations), we use a non-
uniform rectangular mesh, shown in Figure [10l in blue, with 171 cells in the x—direction and
158 cells in the y—direction. The mesh size is Ax ~ 0.42m. The hydraulic head is approximated
by mixed finite elements and is shown in Figure 1] (Ieft). We decompose the domain into 6
rectangular subdomains in such a way that the black zone (ferrain) is separated from the rest and
subdomain Qj includes the dallerobtur, voile, radier and a part of drain zones (see Figure [[1]
(right)). The transport is dominated by diffusion in subdomain Q3 (the maximum of the local
Péclet number Pe; ~ 0.0032) and is dominated by advection (with Pe; =~ 2.75) in the other
subdomains. The time steps due to the CFL condition are 7,3 < 0.6551 years and very small

elsewhere, 7,; < 6.0874 107 years, Vi # 3.

28



Zone Hydraulic conductivity | Porosity | Molecular diffusion
K (m/year) ¢ dr, (m?/year)

terrain 94608 0.30 1

apron (radier) 3.1536 107 0.15 6311073
shape (forme) 3.1536 1073 0.20 1.581073
draining area (drainant) 94608 0.30 5361072
veil (voile) 3.1536 1073 0.20 1581072
filling (remplissage) 5045.76 0.30 5361072
protection slab (dalleprotec) 3.1536 1073 0.20 1.581073
closing slab (dallerobtur) 3.1536 107 0.20 1581073
drain 94608 0.30 1
containerl/container2 (conteneurlfconteneur 2) | 3.1536 10~ 0.12 447107
wastel/waste2 (déchetl/déchet2) 3.1536 107 0.30 1371073

Table 4: Data for flow and transport problems.
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Figure 11: The hydraulic head field and the decomposition of the domain.

As in Section[3.2] we use time windows with size T = 10 years. We consider the first time
window, (0, T') and use nonconforming time grids with 73 = 0.1 years and 7; = 0.5 years, Vi # 3.
The advection steps, satisfying the CFL conditions, are 7,3 = 73 and 7,; = 825 7;, Vi # 3. We
use a zero initial guess on the space-time interface, and perform GMRES for both the GTP-Schur
method (with Neumann-Neumann preconditioner) and the GTO-Schwarz method. We haven’t
shown the unpreconditioned GTP-Schur as it converged more slowly than the preconditioned

version. We compute the errors of the difference between the multidomain solution and a refer-
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Figure 12: Relative residuals of GMRES for the GTP-Schur method (with the Neumann-Neumann preconditioner) and
the GTO-Schwarz method.

We show in Figure [12] the relative residuals for each method versus the number of subdo-
main solves. We observe that the GTO-Schwarz method converges about twice as fast as the
GTP-Schur method. This is a case where there is sufficient advection to make GTO-Schwarz
faster than GTP-Schur with Neumann-Neumann preconditioning, but the advection term is small
enough for the Neumann-Neumann preconditioner to be effective. The errors in ¢ and r due to
the schemes are obtained for both methods when the relative residual is less than 1072,

Next, we run the two methods for 50 time windows and stop the iterations in each time
window when the relative residual is less than 107, The maximum number of iterations in
each time window is not greater than 10 (equivalent to 20 subdomain solves) for the GTP-Schur
method (with the Neumann-Neumann preconditioner) and is not greater than 8 (equivalent to 8
subdomain solves) for the GTO-Schwarz method. Figure[[3] shows the concentration field after
2 (20 years), 5 (50 years), 35 (350 years) and 50 (500 years) time windows respectively. We see
that the radionuclide escapes from the waste packages and slowly migrates into the surrounding
area. Due to the specific design of the storage and under the effect of advection, the radionuclide

tends to move toward the bottom right corner.

Remark 7. In this paper we have not studied parallel implementation or scalability issues. A
theoretical study along the lines of [22], and /I;j] with nonconforming time grids, could be car-

ried out. Without going into details, we note that the scalability properties of the methods would
30



be very similar to those of a domain decomposition method in space only, with one important
difference being that for a space-time method, communication between subdomains only occurs
at the end of the time interval. Note also that for a large number of subdomains, one should use

a0 a coarse grid or a coarse space correction to preserve numerical scalability.
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Figure 13: Snapshots of the concentration after 20 years, 50 years, 350 years and 500 years respectively.

Conclusion

In the context of operator splitting, we have extended the two methods derived in [Iﬂ] for the
pure diffusion problem to the heterogeneous advection-diffusion problem. Two discrete interface
problems corresponding to the generalized time-dependent Steklov-Poincaré operator and the

a5 OSWR approach with operator splitting have been formulated in a way such that they are equiv-
alent to the discrete monodomain problem and that they enable different advection and diffusion
time steps in the subdomains. For the GTP-Schur method, a generalized Neumann-Neumann
preconditioner is considered and is validated for different test cases in 2D experiments. Numer-
ical results show that the GTO-Schwarz method outperforms the GTP-Schur method (with or

a0 without preconditioner) in terms of subdomain solves needed to reach a fixed error reduction in
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the solution (by a factor of 2 to 2.5 in our test cases). Due to the use of the optimized Robin
parameters, the GTO-Schwarz method is robust in the sense that it handles well and consistently
both the advection-dominated and diffusion-dominated problems. The GTP-Schur method with
the Neumann-Neumann preconditioner works well and converges faster than without a precondi-
tioner when the diffusion is dominant and it also efficiently deals with the case with large jumps
in the diffusion coefficients. When the advection is dominant, the Neumann-Neumann precon-
ditioner converges slower than when there is no preconditioner. However, asymptotically the
convergence of the Neumann-Neumann preconditioned the GTP-Schur method has a weak de-
pendence on the mesh size of the discretizations while that of the GTP-Schur method with no
preconditioner significantly depends on the mesh size. For the GTO-Schwarz method, because
of the optimized parameters, which play in some sense the role of a preconditioner, the conver-
gence is weakly dependent on the discretization parameters. In addition, both methods preserve
the accuracy in time when nonconforming time steps are used, both for two subdomains and
for multiple subdomains: the error due to the nonconforming time grid (with finer time steps in
the zones where the solution varies most, i.e. with larger advection and diffusion coefficients) is
close to that of the conforming fine grid. Note that it is known that in the stationnary case the
Neumann-Neumann preconditioner performs significantly worse in the presence of advection,
whereas the optimization inherent to the optimized Schwarz method makes it insentitive to the
advection , ].

Two test cases for the simulation of nuclear waste disposal are implemented using noncon-
forming time grids and time windows. As the geometry of the computational domain is complex
and the physical coefficients are highly variable, we consider multiple subdomains. For this
application where the diffusion is dominant, the Neumann-Neumann preconditioned the GTP-
Schur method and the GTO-Schwarz method work well but the GTO-Schwarz method converges
faster than the GTP-Schur method. We also observe that with an adapted initial guess calculated
from the previous time window, one performs only a few iterations in each time window to reach

the scheme error.
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