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Tomographic reconstruction of homogeneous 2d
geometric models with unknown attenuation?

Zenith Purisha and Samuli Siltanen
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Abstract. A new method is presented for tomographic reconstruction
of objects with homogeneous attenuation. The method is based on para-
metric representation with Non-Uniform Rational B-Splines (NURBS)
and statistical inversion with a Markov Chain Monte Carlo (MCMC)
algorithm. The method recovers the approximate boundary curve shape
and the attenuation value of two-dimensional homogeneous objects. The
boundary can be represented by NURBS with few parameters, reducing
the number of degrees of freedom. However, this leads to a nonlinear
inverse problem, and therefore statistical inversion is used. One of the
benefits of the approach is that the reconstruction is automatically in the
form of the geometrical representation in industrial CAD format or CNC
configuration. Computational results are presented with two different
simulated homogeneous geometric models and sparsely sampled tomo-
graphic data. The new method outperforms the baseline method (filtered
back-projection) in image quality but not in computational speed.

Keywords: tomography; homogeneous; CAD, NURBS; Bayesian inver-
sion; MCMC

1 Introduction

Creating a virtual model of a given physical object is increasingly important
in, for example, reverse engineering and game development. The details of re-
constructing the model depend on the kind of measurements that are available
about the object. For example laser scanning and digital photography are pop-
ular methods providing surface information. In this work we concentrate on
sparsely sampled X-ray tomography measurements.

Consider a three-dimensional cylindrical object Ω × R with a simply con-
nected base Ω ⊂ R2. Furthermore, assume that we only know that the object
is homogeneous: the X-ray attenuation coefficient has an unknown but constant
value c > 0 inside the object.

? This work was supported by the Academy of Finland through the Finnish Centre of
Excellence in Inverse Problems Research 2012–2017, decision number 250215.
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We discuss the situation where we have X-ray projection data of a transversal
slice of the object. In other words, we have access to a collection of line integrals
of the function f : R2 → R defined by

f(x, y) =

{
c for (x, y) ∈ Ω,
0 for (x, y) ∈ R2 \Ω. (1)

The angular sampling of the X-ray data can be very sparse, allowing for quick
measurement process with low radiation dose. Our aim is to recover two things:
the boundary ∂Ω ⊂ R2 represented as a parameterized curve and the attenuation
coefficient c.

We want our method to be practically useful in industrial environments.
Computer numerical control (CNC) machines are widely used in modern produc-
tion facilities, and they use computer-aided design (CAD) models. The proposed
tomographic method represents the unknown boundary curve in Non-Uniform
Rational Basis Spline (NURBS) form, which is the standard in CAD software.
This direct connection with industrial standards is the main motivation behind
the proposed method.

NURBS curves are represented by a relatively small number of parameters:
a set of planar control points and a related knot vector. In this paper we fix the
knot vector, so the information to be recovered consists merely of the control
points and the attenuation parameter. The low dimensionality of this problem
formulation offers computational advantages. However, there is a complication
as well: the linear inverse problem of X-ray tomography becomes nonlinear in
this parameterization. Therefore, we resort to the very general framework of
Bayesian inversion [4,10].

In Bayesian inversion, limited measurement data is complemented by a priori
information using the Bayes formula. This way the ill-posed inverse problem is
recast in a well-posed form of exploring the posterior probability distribution. As
explained in [5], in the case of X-ray tomography this involves a discrete atten-
uation model and a Monte Carlo Markov Chain (MCMC) method for sampling
the posterior. Usually the large number of pixels in the reconstructed image
leads to MCMC sampling in a very high-dimensional space (one dimension for
each pixel). In our case the posterior distribution is defined in a relatively low-
dimensional space: one dimension for the attenuation value plus two dimensions
for each control point. This enables efficient MCMC sampling.

The a priori information we use is rather simple: we assume that we have an
upper bound for the diameter of the two-dimensional shape (transversal slice)
under measurement. Also, we assume that the curve does not have too small
details (parts with very high curvature) and choose the number of control points
to be as small as possible while still capable of representing the smallest details
in the curve.

We demonstrate the novel NURBS-MCMC method using two simulated non-
convex examples. See Figure 3 below. The reconstruction algorithm is found to
recover the attenuation coefficient quite precisely and the boundary shape with
reasonable accuracy from very sparsely sampled X-ray data (only 18 projection
directions).
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This paper is organized as follows. In section 2, we discuss the theory of
NURBS curves. In section 3 we present the X-ray measurement model. Section
4 is devoted to the description of Bayesian inversion. In section 5, we present
the reconstruction results, and in section 6 we conclude our findings.

2 NURBS description for parametric curve

We model an unknown object boundary ∂Ω by a continuous curve S : [0, 1] →
R2. In our computational problem, we construct S using NURBS that are widely
used as computationally fast and robust representations of curves.

The basic building blocks of NURBS are the following:

1. Control points p1, . . . ,pn. These planar locations pi ∈ R2 are, roughly speak-
ing, points of attraction for the NURBS curve, where i = 1, 2, ..., n. Through-
out the paper we denote by n the number of control points.

2. Knots t1, t2, ..., tK ∈ [0, 1], with ordered as follows:

0 = t1 ≤ t2 ≤ ... ≤ tK = 1,

where K > n. The knot are used to divide the interval [0, 1] into suitable
pieces. We collect the knots into a knot vector [t1 t2 ... tK ].

3. Basis function (Ni,p(t)) specifies how strongly the control point pi attracts
the NURBS curve. The first-order basis function is

Ni,1(t) =

{
1 if ti ≤ t < ti+1,

0 otherwise.

Higher-order basis functions are defined recursively as

Ni,p(t) =
t− ti

ti+p − ti
Ni,p−1(t) +

ti+p+1 − t
ti+p+1 − ti+1,p−1

N1+i,p−1(t),

where p is the order of the basis function and K = n+ p.
The general form of NURBS curve can be written as

S(t) =
n∑
i=1

piRi,p(t). (2)

The Rational in NURBS comes from the rational functionRi,p(t) =
ωiNi,p(t)∑n
i=0 ωiNi,p(t)

,
where the weights ωi ≥ 0, for all i. In this preliminary result, we use the
same weights for all control points.

3 Tomographic measurement model

Consider a continous tomography model f : R2 → R as in (1), where f(x, y) ≥ 0
and supp(f) ⊂ Ω with bounded Ω ⊂ R2.
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Fig. 1. An X-ray travels along a homogeneous target slice. The shade of gray describes
a constant coefficient attenuation c inside Ω.

Consider an X-ray traveling through a two dimensional object along a straight
line as shown in the Fig. 1. In this specimen, the slice of the target is in square
defined by 0 ≤ x ≤ a and 0 ≤ y ≤ b. Assume that an X-ray penetrates along the
horizontal path 0 ≤ x ≤ a and y = b1.

Let us consider that the X-ray has the initial intensity I0 = I(0) and the
intensity becomes smaller, say I1 = I(1) after it passes the object. This situation
can be modeled using f(x, y), an attenuation coefficient function, as:

dI(x)

I(x)
= −f(x, b1)dx,

where I(x) is the intensity of the X-ray at the point (x, b1) while passing through
the source to the detector.

In tomographic imaging, we want to collect information about f using dif-
ferent angles. Let us consider the Radon transform, denoted by R, as follows.
Assume α ∈ R as an angle measured in radians:

α =

[
cosα
sinα

]
∈ R2,

the unit vector with angle α with respect to the x−axis.
The radon function of the function f depends on the angular parameter α

and on a linear parameter s ∈ R as follows:

Rf(s, α) =
∫
x.α=s

f(x)dx⊥,

where dx⊥ is the one dimensional Lebesgue measure along the line {x ∈ R2 :
x ·α = s}.

For computational reasons, we need a discrete model. In this case, we con-
struct two discrete models: a pixel-based object model and a NURBS-based
object model, a model where the boundary ∂Ω is expressed as a NURBS curve
as shown in Fig. 2.

In the pixel-based model, the line integral is discretized using the standard
pencil-beam model. We use the pixel-based Matlab routine radon.m for simu-
lating parallel-beam tomographic data.
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In the NURBS-based model, the line integral is discretized by moving to
pixel-based model using an operator B defined by

B(p, c) =

{
c, if the pixel center is inside the NURBS curve,
0, if the pixel center is outside the NURBS curve.

(3)

	  

∂Ωc

0

Fig. 2. Left: the NURBS-based object model where ∂Ω is a NURBS curve. The inside
of the curve is set to be c and the outside is set to 0. Right: the pixel image.

Assuming that the knot vector is fixed, the degrees of freedom in our NURBS
model are the control points p1, . . . ,pn together with the attenuation.

In the simulation, we measure two simple homogeneous shapes that have
different attenuation. To avoid inverse crime [7], we produce the synthetic phan-
toms Ω1 and Ω2 without using NURBS. Those objects are set to be homogeneous
inside with attenuation values 2 and 3,5, respectively, as shown in Fig. 3.

The objects are measured with the resolution 64 × 64 using parallel beam
geometry as shown in Fig. 4. From the source, the X-ray penetrates through
the objects and a sensor detects the projection images from different directions.
Sparse full angle data, 0◦, 10◦, 20◦, ...., 170◦, are applied to obtain the projections
and each direction consists of 95 lines.

Ω1 Ω2

Fig. 3. Homogeneous phantoms
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Fig. 4. Parallel beam X-ray measurement geometry. There are 6 different directions
(0◦, 30◦, 60◦, 90◦, 120◦, 150◦) and 15 lines. Black dots show the locations of the X-
ray source at different times of measurement. The thick line represents the detector
measuring the intensity of the X-rays after passing through the target.

4 Bayesian inversion for control points and attenuation
value

This section presents the Bayesian approach to handle the inverse problem. This
measurement data, m, is used to get information about other quantities. In this
case, we encounter a nonlinear inverse problem, which need to be solved by
recovering B that depends on p and c.

We model the problem as the following form:

m = R(B(p, c)) + ε, (4)

where ε is the error of the measurement.
The Bayesian inversion approach is based on the relations between probabil-

ity distributions to model the inadequacy of information in an inverse problem.
Before performing the collection of measurement data, we construct a model for
a priori knowledge. Since the control points are presented in polar coordinates,
i.e. pi = (ri sin θi, ri cos θi), we assume that the angle of each parameter is not
less than θmin

i and not more than θmax
i , and the distance of each parameter from

the central point of the object is nonnegative and not more than rmax
i . In this

case, Ω1 and Ω2 have rmax
i values that equal to 15 and 30, respectively, and the

maximum of the attenuation value cmax is 5 for both objects.
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We formulate the prior condition as follows

π(m | (p, c)) =


exp(− 1

2σ2
2
‖(p, c)− (p̃, c̃)‖22) for 0 ≤ ri ≤ rmax

i and 0.1 < c < cmax

and θmin
i ≤ θi ≤ θmax

i ,

0 otherwise,
(5)

where p = {pi} and (p̃, c̃) is a priori information of the position of control
points and the attenuation value. After examining the measurement setting and
prior information, we can model the conditional probability of m, which is called
the likelihood function

π(m | (p, c)) = exp(− 1

2σ2
1

‖R(B(p, c))−m‖22). (6)

By given observed data, m, the conditional probability π(p, c |m) of p and
c can be expressed as follows

π(p, c |m) =
π(p, c)π(m | (p, c))

π(m)
, (7)

which is called the posterior distribution. To solve our inverse problem, we need
to explore this distribution.

As a common method to represent statistical estimates, we apply the condi-
tional mean (CM) of the unknown p and c. Since CM is defined as

(pCM, cCM) =

∫
RN

(p, c)π(p, c |m) d(p, c),

finding the estimate leads to the integration problems. Typically, the integration
is over a high-dimensional space. To unfold this issue, a Markov chain Monte
Carlo (MCMC) technique is recommended to generate a sample from the poste-
rior distribution. For a general introduction to Bayesian inversion and properties
of MCMC computation see [2,3,4].

By applying the CM estimate to the samples {p1,l,p2,l, ...,pn,l, cl}, we get

pCM
i ≈ 1

N

N∑
l=1

pCM
i,l and cCM ≈ 1

N

N∑
l=1

cCM
l ,

where pCM = {pCM
i }, i = 1, 2, ..., n and N is the number of evaluations. For the

NURBS curve reconstruction with N evaluations, it is written as SCM
N .

5 Computational results

In this section, numerical examples are presented. We use Metropolis-Hastings
as sampling algorithm to generate control points and attenuation with 1 000
000 iterations (applied also to the Radon transform and its adjoint). In each
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Fig. 5. The thin black line is the target curve. The thick black line is the reconstruction
of the NURBS curve, SCM

N . Top: reconstructions for Ω1, bottom: reconstructions for
Ω2. The black circle markers are the control points, pCM.

iteration, the weights are set to be equal while the order and knot vector of
NURBS curve are set to be fixed. The order is set to be 3 because it is widely
used in practical application and to avoid heavy calculation times. As a default
knot vector in CAD, the open uniform knot vector is chosen for Ω1 and Ω2,
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7
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7 1 1 1],

respectively.
The NURBS curves as in the rightmost Fig. 5 are achieved. By using the

mapping as in (3), both final shape reconstructions are presented in the middle
of Fig. 6 and Fig. 7. The error in the shape reconstructions is given as follows.
Denote O as the image of the original 2D object and Orec as the image of the
reconstruction. Set O\Orec for points that belong to the original object but not
to the reconstruction and Orec\O for points that belong to the reconstruction
but not to the original object. The relative error in the reconstruction is written
as

(area(O\rec) + area(Orec\O))

area O
100% (8)

By applying (8), the relative errors of Ω1 and Ω2 reconstructions using
NURBS-MCMC are 15% and 8.3%, respectively. Recovered chains of attenu-
ation values of Ω1 and Ω2 after burn-in period have relative errors 9.26% and
1.47%, respectively.

The rightmost images in Fig. 6 and Fig. 7 show recovered shapes using filtered
back projection (FBP). The reconstruction uses the resolution 64×64. To assess
the error in the reconstructed attenuation value, a representative rectangular
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Fig. 6. Left: Original Ω1. Center: NURBS-MCMC reconstruction. Right: FBP recon-
struction. Both are using error 0.1%.

Fig. 7. Left: Original Ω2. Center: NURBS-MCMC reconstruction. Right: FBP recon-
struction. Both are using error 0.1%.

region of interest is picked from the inside the reconstruction. The mean and the
standard deviation of the recovered attenuation values are computed as we can
see in Table 1, while Table 2 shows computation times for both methods.

Discussion and conclusions

Reconstruction using the NURBS-MCMC method in nonlinear inverse problem
can recover measurement data successfully. Homogeneous objects Ω1 and Ω2 are
recovered by only 2n + 1 parameters: 25 and 17, respectively. Those recovered
data are geometrical representations which are automatically set to CAD or
CNC configuration. In the middle of Fig. 6 and Fig. 7, the vector graphic form
is converted to be 512× 512.

Table 1. Mean and standard deviation of FBP reconstruction.

mean standard deviation
Ω1 1.9795 0.11
Ω2 3.49 0.14
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Table 2. Computation time (in seconds) for all reconstruction methods.

FBP NURBS-MCMC
1 18 000

In filtered backprojection, the reconstruction is represented by pixel images
and consequently doing a segmentation to represent the shape is nontrivial.

Nevertheless, the slowness of computation is a shortcoming of the proposed
method as we can see in Table 2, but by implementing parallel computing, the
problem can be handled.
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