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On target control synthesis
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Russian Academy of Sciences

16, S.Kovalevskaja street, Ekaterinburg, 620990, Russia
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Abstract. Problems of feedback terminal target control for linear and
bilinear uncertain systems are considered. We continue the development
of control synthesis using polyhedral (parallelotope-valued) solvability
tubes. The paper deals with two types of problems, where controls ap-
pear either additively or in the system matrix. For both problems, the
cases without uncertainties, with additive parallelotope-bounded uncer-
tainties, and also with interval uncertainties in coefficients of the system
(a bilinear uncertainty) are considered. Ordinary differential equations,
which describe the mentioned polyhedral solvability tubes, are presented
for each of these cases. New control strategies, which can be calculated
by explicit formulas on the base of the mentioned tubes, are proposed.
Results of computer simulations are presented.

Keywords: Differential systems, uncertain systems, control synthesis,
polyhedral estimates, parallelotopes, interval analysis.

1 Introduction

Problems of feedback terminal target control for linear and bilinear differential
uncertain systems are considered. There are known approaches for solving prob-
lems like these, in particular, based on constructing solvability tubes and the ex-
tremal aiming strategies of N.N. Krasovskii [13, 17]. The problem statement for
linear systems, approaches for solving, and the tight interconnections between
solvability tubes, the Pontriagin alternated integral, Hamilton-Jacobi-Bellman
equations, and funnel equations can be found, for example, in [15–17].

Since practical construction of the mentioned tubes can be cumbersome, dif-
ferent numerical methods are devised, in particular, methods for approximating
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the set-valued integrals and for numerical solving the mentioned equations, in-
cluding methods based on approximations of sets by arbitrary polytopes with a
large number of vertices [2, 4, 21, 22] (here and below we mention, as examples,
only some references from numerous publications; see also references therein).
Such methods are devised to obtain approximations as accurate as possible. But
they can require much calculations, especially for large dimensional systems.
Other techniques are based on estimates of sets by domains of some fixed shape
such as ellipsoids and parallelepipeds, including boxes aligned with coordinate
axes as in interval analysis [4, 5, 7–12, 14, 15, 17, 18, 20]. The main advantage of
such techniques is that they enable to obtain approximate/particular solutions
using relatively simple tools (up to explicit formulas). More accurate approxi-
mations may be obtained by using the whole families (varieties) of such simple
estimates (as was proposed by A.B. Kurzhanski) [17, 15, 18, 12, 8].

For linear differential systems, the constructive computation schemes for solv-
ing the feedback target control problems by means of ellipsoidal techniques were
proposed [17, 15] and then expanded to a polyhedral technique [8]. Here we
continue the development of the polyhedral control synthesis using polyhedral
(parallelotope-valued) solvability tubes. The paper deals with two types of prob-
lems, where the controls appear either additively or in the system matrix. For
both problems, the cases without uncertainties, with additive uncertainties, and
also with interval uncertainties in coefficients of the system (the bilinear uncer-
tainty) are considered. Ordinary differential equations (ODE) for the mentioned
polyhedral solvability tubes are presented. New control strategies, which can be
calculated by explicit formulas on the base of the mentioned tubes, are proposed.
In opposite to [17, 15, 8], they are concretized by explicit formulas when the state
belongs to a tube. Also the polyhedral control synthesis for discrete-time systems
is considered. The results of computer simulations are presented.

Note that there are also some works devoted to other approaches for solving
different control problems under uncertainty and works concerning systems with
bilinear uncertainties (see, for example, [1, 4, 6, 19, 20]).

The following notation is used below: Rn is the n-dimensional vector space; >
is the transposition symbol; ‖x‖2 = (x>x)1/2, ‖x‖∞ = max1≤i≤n |xi| are vector
norms for x=(x1, x2, . . . , xn)> ∈ Rn; ei=(0, . . . , 0, 1, 0, . . . , 0)> is the unit vector
oriented along the axis 0xi (the unit stands at position i); e = (1, 1, . . . , 1)>;
Rn×m is the space of real n×m-matrices A = {aji} = {aj} (with columns aj); I is

the identity matrix; 0 is the zero matrix (vector); AbsA = {|aji |} for A = {aji};
diag π, diag {πi} are the diagonal matrix A with aii = πi (πi are the components
of the vector π); detA is the determinant of A; trA=

∑n
i=1 a

i
i is the trace of A;

‖A‖ = max1≤i≤n
∑m
j=1 |a

j
i | for A∈Rn×m; intX is the set of interior points of the

set X ⊂ Rn; the notation of the type k=1, . . . , N is used instead of k=1, 2, . . . , N .

2 Problems formulation

Consider the controlled system with a given terminal setM (x∈Rn is the state):

ẋ = (A(t) + U(t) + V (t))x+ u(t) + v(t), t ∈ T = [0, θ]. (1)
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Here A(t) ∈ Rn×n is a given matrix function; Lebesgue measurable functions
U(t) ∈ Rn×n and u(t) ∈ Rn serve as controls and satisfy either (2) or (3):

U(t) ≡ 0, u(t) ∈ R(t), a.e. t ∈ T, (2)

U(t) ∈ U(t) = {U ∈ Rn×n|Abs (U−Ũ(t))≤Û(t)}, u(t) ≡ 0, a.e. t ∈ T ; (3)

V (t) ∈ Rn×n and v(t) ∈ Rn stand for unknown disturbances and satisfy

V (t) ∈ V(t) = {V ∈ Rn×n|Abs (V−Ṽ (t))≤V̂ (t)}, v(t) ∈ Q(t), a.e. t ∈ T. (4)

Matrix and vector inequalities (≤, <,≥, >) here and below are understood com-
ponentwise. We presume the sets R(t), Q(t), and M to be parallelotopes and a
parallelepiped respectively:

R(t) = P[r(t), R̄(t)], R̄(t) ∈ Rn×n1 , Q(t) = P[q(t), Q̄(t)], Q̄(t) ∈ Rn×n2 ,

M = P(pf , Pf , πf) = P[pf , P̄f ], P̄f ∈ Rn×n, det P̄f 6= 0;
(5)

r(t), R̄(t), q(t), Q̄(t), as well as A(t), Ũ(t), Û(t) ≥ 0, Ṽ (t), V̂ (t) ≥ 0, are known
continuous vector and matrix functions; the parallelepipedM is nondegenerate.

By a parallelepiped P(p, P , π)⊂Rn we mean a set such that P=P(p, P , π) =
{x ∈ Rn|x=p+

∑n
i=1 p

iπiξi, ‖ξ‖∞≤1}, where p∈Rn; P={pi}∈Rn×n is such that
detP 6=0, ‖pi‖2=11; π ∈ Rn, π ≥ 0. It may be said that p determines the center
of the parallelepiped, P is the orientation matrix, pi are the “directions” and πi
are the values of its “semi-axes”. We call a parallelepiped nondegenerate if π>0.

By a parallelotope P[p, P̄ ] ⊂ Rn we mean a set P = P[p, P̄ ] = {x ∈ Rn| x =
p+P̄ ζ, ‖ζ‖∞ ≤ 1}, where p ∈ Rn and the matrix P̄ = {p̄i} ∈ Rn×m, m ≤ n, may
be singular. We call a parallelotope P nondegenerate if m = n and det P̄ 6= 0.

Each parallelepiped P(p, P , π) is a parallelotope P[p, P̄ ] with P̄ = P diag π;
each nondegenerate parallelotope is a parallelepiped with P=P̄ diag {‖p̄i‖−12 },
πi = ‖p̄i‖2 or, in a different way, with P = P̄ , π = e, where e = (1, 1, . . . , 1)>.

We can consider the above system for the following cases: (I) without un-
certainty when v and V ≡ 0 are given functions, i.e., Q̄ ≡ 0, Ṽ ≡ V̂ ≡ 0;
(II) under uncertainty including the following three subcases: (II,i) only additive
uncertainty (V ≡ 0); (II,ii) only matrix uncertainty (Q̄ ≡ 0); (II,iii) both ones.

In [15–17], for cases (I) and (II,i) with controls (2), the following problem of
terminal target control synthesis under uncertainty was investigated.

Problem 1. For the system (1),(2),(4), case (I) or (II,i), specify a solvability set
W(τ, θ,M) = W(τ) and a set-valued feedback control strategy2 u = u(t, x),
u(·, ·) ∈ U cR, such that all solutions to the differential inclusion ẋ ∈ A(t)x +
u(t, x) + Q(t), t ∈ T , that start from any given position {τ, xτ}, xτ = x(τ) ∈
W(τ, θ,M), τ ∈ [0, θ), would reach the terminal set M at time θ: x(θ) ∈M.

1 The normality condition ‖pi‖2=1 may be omitted to simplify formulas.
2 Here the class Uc

R of feasible control strategies is taken to consist of all con-
vex compact-valued multifunctions u(t, x) that are measurable in t, upper semi-
continuous in x, being restricted by u(t, x) ⊆ R(t), t ∈ T . The condition u(·, ·) ∈ Uc

R
ensures that the corresponding differential inclusion does have a solution.
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The multivalued function W(t), t ∈ T , is known as a solvability tube W(·).
The ellipsoidal synthesis was elaborated in [15, 17] for solving Problem 1.

In [8], the families of external P+(·) and internal P−(·) parallelotope-valued
(shorter, polyhedral) estimates for W(·) were introduced. The extremal aim-
ing strategies of N.N. Krasovskii were used there. They were constructed in an
analytical form on the base of a solution of some specific mathematical program-
ming problem. Now let us consider two following problems, which concern all
above cases of uncertainties. Unlike Problem 1, they involve single-valued control
strategies. This is possible because our strategies will be continuous and even
linear with respect to x. Moreover, they will be constructed in an explicit form.

Problem 2. For the system (1), (2), (4), (5), find a polyhedral tube P−(t) =
P[p−(t), P̄−(t)], t ∈ T , with P−(θ) = M, and find a corresponding feedback
control strategy u = u(t, x) such that u(t, x) ∈ R(t) for x ∈ P−(t), t ∈ T , and
each solution x(·) to the differential equation ẋ = (A(t) +V (t))x+u(t, x) + v(t),
t ∈ T , with x(0) = x0 ∈ intP−(0) would be defined on T and would satisfy
x(t) ∈ P−(t), t ∈ T , whatever are v(·) and V (·) subjected to (4). Moreover,
introduce a whole family of such tubes P−(·).

Problem 3. For the system (1), (3), (4), (5), find a polyhedral tube P−(t) =
P[p−(t), P̄−(t)], t ∈ T , with P−(θ) = M, and find a corresponding feedback
control strategy U = U(t, x) such that U(t, x) ∈ U(t) for x ∈ P−(t), t ∈ T , and
each solution x(·) to the differential equation

ẋ = (A(t) + U(t, x) + V (t))x+ v(t), t ∈ T, (6)

with x(0)=x0∈intP−(0) would be defined on T and would satisfy x(t)∈P−(t),
t∈T , whatever are V (·), v(·) subjected to (4). Introduce a family of such tubes.

3 Solutions to Problem 2

First, let us consider the following ODE system for P−(t) = P[p−(t), P̄−(t)]:

dp−

dt
= (A(t) + Ṽ (t))p− + r(t) + q(t), p−(θ) = pf ; (7)

dP̄−

dt
= (A(t) + Ṽ (t))P̄− + P̄−diag β(t, P̄−) + R̄(t)Γ (t) + P̄−diag γ(t, P̄−),

β(t, P̄−) = max{Abs ((P̄−)−1) V̂ (t) Abs (p−(t) + P̄−ξ) | ξ ∈ E(C)},
γ(t, P̄−) = Abs ((P̄−)−1Q̄(t)) e, P̄−(θ) = P̄f .

(8)
Here (and below) the operation of maximum is understood componentwise, E(C)
denotes the set of all vertices of C = P(0, I, e) (i.e., points ξ ∈ Rn with ξj ∈
{−1, 1}); Γ (t) ∈ Rn1×n is an arbitrary Lebesgue measurable matrix function
satisfying Γ (t) ∈ G, a.e. t ∈ T , where G = {Γ = {γji } ∈ Rn1×n| ‖Γ‖ ≤ 1},
‖Γ‖ = max1≤i≤n1

∑n
j=1 |γ

j
i |. Let G be the set of all such functions Γ (·). Let us

consider the following control strategy, being connected with P−(·) from (7),(8):

u(t, x) = r(t) + R̄(t)Γ (t)P̄−(t)−1(x− p−(t)). (9)
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Theorem 1. We consider the system (1),(2),(4),(5), where det P̄f 6= 0. Let
Γ (·) ∈ G. Then the system (7), (8) has a unique solution (p−(·), P̄−(·)) at
least on some subinterval T1=[τ1, θ]⊆T , where 0≤τ1<θ. If T1=T and we have
det P̄−(t)6=0, t∈T , then the tube P−(·) and the control strategy (9) give a particu-
lar solution to Problem 2; in cases (I), (II,i), all solutions x(·) with x(0) ∈ P−(0)
(not only with x(0) ∈ intP−(0)) generated by (9) satisfy x(t) ∈ P−(t), t ∈ T .

The scheme of the proof is similar to the proof of Theorem 2 (see below).
Theorem 1 describes the whole family of tubes P−(·), where Γ (·) serves as a

parameter. Thus the setW0=
⋃
{intP−(0)|Γ (·)∈G such that detP−(t)6=0, t∈T}

(or, in cases (I), (II,i), the analogous setW0=
⋃
P−(0)) provides the set of initial

positions which can be steered to the terminal setM during the time θ by solving
Problem 2. But, generally speaking, it is not true that detP−(0) 6= 0 or even
P−(0) 6= ∅ for each Γ (·)∈G. For cases (I), (II,i), the above family of the tubes
P−(·) coincides with the family of internal estimates for W(·) introduced in [8].
It follows from [8, 11] that for the case (I) we have T1 = T for each Γ (·) ∈ G and
W(0)=

⋃
{P−(0)|Γ (·)∈G}. But we can not conclude from here thatW0 =W(0).

The attractive property of the control strategies (9) is their explicit form.

Remark 1. One of the heuristic ways to construct the parameter Γ (·) is to apply
arguments of a “local” volume optimization similarly to [8] (see also Remark 2
below). Namely, assuming det P̄f > 0 and introducing a grid TN of times τk =
khN , k=0, . . . , N , hN = θN−1, we can construct the piecewise constant function
Γ (t) ≡ Γ (τk) ∈ Argmin Γ∈Gtr (P̄−(τk)−1R̄(τk)Γ ), t ∈ (τk−1, τk], k=N, . . . , 1.

For case (I), we can use, similarly to [11], minimization over Γ that satisfy
Γ∈G and some constraints introduced to produce tight estimates P−(t) forW(t).
Solutions of both optimization problems are known in the explicit form [8, 11].

4 Solutions to Problem 3
Let us consider the following ODE system for P−(t) = P[p−(t), P̄−(t)]:

dp−

dt
= (A(t) + Ũ(t) + Ṽ (t))p− + q(t), p−(θ) = pf ; (10)

dP̄−

dt
= (A(t)+Ũ(t)+Ṽ (t))P̄−−diagα(t, P̄−)P̄−+P̄−diag (β(t, P̄−)+γ(t, P̄−)),

αi(t, P̄
−)=αi(t, P̄

−; J(t))=ûjii (t) ηji(t, P̄
−)(ei

>
(Abs P̄−) e)−1, i=1, . . . , n,

η(t, P̄−) = max{0,Abs p−(t)−(Abs P̄−)e},
β(t, P̄−) = max{Abs ((P̄−)−1) V̂ (t) Abs (p−(t) + P̄−ξ) | ξ ∈ E(C)},
γ(t, P̄−) = Abs ((P̄−)−1Q̄(t)) e, P̄−(θ) = P̄f ,

(11)
where ûji stand for elements of Û . Here J = {j1, . . . , jn} is an arbitrary permu-
tation of numbers {1, . . . , n} or even a measurable vector function with values
J(t) being arbitrary permutations. Let J be the set of all such functions J(·).
Let us consider the control strategy connected with P−(·) from (10), (11):

ei
>
U(t, x)=

{
ei
>
Ũ(t)−αi(t, P̄−(t))(xi−p−i (t))(xji)

−1eji
>

if xji 6= 0,

ei
>
Ũ(t) if xji = 0, i=1, . . . , n.

(12)
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Theorem 2. We consider the system (1), (3)-(5), where det P̄f 6= 0. Let J(·) ∈
J. Then the system (10), (11) has a unique solution (p−(·), P̄−(·)) at least on
some subinterval T1 = [τ1, θ] ⊆ T , where 0 ≤ τ1 < θ. If T1 = T and we have
det P̄−(t) 6= 0, t ∈ T , then the tube P−(·) and the control strategy (12) give a
particular solution to Problem 3; in cases (I), (II,i), all solutions x(·) to (6) with
x(0) ∈ P−(0) (not only with x(0) ∈ intP−(0)) satisfy x(t) ∈ P−(t), t ∈ T .

Proof. Here we give a sketch. First, it can be checked that the strategy (12)
acts for x ∈ P−(t) according to the rule U(t, x)x = Ũ(t)x − diagα(t, P̄−(t)) ·
(x−p−(t)). Existence and uniqueness of the solution follow from the known re-
sults similarly to [8, 10]. Let x0 ∈ intP−(0) (x0 ∈ P−(0) for cases (I) and
(II,i)). Let x(·) be the solution of (6) that corresponds to x(0) = x0 (i.e.,
x(0) = p−(0) + P̄−(0)ζ0, where ‖ζ0‖∞ < 1 (respectively, ‖ζ0‖∞ ≤ 1)), to the
control U(t, x) from (12), and to arbitrary admissible functions v(·) (such that
v(t) = q(t) + Q̄(t)χ(t), ‖χ(t)‖∞ ≤ 1) and V (·) (which satisfies (4)). Let us
represent x(t) − p−(t) in the form x(t) − p−(t) = P̄−(t)ζ(t). Then we have
d
dtζ = −(P̄−)−1( ddt P̄

−)ζ + (P̄−)−1 ddt (x − p−) for the above function ζ. Tak-

ing into account (11) and the relation d
dt (x − p

−) = (A + Ũ + Ṽ )(x − p−) −
(diagα)(x − p−) + (V − Ṽ )x + v − q, which follows from (6), (10), (12), it is
not difficult to see that ζ̇ = −(diag β + diag γ)ζ + (P̄−)−1((V − Ṽ )x + v − q).
Let us denote b(t) = β(t, P̄−(t)) +γ(t, P̄−(t)), c(t, ζ) = P̄−(t)−1((V (t)− Ṽ (t)) ·
(p−(t) + P̄−(t)ζ) + Q̄(t)χ(t)). Then, using (4), (5), we have

ζ̇i = −bi(t)ζi + ci(t, ζ), i = 1, . . . , n, ζ(0) = ζ0;

b(t) ≥ 0, Abs c(t, ζ) ≤ b(t) for ζ ∈ C = P(0, I, e).
(13)

It is not difficult to check that if ζ(·) satisfies (13) and ζ0 ∈ int C, then ζ(t) ∈ int C,
t ∈ T ; if ζ0 ∈ C and, in addition, c(t, ζ) ≡ c(t) (i.e., does not depend on ζ), then
ζ(t) ∈ C, t ∈ T . Thus we obtain x(t) ∈ P−(t), t ∈ T . Also we have Abs (U(t, x)−
Ũ(t))≤Û(t) for x ∈ P−(t) because for such x we have |αi(xi−p−i )(xji)

−1| ≤ ûjii ,
i=1, . . . , n (this can be obtained by simple estimates). ut

Theorem 2 describes the family of tubes P−(·), where J(·) serves as a parameter.
Thus the set W0 =

⋃
{intP−(0)| J(·)∈J such that detP−(t)6=0, t∈T} provides

the set of x0 that can be steered to M during the time θ by solving Problem 3.
However it is not true that detP−(0)6=0 or P−(0)6=∅ for each J(·)∈J.

Remark 2. One of the ways of constructing J(·) is to apply arguments of a
“local” volume optimization similarly to [9, 10]. Namely, assume, without loss
of generality, that det P̄f>0. Fix a natural number N and introduce a grid
TN of times τk=khN , k=0, . . . , N , hN=θN−1. Integrating the system (10),
(11) from right to left, let us, for each τ ∈ TN , solve the optimization prob-
lem which is to maximize

∑n
i=1 αi(τ, P̄

−(τ); J) over all possible permutations
J = {j1, . . . , jn}. This is equivalent to finding the maximal possible velocity
of increasing (from right to left) det P̄−(τ) (therefore volP−(τ)) at time τ , by
the choice of the value J , when the value P̄−(τ) has already been found. Thus
we can sequentially construct the piecewise constant function J(t) ≡ J(τk) ∈
Argmax J

∑n
i=1 αi(τk, P̄

−(τk); J), t ∈ (τk−1, τk], k = N, . . . , 1, and find P̄−(·).
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5 Control synthesis for discrete-time systems

Now let us briefly consider a problem of control synthesis, similar to Problem 3,
for discrete-time systems. This is of independent interest and also may be useful
for constructing difference schemes for solving the system (10), (11). The analog
of Problem 2 can be considered in a similar way.

Consider the controlled discrete-time system with a given terminal set M:

x[k] = (A[k] + U [k] + V [k])x[k−1] + v[k], k = 1, . . . , N,

x[N ] ∈M = P[pf , P̄f ], det P̄f 6= 0,
(14)

U [k]∈U [k]={U |Abs (U−Ũ [k])≤Û [k]}, V [k]∈{V |Abs (V−Ṽ [k])≤V̂ [k]}, (15)

v[k] ∈ Q[k] = P[q[k], Q̄[k]], k = 1, . . . , N. (16)

Problem 4. Find a polyhedral tube P−[k] = P[p−[k], P̄−[k]], k = 1, . . . , N , with
P−[N ] = M, and find a corresponding feedback control strategy U = U [k, x]
such that U [k, x] ∈ U [k] for x ∈ P−[k−1], k = 1, . . . , N , and each solution x[·]
to the equation x[k] = (A[k] +U [k, x[k−1]] +V [k]) ·x[k−1] + v[k], k = 1, . . . , N ,
with x[0] = x0 ∈ P−[0] would satisfy x[k] ∈ P−[k], k = 1, . . . , N , whatever are
V [·] and v[·] subjected to (15), (16). Introduce a family of such tubes P−[·].

Let us consider the following system of relations for P−[k]=P[p−[k], P̄−[k]]:

p−[k−1]=B[k]−1(p−[k]−q[k]), B[k]=A[k]+Ũ [k]+Ṽ [k], k=N, . . . , 1, p−[N ]=pf ,
(17)

P̄−[k−1] = H[k, P̄−[k−1]], k = N, . . . , 1, P̄−[N ] = P̄f , (18)

H[k, P ] = (B[k]− diagα[k, P ])−1P̄−[k] diag (e− β[k, P ]− γ[k]),

αi[k, P ] = αi[k, P ; J [k]] = ûjii [k] ηji [k, P ] (ei
>

(AbsP ) e)−1, i=1, . . . , n,

η[k, P ] = max{0,Abs p−[k−1]− (AbsP )e},
β[k, P ] = max{Abs (P̄−[k]−1) V̂ [k] Abs (p−[k−1] + Pξ) | ξ ∈ E(C)},

γ[k] = (Abs (P̄−[k]−1Q̄[k]))e, k = N, . . . , 1.

(19)

Note that (17) is the system of explicit recurrent relations while (18)-(19) is the
system of implicit ones, i.e., for any time step k∈{N, . . . , 1}, we need to solve the
system of nonlinear equations with respect to the unknown matrix P=P−[k−1].

Theorem 3. In the system (14)-(16), let det P̄f 6= 0 and all detB[k] 6= 0.
Let J [k] = {j1[k], . . . , jn[k]} be arbitrary permutations of numbers {1, . . . , n},
k=N, . . . , 1, and the system (17)-(19) has a solution (p−[·], P̄−[·]) such that we
obtain det P̄−[k] 6= 0 and e− β[k, P̄−[k−1]]− γ[k] > 0, k = N, . . . , 1. Then the
tube P−[·] and the control strategy which acts according to the following rule

U [k, x]x = Ũ [k]x− diagα[k, P̄−[k−1]; J [k]](x−p−[k−1]), k = 1, . . . , N, (20)

(a formula similar to (12) is true), gives a particular solution to Problem 4.
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Proof. We give a sketch following the scheme of the proof of Theorem 2 and
keeping the similar notation. Let x[·] corresponds to x[0] = x0 ∈ P−[0], i.e.,
x[0] = p−[0]+ P̄−[0]ζ0, where ‖ζ0‖∞≤1. Let us represent x[k] in the form x[k] =
p−[k] + P̄−[k]ζ[k], k = 0, . . . , N . The proof is by induction on the time step k.
Let we already have x[k−1] ∈ P−[k−1]. Then it follows from (14), (17) that

x[k]=p−[k]+B[k]P̄−[k−1]ζ[k−1]+(U [k, x[k−1]]−Ũ [k]+∆V [k])x[k−1]+v[k]−q[k],

where ∆V [k] = V [k]− Ṽ [k]. Taking into account (20), we obtain

ζ[k] = P̄−[k]−1(B[k]− diagα[k, P̄−[k−1]])P̄−[k−1]ζ[k−1] + c[k, x[k−1]],

c[k, x]=P̄−[k]−1∆V [k]x+P̄−[k]−1Q̄[k]χ[k]. Using (18),(19),(15),(16), we have

ζ[k] = diag (e− β[k, P̄−[k−1]]− γ[k])ζ[k−1] + c[k, x[k−1]];

Abs c[k, x] ≤ β[k, P̄−[k−1]] + γ[k] for x ∈ P−[k−1].

It is not difficult to see that if ‖ζ[k−1]‖∞ ≤ 1 and e− β[k, P̄−[k−1]]− γ[k] ≥ 0,
then ‖ζ[k]‖∞ ≤ 1. Thus we obtain the desired inclusion x[k] ∈ P−[k]. Also it is
not difficult to see that Abs (U [k, x]− Ũ [k]) ≤ Û [k] for x ∈ P−[k−1]. ut

Remark 3. Let the system (14)-(16) be obtained by the Euler approximations
of (1), (3)-(5) with the sameM, A[k]=I+hNA(tk−1), Ũ [k]=hN Ũ(tk−1), Û [k] =
hN Û(tk−1), Ṽ [k]=hN Ṽ (tk−1), V̂ [k]=hN V̂ (tk−1), Q[k]=hNQ(tk−1), tk = khN ,
hN = θN−1. Let, for a fixed k, det P̄−[k] 6= 0 and the time step hN be sufficient
small. Then the operator H[k, P ] is contractive in some domain D[k] = {P | ‖P −
P̄−[k]‖ ≤ δ[k]}, i.e., ‖H[k, P 1]−H[k, P 2]‖ ≤ L‖P 1−P 2‖ for any P 1, P 2 ∈ D[k],
where L=L[k]∈(0, 1), and therefore [3, p. 319] the equation P = H[k, P ] from
(18), (19) has a solution P=P̄−[k−1], which can be found by the simple iteration
P l+1=H[k, P l], l=0, 1, . . ., starting from P 0=P̄−[k], and we have ‖P l − P‖ ≤
Ll(1−L)−1‖P 1−P 0‖. Also, the relation γ[k] + β[k, P̄−[k−1]] < e is satisfied.
But certainly we can not derive from here the existence of nonsingular matrices
P̄−[k] for all k = N, . . . , 1 because the value of such “small” hN depends on k.

6 Examples

We consider model examples for Problem 3. For computations we use the Euler
approximations (see Remark 3) with N=200. LetM = P((1, 1)>, I, (0.1, 0.1)>),

A(t)≡
[
−0.5 0

0 −0.5

]
, Ũ(t)≡

[
0 2
0 0

]
, Û(t)≡

[
0 1.5
0 0

]
, Ṽ (t)≡

[
0 0
2 0

]
, V̂ (t)≡

[
0 0

0.2 0

]
or

V̂ (t)≡0, Q(t) ≡ P(0, I, 0) or Q(t) ≡ P(0, I, (0.05, 0.05)>), θ=0.25. We consider
3 cases: (I), (II,ii), and (II,iii). The results are presented in Fig. 1. In the second
example, we put the realization V (t) ≡ Ṽ (t)+ V̂ (t); in the third one we presume
V (·) to be the same and v(·) to be some extremal bang-bang type disturbance
[17, p.234], where the length of intervals of constancy of v(t) is equal to θ/4.

All the presented trajectories reach the target set M including the one with
a small violation of the inclusion x0 ∈ P−[0], though if x0 /∈ P−[0], then there is
not guarantee that the trajectory can be steered into the target setM by using
the control strategy (12) under any disturbances.
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Fig. 1. Examples of polyhedral control synthesis for Problem 3 (n = 2). (a) Case
(I): the set M (dash line), two parallelotopes P−[0] and the controlled trajectory for
x0 = (0.5, 0.8)>. (b) Case (I): the tube P−[·] and the controlled trajectory. (c) Case
(II,ii): M, P−[0] corresponding to J [·] from Remark 2, and the controlled trajectory
for x0 = (0.5, 0.8)>. (d) Case (II,iii): M, P−[0] corresponding to J [·] from Remark 2,
and controlled trajectories for two initial points x0 = (0.5, 0.8)> and x0 = (1, 0.6)>.
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