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2 DISI, Università degli Studi di Trento, Italia

Abstract. We consider the safety problem for Administrative Role-
Based Access Control (ARBAC) policies, i.e. detecting whether sequences
of administrative actions can result in policies by which a user can acquire
permissions that may compromise some security goals. In particular, we
are interested in sequences of safety problems generated by modifica-
tions (namely, adding/deleting an element to/from the set of possible
actions) to an ARBAC policy accommodating the evolving needs of an
organization. or resulting from fixing some safety issues. Since problems
in such sequences share almost all administrative actions, we propose an
incremental technique that avoids the re-computation of the solution to
the current problem by re-using much of the work done on the previ-
ous problem in a sequence. An experimental evaluation shows the better
performances of an implementation of our technique with respect to the
only available approach to solve safety problems for evolving ARBAC
policies proposed by Gofman, Luo, and Yang.

1 Introduction

Today, the administration of access control policies is key to the security of
many IT systems that need to evolve in rapidly changing environments and
dynamically finding the best trade-off among a variety of needs. Permissions
to perform administrative actions must be restricted since security officers can
only be partially trusted. In fact, some of them may collude to—inadvertently
or maliciously—modify the policies so that untrusted users can get security-
sensitive permissions. A way to restrict administrative permissions is to specify
a set of administrative actions, each one identifying conditions about which
administrators can modify certain policies. Despite this restriction, taking into
consideration the effect of all possible sequences of administrative actions turns
out to be a difficult task because of the huge number of ways in which actions can
be interleaved and the resulting explosion in the generated policies. Thus, push-
button analysis techniques are needed to identify safety issues, i.e. administrative
actions generating policies by which a user can acquire permissions that may
compromise some security goals. This is known as the safety problem, which
amounts to establish whether there exists a (finite) sequence of administrative
actions, selected from a set of available ones, that applied to a given initial policy,
yields a policy in which a user gets certain permissions.



To further complicate the problem, administrative actions tend to evolve over
time in order to correct potential security issues revealed after solving safety
problems or to accommodate the changing needs of an organization. After each
change, administrators may wish to solve safety problems to check if a security
issue has been fixed or if the change introduced a new security issue. Since typi-
cal changes have the form of sequences of simple operations that add/delete an
action to/from the available set of administrative actions, the available technique
for safety analysis is invoked on “similar” problems—i.e. safety problems that
share almost all administrative actions. It would be thus good to compute the
result for the new problem instance by re-using as much as possible the com-
putations performed for the previous problem instance and possibly performing
only those computations needed to take into account the change in the set of
administrative actions. This is an example of incremental computation [15].

In this paper, we propose an incremental technique capable of solving se-
quences of safety problems for Role-Based Access Control (RBAC) policies [20];
the administrative actions we consider are those of the Administrative RBAC
model (ARBAC) [19]. We derive an incremental version of our procedure for
analyzing single instances of the ARBAC safety; see, e.g., [18]. This amounts
to computing a symbolic representation of the set of RBAC policies from which
the goal is reachable, called the set of backward reachable states. We do this
by re-using the set of backward reachable states computed to solve a “similar”
instance of the ARBAC safety problem. In some situations, this is easy: consider
adding a new administrative action when the answer to the previous instance of
the problem was “reachable.” The answer to the new instance of the problem is
obviously again “reachable” since the administrative actions used in the previous
instance to show reachability can still be used to solve the new instance, that
simply contains one more action. In other situations, finding an answer to a simi-
lar safety problem is more complex: consider adding a new administrative action
when the answer to the previous instance of the problem was “unreachable.” The
answer to the new instance of the problem requires additional computations in
order to understand if the set of backward reachable states has been enlarged
and the new action may turn the answer from “unreachable” to “reachable” or
not. As we will see, our procedure tries to recognize situations in which it is
easy to infer an answer from previous computations while deferring additional
computations when this cannot be avoided.

As observed in [15], the theoretical criteria commonly used to evaluate the
performances of non-incremental procedures can be unsatisfactory when consid-
ering incremental changes. (Recall that solving single instances of ARBAC safety
problems is PSPACE-complete; see, e.g., [21].) Additionally, “from a practical
standpoint incremental algorithms that do not have “good” theoretical perfor-
mance [...] can give satisfactory performance in practice” [15]. For these reasons,
we have performed an experimental evaluation of an implementation of our in-
cremental procedure on randomly generated safety problems. We have compared
our procedure with those in [8, 9]: the results clearly show the advantages of our
approach.



Related work. Deriving incremental versions of batch algorithms is a much stud-
ied topic in several fields of Computer Science; we point the reader to [15] for a
general overview on incremental computation.

There is a long line of works on the safety analysis of access control policies
started with the seminal work in [11]. The idea underlying such works is to
reduce safety analysis to graph manipulation [13, 3, 22] or fix-point computation
performed either by Logic Programming—as in [14]—or model checking—as
in [14, 23, 4, 2, 5, 12, 6, 18]!. All these works do not consider incremental analysis.

The first work to propose the analysis of evolving ARBAC policies is [8, 9].
Besides arguing the importance of incremental analysis, [8, 9] propose incremen-
tal versions of the algorithms for analyzing ARBAC policies of [23]. This work is
our main source of inspiration: we share the same motivations and take a similar
approach by proposing an incremental version of our technique for the auto-
mated analysis of ARBAC policies [18]. The main difference is in the underlying
model checking procedure: we use an implicit (symbolic) representation of the
set of RBAC policies obtained by applying administrative actions whereas [8,
9] use the explicit-state model checking technique of [23]. More recently, [10]
presents a symbolic analysis procedure—based on a sophisticated Logic Pro-
gramming technique, called abduction—for rule-based administrative policies,
which are also capable of expressing changes to the policy rules. A comparison
with our approach or that of [8, 9] is complex because of the differences in ex-
pressive power. On the one hand, the rule-based administrative policies of [10]
can express only a sub-set of the ARBAC policies since they do not support,
e.g., negations in the conditions to apply an action. On the other hand, they can
express modifications of RBAC policies that cannot be expressed by ARBAC
policies (the interested reader is pointed to [10] for details). For this reason, we
compare our technique with those of [8, 9] only (see Section 5 below).

Plan of the paper. Section 2 introduces the background on the safety of ARBAC
policies. Section 3 summarizes our symbolic procedure to solve safety problems,
that is made incremental in Section 4. Our implementation and its experimental
evaluation are discussed in Section 5. The paper concludes in Section 6.

2 RBAC and ARBAC

In Role-Based Access Control (RBAC) [20], access decisions are based on the
roles that individual users have as part of an organization. Permissions are
grouped by role name and correspond to various uses of a resource. Roles can
have overlapping responsibilities and privileges, i.e. users belonging to different
roles may have common permissions. For the purpose of safety analysis, without
loss of generality (see, e.g., [21]), we ignore role hierarchies (a remark on this
assumption is at the end of this section). Let U be a set of users, R a set of roles,
and P a set of permissions. Users are associated to roles by a binary relation
UA ⊆ U ×R and roles are associated to permissions by another binary relation
PA ⊆ R × P . A user u is a member of role r when (u, r) ∈ UA. A user u has



permission p if there exists a role r ∈ R such that (r, p) ∈ PA and u is a member
of r. A RBAC policy is a tuple (U,R, P,UA,PA).

Administrative RBAC (ARBAC) [19] controls how RBAC policies may evolve
through administrative actions that assign or revoke user memberships into roles.
Usually (see, e.g., [23]), administrators may only update the relation UA while
PA is fixed. Thus, a RBAC policy is a tuple (U,R,UA) or simply UA when U
and R are clear from the context. This simplification is assumed in several works
in the literature and we also adopt it in this paper (a remark on the significance
of this assumption is at the end of this section).

The set of possible administrative actions is defined by rules specifying the
which roles an administrator should or should not have—this is also called the ad-
ministrative domain of the rule—and which roles a user should have to get a role
assigned or revoked. An administrative domain is specified by a pre-condition,
i.e. a finite set of expressions of the forms r or r (for r ∈ R). A user u ∈ U
satisfies a pre-condition C if, for each ` ∈ C, u is a member of r when ` is r
or u is not a member of r when ` is r for r ∈ R. Permission to assign users to
roles is specified by a ternary relation can assign containing tuples of the form
(Ca, C, r) where Ca and C are pre-conditions, and r a role. Permission to revoke
users from roles is specified by a binary relation can revoke containing tuples of
the form (Ca, r) where Ca is a pre-condition and r a role. In both cases, we say
that Ca is the administrative pre-condition, C is a (simple) pre-condition, r is
the target role, and a user ua satisfying Ca is the administrator. When there exist
users satisfying the administrative and the simple (if the case) pre-conditions of
an administrative action, the action is enabled. The relation can revoke is only
binary because simple pre-conditions are useless when revoking roles [23].

The semantics of the administrative actions in the set ψ of rules obtained by
the disjoint union of rules in can assign and can revoke is given by the binary
relation →ψ defined as follows: UA →ψ UA′ iff there exist users ua and u in U
such that either (i) there exists (Ca, C, r) ∈ can assign, ua satisfies Ca, u satisfies
C (i.e. (Ca, C, r) is enabled), and UA′ = UA∪{(u, r)} or (ii) there exists (Ca, r) ∈
can revoke, ua satisfies Ca (i.e. (Ca, r) is enabled), and UA′ = UA \ {(u, r)}. A
run of the administrative actions in ψ := (can assign, can revoke) is a sequence
UA0,UA1, ...,UAn, ... such that UAi →ψ UAi+1 for i ≥ 0.

The safety problem for ARBAC policies. A pair (ug, Rg) is called a (RBAC) goal
for ug ∈ U and Rg a finite set of roles. The cardinality |Rg| of Rg is the size of
the goal. Given an initial RBAC policy UA0, a goal (ug, Rg), and administrative
actions ψ = (can assign, can revoke); (an instance of) the user-role reachability
problem, identified by the tuple 〈UA, ψ, (ug, Rg)〉, consists of checking if there
exists a finite sequence UA0,UA1, ...,UAn (for n ≥ 0) where (i) UAi →ψ UAi+1

for each i = 0, ..., n− 1 and (ii) ug is a member of each role of Rg in UAn.

Sometimes, to simplify the solution of user-role reachability problems, sepa-
rate administration has been assumed (see, e.g., [23]), which amounts to requir-
ing that administrative and regular roles are disjoint. This permits to consider
just one user, omit administrative users and roles so that the tuples in can assign
are pairs composed of a simple pre-condition and a target role and the pairs in



can revoke reduce to target roles only. Although our approach does not need
such an assumption, we make use of it in the examples to simplify the technical
development and in the experiments of Section 5 to streamline the comparison
with the approach in [8, 9].
Remark. In [19], modifications to role hierarchies are allowed. Since they closely
reflect the structure of the organizations in which the policies are used, we believe
that their modifications should be rare as they imply substantial changes to the
organizations themselves. Thus, we decided to disregard administrative actions
modifying the role hierarchy of RBAC policies.

In [19], it is also possible to modify the permission-role assignment relation
PA by administrative actions similar to those in ψ for UA (obtained by simply
replacing users with permissions). There exists a reduction [21] for the prob-
lem of checking if a user can be assigned a given set of permissions—called the
user-permission reachability problem—into a (finite) set of independent user-role
and permission-role reachability problems. A permission-role reachability prob-
lem consists of answering questions of the form: can a set of permissions be
assigned to a given set of roles by applying a finite sequence of actions modi-
fying the relation PA? Given the similarities between the actions modifying PA
and UA, analysis techniques for the user-role reachability problem can be easily
adapted to the permission-role reachability problem [21]. As a consequence, the
incremental analysis techniques described in the following can be extended to
take care of administrative actions modifying also PA.

3 Solving User-Role Reachability Problems

Our approach [4, 2, 5, 18] to solve single instances of user-role reachability prob-
lems is based on a symbolically representing user-role reachability problems and
then invoking a symbolic model checking procedure. More precisely, we represent
RBAC policies, administrative actions, and goals by formulae of first-order logic.
Then, we use simple logical manipulations and theorem proving techniques to
iteratively compute the symbolic representation of sets of backward reachable
states. Technically, we use the definitions and results in [17].

We assume a class L of first-order formulae and define an L-based symbolic
transition system S (L-STS, for short) to be a triple 〈V, In,Tr〉 where V is the
(finite) set of system variables of S, In is an assertion of L describing all the initial
states of S and Tr is a (finite) set of assertions of L. The assertion In contains
some or all the system variables V ; we also write In(V ) to emphasize this. Each
member tr of Tr is an assertion of L containing some or all the system variables
in V and the primed system variables in V ′ = {v′|v ∈ V } where v′ indicates
the values of v after the execution of the transition; we also write tr(V, V ′) to
emphasize this.

We take L to be the Bernays-Shönfinkel-Ramsey (BSR) [16] fragment of
first-order logic; sometimes called Effectively-Propositional Logic (EPR), see,
e.g., [17]. An assertion of BSR has the form ∃X.∀Y.ϕ(X,Y ) where X and Y are
(disjoint) sets of variables and ϕ is a quantifier-free formula—called the matrix—



Procedure 1 The translation procedure TR

Require: P = 〈〈U,R,UA〉, ψ, (ug, Rg)〉 is a user-role reachability problem
Ensure: S = 〈V, In,Tr〉 is a L-based STS and G is an assertion of LG

1: V ← R { Roles are considered as unary predicates }
2: In ← ∀x.

∧
r∈R(r(x)⇔

∨
(u,r)∈UA x = u)

3: Tr ← {[α]|α ∈ ψ}
4: G← ∃x.x = ug ∧

∧
rg∈Rg

rg(x)

[α] :=


∃a, x.∀y.

∧r∈Ca
r(a) ∧

∧
r∈Ca

¬r(a)∧∧
r∈C r(x) ∧

∧
r∈C ¬r(x)∧

rt
′(y)⇔ (y = x ∨ rt(y)) ∧ Id(R \ {rt})

 if α = (Ca, C, rt)

∃a, x.∀y.

∧r∈Ca
r(a) ∧

∧
r∈Ca

¬r(a)∧
rt(x)∧
rt

′(y)⇔ (y 6= x ∧ rt(y)) ∧ Id(R \ {rt})

 if α = (Ca, rt)

containing equality, predicates, and constants but no functions. The translation
procedure 1 shows how to obtain a symbolic representation of a user-role reach-
ability problem. The idea is to consider the roles in R as unary predicates, so
that r(u) can be interpreted as (u, r) ∈ UA. The auxiliary translation function
[·] maps rules in can assign or can revoke to BSR formulae, where Id(R∗) ab-
breviates

∧
r∈R∗ r′(y) ⇔ r(y). Intuitively, Id(R∗) means that all the roles in

R∗ = R \ {rt} are left unchanged by the administrative action with target role
rt. The BSR formula In does not contain existential quantifiers and it is called
a universal BSR formula. Dually, the BSR formula G , representing the goal of
the user-role reachability problem, does not contain universal quantifiers and it
is called an existential BSR formula.

Example 1. We illustrate how TR works by means of an example taken from [23].
For simplicity, we assume separate administration (recall the definition at the
end of Section 2). Let U = {u1}, R = {r1, ..., r8}, initially UA := {(u1, r1), (u1,
r4), (u1, r7)}, rules ({r1}, r2), ({r2}, r3), ({r3, r4}, r5), ({r5}, r6), ({r2}, r7), and
({r7}, r8) are in can assign, rules (r1), (r2), (r3), (r5), (r6), and (r7) are in
can revoke, and the goal be (u1, {r6}).

TR works by first introducing the unary predicates r1, ..., r8 in V . Then, it
forms the following universal formula In from UA:

∀x.
(

(r1(x)⇔ x = u1) ∧ (r4(x)⇔ x = u1) ∧ (r7(x)⇔ x = u1)∧
¬r2(x) ∧ ¬r3(x) ∧ ¬r5(x) ∧ ¬r6(x) ∧ ¬r8(x)

)
.

The translation of ({r5}, r6) in can assign is ∃x.∀y.(r5(x) ∧ (r6
′(y) ⇔ (y = x∨

r6(y)))∧Id(R\{r6})), that of (r1) in can revoke is ∃x.∀y.(r1(x)∧(r1
′(y)⇔ (y 6=

x∧ r1(y)))∧ Id(R \ {r1})), and that of the goal is G := ∃x.(r6(x)∧ x = u1). ut
Given the translation procedure 1, we can now explain how solving the reacha-
bility problem for BSR-based STS is equivalent to solving user-role reachability
problems. First, define a state of a BSR-based STS S = 〈V, In,Tr〉 to be a map-
ping from the set V to a user-role assignment relation such that (u, r) ∈ UA when



Procedure 2 The backward reachability procedure BR

Input: S = 〈V, In,Tr〉 is a L-based STS and G is an assertion of L
Output: answer to the reachability problem for S and G
1: P ← G; B ← false;
2: while (P ∧ ¬B is satisfiable) do
3: if (In ∧ P is satisfiable) then
4: return reachable

5: end if
6: B ← P ∨B;
7: P ← Pre(Tr , P );
8: end while
9: return unreachable

r(u) holds. Then, define a run of S as a (possibly infinite) sequence s0, s1, ... of
states such that s0 satisfies (in the sense of first-order logic) In and for every
i = 0, 1, ..., we have that si, si+1 satisfy tr for some tr in Tr . Let s0, ..., sn, ...
be a run of S, we say that sn is reachable from s0 for n ≥ 1. The reachability
problem for a STS S and a goal assertion G of BSR amounts to establish if there
exists a run s0, ..., sn, ... of S such that sn satisfies (in the sense of first-order
logic) G. By definition of states of a BSR-STS, it is easy to transform sequences
of states to sequences of RBAC policies. Thus, the answer to a user-role reacha-
bility problem P is the same to that of the reachability problem for a BSR-STS
S and goal G when (S,G) = TR(P ).

We are now left with the problem of solving reachability problems for BSR-
STSs. We use the approach in [17], summarized in Procedure 2. BR tries to
compute an assertion of L, stored in B, characterizing all states from which
those satisfying G are reachable by executing finitely many transitions in Tr .
If the loop terminates at iteration n, then B stores such an assertion since it
contains the disjunction of the n pre-images of G (stored in P ). The pre-image of
an assertion K of L containing the system variables in V relative to a transition
tr in Tr is defined as follows:

Pre(tr ,K) := ∃V ′.(tr(V, V ′) ∧K(V ′))

and characterizes the set of states from which those satisfying assertion K are
reachable. By abuse of notation, we write Pre(Tr ,K) instead of Pre(

∨
tr∈Tr tr ,K).

Simple logical manipulations show that Pre is monotonic in its first argument,
i.e. if Tr1 ⊆ Tr2 then Pre(Tr1,K)⇒ Pre(Tr2,K) is valid.

Let us consider the n-iteration of the loop in BR, P stores Pren(Tr , G)
and B stores

∨n
i=0 Prei(Tr , G), where Pre0(Tr , G) := G and Prek+1(Tr , G) :=

Pre(Tr ,Prek(Tr , G)) for k = 0, ..., n− 1. Upon termination of BR, the assertion
in B is the set of backward reachable states (from G). The formulae checked for
satisfiability at lines 2 and 3 are

Pren(Tr , G) ∧ ¬
n−1∨
i=0

Prei(Tr , G) (1)



In ∧ Pren(Tr , G) , (2)

respectively. Checking the satisfiability of (1) is the fix-point test since it is equiv-

alent (by refutation) to verifying the validity of Pren(Tr , G)⇒
∨n−1
i=0 Prei(Tr , G)

while the converse, i.e. the validity of
∨n−1
i=0 Prei(Tr , G) ⇒ Pren(Tr , G) holds

by definition of pre-image. The un-satisfiability of (2) at every iteration i ≤ n
implies the un-satisfiability of In ∧

∨n
i=0 Prei(Tr , G). This means that checking

that none of the states characterized by the assertion in B are allowed as initial
states of S is equivalent to verify that there is no state satisfying G that is also
reachable from an initial state and G is unreachable (cf. line 9 of Procedure 2).

Theorem 1 ([17]). BR is a decision procedure for the reachability problem of
BSR-STSs.

The main argument underlying the proof of this result is two-fold. First, the sat-
isfiability checks at line 2 and 3 of Procedure 2 are decidable. To see this, observe
that formulae (1) and (2) can be rewritten to logically equivalent BSR formu-
lae, whose satisfiability is well-known to be decidable (see, e.g., [16]). Efficient
theorem proving techniques (see, e.g., [17])—available in Satisfiability Modulo
Theories (SMT) solvers—can be used in practice to tackle such satisfiability
checks. Second, the procedure always terminates by using a standard technique
for proving termination (see [17] for details).

Let Solve(P ) = BR(TR(P )) for a user-role reachability problem P .

Corollary 1. Solve decides the user-role reachability problem.

This follows from Theorem 1 and the fact that r(u) is interpreted as (u, r) ∈ UA.

Example 2. Let us consider again the user-role reachability problem in Exam-
ple 1. The BSR formula representing the (fix-point) set of backward reachable
states obtained by invoking BR is

∃x.
(

(r6(x) ∧ x = u1) ∨ (r5(x) ∧ x = u1) ∨ (r3(x) ∧ ¬r4(x) ∧ x = u1)∨
(r2(x) ∧ ¬r4(x) ∧ x = u1) ∨ (r1(x) ∧ ¬r4(x) ∧ x = u1)

)
(3)

It is not difficult to verify that the initial RBAC policy UA (see again Example 1)
is not in the set of states represented by (3), by checking that the conjunction
of In—representing UA and (3) is unsatisfiable (recall that this check can be
done automatically because of the decidability of BSR formulae). We are thus
entitled to conclude that the goal (u1, {r6}) is unreachable. ut

Remark. By properties stated and proved in [17] (from which Corollary 1 de-
rives), we observe that Solve is capable of solving user-role reachability prob-
lem for a finite but unknown number of users. This means that our technique
for safety analysis is capable of coping with dynamic situations in which users
may join or leave the organization in which the RBAC policies are administered.
This dramatically enlarges the scope of applicability of the analysis and thus
the usefulness of its results. For lack of space, we cannot discuss the reasons of
this; the interested reader is pointed to [17]. The incremental version of Solve
developed below inherits this feature.



4 Incremental Analysis of Evolving ARBAC Policies

An evolving ARBAC policy is a pair (ψ;ω) where ψ is the “original” set of
rules and ω is a finite sequence of operations of the form add(α) or delete(α).
Applying add(α) (delete(α), respectively) to ψ generates a new set of rules ψ∪{α}
(ψ\{α}, respectively). The sequence P0, ..., Pn of user-role reachability problems
induced by an evolving ARBAC policy (ψ; op1, ..., opn) and an initial user-role
reachability problem P = 〈UA, ψ, (ug, Rg)〉 is such that P0 = P and Pi =
〈UA, ψi, (ug, Rg)〉 where ψi is obtained from ψi−1 by applying the operation opi
for i = 1, ..., n. We now derive an incremental version of the procedure Solve

capable of re-using the set of backward reachable states computed to solve Pi−1
to infer an answer for Pi.

The following two observations are the basis of our approach. First, under
certain conditions, it is possible to derive the answer to Pi from that of Pi−1
without invoking the symbolic reachability procedure BR (Procedure 2). Second,
it is possible to design an “incremental” version of BR, denoted iBR, capable of re-
using a symbolic representation of the set of backward reachable states computed
in a previous invocation. While such a procedure—called, iBR—will be described
in Section 4.1, for the time being, it is sufficient to know that it takes as input
a BSR-STS S = 〈V, In,Tr〉 and a goal formula G together with the reference
B to a formula representing the set of backward reachable states computed in a
previous invocation of iBR. It then returns either (unreachable, ε), with ε being
the empty sequence, iff G is unreachable from In by applying a finite sequence
of transitions in Tr or (reachable, σ) with σ being a non-empty sequence of
transitions in Tr leading from In to G. The pre-condition of iBR is that

there exist n ≥ 0 and T̂r ⊆ Tr such that B refers to
∨n
i=0 Prei(T̂r , G) . (4)

We emphasize that, when invoking iBR(S,G,B), the parameters S and G are
passed by value whereas B by reference so that, upon returning, B refers to
the newly computed set of backward reachable states. We assume that after an
invocation to iBR, (4) holds again, i.e. (4) is an invariant of iBR. If n = 0, then
the formula above reduces to false and iBR(S,G, false) is equivalent to BR(S,G),
except for the capability of returning the sequence of transitions leading from
an initial state to one satisfying the goal G together with reachable.

We are now ready to describe the incremental version SolveEvolving of
Solve, shown in Procedure 3. The original user-role reachability problem 〈UA,ψ,
(ug, Rg)〉 is translated (by invoking TR, c.f. Procedure 1), solved from scratch (the
third parameter of iBR refers to false meaning that there is no previous knowl-
edge about the set of backward reachable states), and the user is notified of the
result via notify (line 1). Such a procedure simply prints out a message re-
porting if the user-role reachability problem under consideration (identified with
original or the operation op that has been applied) is reachable or unreachable
and, in the first case, also shows the sequence σ of administrative actions leading
from the initial RBAC policy to one satisfying the goal. Afterwards (lines 2-25),
the processing of the sequence ω of operations for adding or deleting administra-
tive actions is started until none is left. At each iteration, an operation op in ω is



Procedure 3 SolveEvolving

Input: Original user-role reachability problem 〈UA,ψ, (ug, Rg)〉 and
sequence ω of operations

1: (S,G)← TR(〈UA,ψ, (ug, Rg)〉); (res, σ)← iBR(S,G, false); notify(original, res, σ);
2: while (ω 6= ε) do
3: op ← first(ω); ω ← rest(ω);
4: if (res = reachable) then
5: if (op = add(α)) then
6: S ← S ⊕ [α];
7: else if (op = delete(α)) then
8: S ← S 	 [α]; B ← Filter(B,α);
9: if (α ∈ σ) then

10: (res, σ)← iBR(S,G,B);
11: end if
12: end if
13: else if (res = unreachable) then
14: if (op = add(α)) then
15: S ← S ⊕ [α];

16: Let rt be the target role of α and F ←
{
∃x.rt(x) if α ∈ can assign
∃x.¬rt(x) if α ∈ can revoke

17: if (F ⇒ B is valid) and (Pre([α], B)⇒ B is invalid) then
18: (res, σ)← iBR(S,G,B);
19: end if
20: else if (op = delete(α)) then
21: S ← S 	 [α]; B ← Filter(B,α);
22: end if
23: end if
24: notify(op, res, σ);
25: end while

considered (line 3) and one among the following four cases (lines 5-6, 7-12, 14-19,
or 20-22) is executed depending on the answer res to the previous problem and
the type of the operation op. In each, the translation of a rule α is added (line 6
or 15) to or deleted (line 8 or 21) from S, where S⊕ [α] = 〈V, In,Tr ∪{[α]}〉 and
S	 [α] = 〈V, In,Tr \ {[α]}〉 when S = 〈V, In,Tr〉. Let P0, ..., Pn be the sequence
of user-role reachability problems induced by the evolving ARBAC policy (ψ;ω),
it is easy to see that (S,G) = TR(Pi) at iteration i = 0, ..., n of the loop when
executing SolveEvolving(P, ω). We now describe each case in detail.

Let P = 〈UA,ψ, (ug, Rg)〉 and S = TR(P ) = 〈V, In, T r〉 be the user-role
reachability problem and the content of the variable S at the previous iteration
of the loop, respectively, together with res and σ be the values stored in the
variables res and σ, respectively, at the previous iteration of the loop.

(lines 5-6) res is reachable and op is add(α): indeed, the goal (ug, Rg) is still
reachable since all the actions in σ are in ψ ∪ {[α]}, i.e. are still available in
the new user-role reachability problem. So, there is no need to invoke iBR and
SolveEvolving can notify the user that the answer is again (res, σ) (line 24). It



is easy to see that the invariant (4) of iBR still holds at the end of the current
iteration of the loop.

(lines 7-11) res is reachable and op is delete(α): after removing α from S, we
invoke the function Filter so that B now contains the formula

m∨
j=0

Prej(Tr \ {[α]}, G) (5)

describing the sub-set of backward reachable states of those computed by the
last invocation of iBR not taking into account the action α being deleted (for
some m ≥ 0). I.e. (5) is the post-condition of the function Filter, whose effi-
cient implementation will be described in Section 4.1. Since (5) holds after the
invocation of Filter, it is easy to see that also the invariant (4) of iBR holds at
the end of the current iteration of the loop. Then, we consider two cases. If the
deleted action α is not in the sequence σ of administrative actions leading from
the initial policy to one satisfying the goal, then SolveEvolving can immedi-
ately notify the user that the answer is again (res, σ) (line 24). Otherwise (i.e.
α is in σ), we invoke iBR on the new reachability problem S 	 [α] and the user
is notified of the newly computed values of res and σ (line 24).

(lines 14-19) res is unreachable and op is add(α): we consider depending on
the fact that the set B of backward reachable states is affected or not by the
addition of the administrative action α. To verify this, we first build the formula
F (line 16) which is satisfied by any set of states in which the target role rt of α is
assigned (if α ∈ can assign) or not (if α ∈ can revoke) to some user. Then, it is
checked whether F is contained in B (F ⇒ B is valid or, by refutation, F ∧¬B
is unsatisfiable) but the set of states described by the pre-image of B with
respect to [α] is not included in B (Pre([α], B)⇒ B is invalid or, by refutation,
Pre([α], B)∧¬B is satisfiable). Notice that both checks are decidable because of
the decidability of the satisfiability of BSR formulae. If α ∈ can assign and the
check fails, then B is unaffected by the addition of α since either the target role
rt is assigned to no user in B or the pre-image of B with respect to [α] is already
in the fix-point; similarly, when α ∈ can revoke. If the check succeeds, iBR is
invoked on the updated set S ⊕ [α] of transition formulae and the goal G while
considering the previously computed set B of backward reachable states. In both
cases, it is not difficult to see that that the invariant (4) of iBR is maintained at
the end of the current iteration.

Example 3. Let P be the user-role reachability problem in Example 1. Recall
that the set of backward reachable states is represented by (3) in Example 2.
Now, consider the following three problems all derived from P by adding action
− ({r3}, r7): F = ∃x.r7(x), F ⇒ (3) is invalid, SolveEvolving can notify that
the answer is unreachable;
− ({r1}, r3): F = ∃x.r3(x), F ⇒ (3) is valid, Pre([({r1}, r3)], (3)) is ∃x.(r1(x) ∧
¬r4(x)∧x = u1), which is the last disjunct in (3) and thus Pre([({r1}, r3)], (3))⇒
(3) is trivially valid, SolveEvolving can notify that the answer is unreachable;



− ({r1}, r5): F = ∃x.r5(x), F ⇒ (3) is valid, Pre([({r1}, r5)], (3)) is ∃x.(r1(x)∧
x = u1) that is not in (3), and thus Pre([({r1}, r5)], (3)) ⇒ (3) is invalid, and
we need to invoke iBR on the new reachability problem. ut

(lines 20-22) res is unreachable and op is delete(α): indeed, the goal (ug, Rg)
is still unreachable since, at the previous iteration of the loop, we had that
In ∧

∨n
i=0 Prei(Tr , G) was unsatisfiable as res is unreachable. Now, observe

that
∨m
j=0 Prej(Tr \{[α]}, G)⇒

∨n
i=0 Prei(Tr , G) is valid since Pre is monotonic

with respect to its first argument (as stated in Section 3). From these, by simple
Boolean reasoning, we can conclude that In ∧

∨m
j=1 Prej(Tr \ {[α]}, G) is also

unsatisfiable. Because of the post-condition (5) of Filter, it is easy to see that
the invariant (4) of iBR is maintained.

Example 4. Let P be again the user-role reachability problem in Example 1.
Consider removing action ({r2}, r3) from P . It is easy to see that the goal is still
unreachable. By invoking the function Filter, variable B refers to the formula

∃x.
(

(r6(x) ∧ x = u1) ∨ (r5(x) ∧ x = u1) ∨ (r3(x) ∧ ¬r4(x) ∧ x = u1)
)
, (6)

which is obtained by deleting the pre-image of the goal w.r.t. ({r2}, r3), namely
∃x.(r2(x) ∧ ¬r4(x) ∧ x = u1) and ∃x.(r1(x) ∧ ¬r4(x) ∧ x = u1). SolveEvolving
can consider new operations with the new set of backward reachable states. ut

4.1 iBR and Filter

Procedures iBR and Filter use a decorated version of formulae. Let ε denote the
empty sequence and σ be a (finite, possibly empty) sequence of administrative
actions, i.e. either σ = ε or there exists l ≥ 1 such that σ = α1; . . . ;αl for αi
an administrative action with i = 1, ..., l. If K is a BSR formula, then Kσ is a
decorated BSR formula for σ a sequence of administrative actions. The logical
reading of the decorated BSR formulae Kσ is simply the BSR formula K; for
instance, Kσ1

1 ⇒ Kσ2
2 is equivalent to K1 ⇒ K2. We will also use Boolean

combinations of standard and decorated BSR formulae, its logical meaning is
simply obtained by forgetting the decorations; for example, the meaning of K1∧
Kσ

2 is simply K1 ∧K2 with σ a sequence of administrative actions.
We derive the incremental version iBR of BR by performing the following two

modifications on the code of Procedure 1. First, we replace line 1 with
if (B = false) then P ← Gε; else P ← B; end if

i.e. variable P contains the goal G decorated by the empty sequence ε when there
is no information about previous reachability problems; otherwise, P contains
the set of states computed in a previous invocation of iBR (recall that B is a
parameter passed by reference). The second modification concerns the compu-
tation of pre-images: Pre([α],Kσ) is the BSR formula Pre([α],K) decorated by
the sequence α;σ of administrative actions. It is thus not difficult to see that
variables P and B contain decorated BSR formulae of the form

m∨
i=0

Kσi
i (7)



for some m ≥ 0, Ki is a decorated BSR formula for i = 0, ...,m (as before, the
formula reduces to false when m = 0). The last modification to the code of
Procedure 1 refers to the conditional at lines 3-5. Recalling (7), we can assume
that the decorated version of (2) has the form In∧(7). Such a formula is satisfiable
iff there exists i∗ ∈ {0, ...,m} such that In ∧ Kσi

i is so. Thus, we replace lines
3-5 with the following

for i = 0 to m do
if (In ∧Kσi

i is satisfiable) then (reachable, σi) end if
end for

which allows iBR to return the sequence of administrative actions making a goal
reachable, by simply reading the decoration σi of a disjunct Kσi

i of the decorated
BSR formula stored in P . The fact that (4) is an invariant of iBR can be shown
by a case-analysis on the result returned by the previous invocation of iBR.

Filter also exploits decorated BSR formulae. Let (7) be the formula in
B and α an administrative action, Filter(B,α) returns the decorated BSR
formula

∨
j∈J K

σj

j for J = {j ∈ {0, ...,m}|α 6∈ σj}. It is easy to verify that the
post-condition (5) holds.

5 Implementation and Experiments

We have used Python to implement SolveEvolving in a system called iASASP.
The tool is an evolution of asasp [1, 18], which can be seen as an implementa-
tion of Solve (introduced immediately before Corollary 1, towards the end of
Section 3). The implementation of iBR is done by invoking the model checker
mcmt [7] to re-use its capability of saving the symbolic representation of the
set of backward reachable states to a file and consider it for later invocations.
Below, we describe an experimental evaluation comparing iASASP with an im-
plementation of the approach in [8, 9] on a set of randomly generated benchmark
problems. We consider four versions of the technique in [8, 9]: IncFwd1 , IncFwd2 ,
and LazyInc are based on the forward reachability algorithm of [23] and assume
separate administration whereas IncFwdWSA is an incremental forward algo-
rithm for user-role reachability problems not assuming separate administration.
The reader interested in the description of these algorithms is pointed to [8, 9];
for this paper, it is sufficient to know that these algorithms incorporate ideas (of
increasing degree of sophistication) to permit the re-use of previously computed
sets of reachable states.

We consider six sets of benchmarks whose characteristics are shown in tables
T1, T2, and T3 of Figure 1. The user-role reachability problems in B1, ..., B4

assume separate administration whereas those in B5 and B6 do not (first column
of T1). The initial user-role reachability problems in B1, ..., B4 share the same
(empty) initial RBAC policy and the same set ψ1 of administrative actions
(second column of T1 under ‘Initial problem’). The problems in B5 and B6 have
two distinct (non-empty) initial RBAC policies (UA1 and UA2, respectively)
and share the same set ψ2 of administrative actions. The answer to the initial
user-role reachability problem is shown in column ‘Answer’ of T1 and the time t1
taken by our tool and that t2 taken by the tool of [8, 9] are in column ‘Time’ with



Separate Initial Problem Number of
T1 Administration Answer Time |ω| instances

B1 Yes 〈∅, ψ1, g1〉 Reach. 43.28/78.16 1 32

B2 Yes 〈∅, ψ1, g2〉 Unreach. 41.15/80.22 1 32

B3 Yes 〈∅, ψ1, g1〉 Reach. 43.28/78.16 3, 5, 7, 10, 15, 20 15

B4 Yes 〈∅, ψ1, g2〉 Unreach. 41.15/80.22 3, 5, 7, 10, 15, 20 15

B5 No 〈UA1, ψ2, g3〉 Reach. 45.19/83.65 1 32

B6 No 〈UA2, ψ2, g4〉 Unreach. 61.42/116.73 1 32

T2 |can assign| |can revoke| Total

ψ1 313 64 377

ψ2 296 55 351

T3 g1 g2 g3 g4

Size 5 2 3 1

Fig. 1. Characteristics of the 6 benchmark sets

the format t1/t2 (both in seconds). The actions in ψ1 are randomly generated
following the approach in [23] while the actions in ψ2 are those of the university
ARBAC policy in [23]. The number of elements in can assign and can revoke
(with their sum) are show in T2. The problems in B1 and B3 (B2 and B4,
respectively) share the same goal g1 (g2, respectively). The size of the goals
(i.e. the number of roles) in the problems are in T3. As shown in column ‘|ω|’
of T1, the length of the sequences ω of “add” and “delete” actions in B1, B2,
B5, and B6 is 1; this means that the tools need to solve just one user-role
reachability problem besides the initial one for instances in these benchmark
sets. The length of the sequences ω of “add” and “delete” actions in B3 and
B4 is ` = 3, 5, 7, 10, 15, 20; this means that the tools need to solve ` user-role
reachability problems besides the initial one. For problems in B1, B2, B5, and
B6, we consider 32 distinct instances of sequences of actions of length 1 while for
those in B3 and B4, we consider 15 distinct instances of sequences of actions of
increasing length ` = 3, 5, 7, 10, 15, 20 (see column ‘Number of instances’ of T1).

All the experiments were performed on an Intel QuadCore (3.6 GHz) CPU
with 16 GB Ram running Ubuntu 11.10. The timings of the tools on the prob-
lems in the six benchmarks are reported in Figure 2; they are in seconds, are
obtained by averaging the times taken over the number of instances indicated in
the last column of T1 (cf. Figure 1), and measure the performance of processing
the sequence ω of operations being considered, not including the time used to
solve the initial user-role reachability problem since we want to compare the
performances of the two approaches in handling changes to the set of adminis-
trative operations, not in solving single instance problems. However, notice how
iASASP is better than the tool of [8, 9] on the initial (single instance) problems
in the benchmarks B1, ..., B6 by considering the column ‘Time’ in Table T1 of
Figure 1. Any operation can affect the reachability of the goal in the benchmarks
that we consider. The table on the upper-left corner and the two plots refer to
benchmark sets B1, B2, B3, and B4 under separation administration whereas
the table on the upper-right corner to B5 and B6 that do not assume separate



Operation in ω
Time

IncFwd1 IncFwd2 LazyInc iASASP

add can assign 0 10.31 0 0.01
delete can assign 69.72 11.14 11.14 1.75

B1 add can revoke 0 1.07 0 0.01
delete can revoke 12.15 1.72 1.72 0.47

add can assign 132.93 68.79 68.79 5.23
delete can assign 0 12.09 0 0.01

B2 add can revoke 19.67 1.25 1.25 0.69
delete can revoke 0 6.44 0 0.01

Operation in ω
Time

IncFwdWSA iASASP

add can assign 10.07 0.03
delete can assign 8.62 4.84

B5 add can revoke 5.14 0.03
delete can revoke 2.35 1.31

add can assign 32.27 5.35
delete can assign 6.76 0.03

B6 add can revoke 11.2 1.05
delete can revoke 0.46 0.03

Fig. 2. Comparison of our approach with that of [8, 9] on the six benchmark sets

administration. In almost cases, iASASP performs and scales better than the
techniques of [8, 9] as shown by the two plots in Figure 2. iASASP performs
better than the best version (IncLazy) of the techniques in [8, 9] and clearly out-
performs the worse version (IncFwd1 ). For instance in B4, iASASP processes
sequences of length 20 of operations in around 50 seconds whereas IncLazy takes
more than 150 seconds, IncFwd2 around 300 seconds, and IncFwd1 takes more
than 600 seconds. The better performances of our approach are due to the sophis-
ticated techniques put in place in SolveEvolving to detect when the addition
or deletion of an administrative action does not change the answer to the new
instance of the reachability problem.

6 Conclusion

The paper discusses an algorithm for the automated analysis of evolving AR-
BAC policies. The idea is to re-use the previously computed sets of backward
reachable states in order to infer the answer to “similar” user-role reachabil-
ity problems. An experimental evaluation shows that our incremental procedure
performs better than the state-of-the-art techniques in [8, 9]. As future work, we
plan to extend our experiments on problems under non-separate administration
and to compare iASASP also with the backward reachability algorithm in [9].
Acknowledgments. We thank the authors of [8, 9] for making the code of their tool
available to us and the help in using it. We also thank the anonymous reviewers
for their constructive criticisms.
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