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Abstract. In this paper, we consider a class of second order abstract linear

hyperbolic equations with infinite memory and distributed time delay. Under

appropriate assumptions on the infinite memory and distributed time delay
convolution kernels, we prove well-posedness and stability of the system. Our

estimation shows that the dissipation resulting from the infinite memory alone

guarantees the asymptotic stability of the system in spite of the presence of
distributed time delay. The decay rate of solutions is found explicitly in terms

of the growth at infinity of the infinite memory and the distributed time delay

convolution kernels. An application of our approach to the discrete time delay
case is also given.

1. Introduction. Let H be a real Hilbert space with inner product and related
norm denoted by 〈·, ·〉 and ‖·‖, respectively. Let A : D(A)→ H and B : D(B)→ H
be self-adjoint linear positive definite operators with domains D(A) ⊂ D(B) ⊂ H
such that the embeddings are dense and compact. Let g : R+ → R+ and f :
R+ → R be given functions. We consider the following class of second-order linear
hyperbolic equations:

utt(t) +Au(t)−
∫ +∞

0

g(s)Bu(t− s)ds+

∫ +∞

0

f(s)ut(t− s)ds = 0, ∀t > 0 (1)

with initial conditions {
u(−t) = u0(t), ∀t ∈ R+,
ut(−t) = u1(t), ∀t ∈ R+,

(2)

where (u0, u1) are given initial data belonging to a suitable space and u : R+ → H
is the unknown of the system (1)-(2). The infinite integrals represent, respectively,
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the infinite memory and the distributed time delay terms. The subscript t denotes
the derivative with respect to t.

Our objective here is to prove the well-posedness and investigate the asymptotic
behavior as time goes to infinity of solutions of (1)-(2) under appropriate assump-
tions on the operators A and B, and the convolution kernels g and f .

The questions related to well-posedness and stability/instability of evolution
equations with delay and/or memory have attracted considerable attention in re-
cent years and many researchers have shown that the memory plays the role of a
damper, whereas the time delay can destabilize a system that was asymptotically
stable in the absence of time delay. Let us recall some works related to the problem
we address here. For more details, we refer the reader to the list of references in
this paper.

In the absence of time delay term (i.e. f ≡ 0):

utt(t) +Au(t)−
∫ +∞

0

g(s)Bu(t− s)ds = 0, ∀t > 0, (3)

a large amount of literature is available on this model (3), addressing the issues of the
existence, uniqueness and asymptotic behavior in time; see [10, 11, 14, 16, 17, 23, 26,
31, 40] and the references cited therein. Different decay estimates (exponential or
polynomial or others) depending on the growth of g at infinity have been obtained.

Also, in case f ≡ 0 and the infinite memory is replaced by a finite one:

utt(t) +Au(t)−
∫ t

0

g(s)Bu(t− s)ds = 0, ∀t > 0, (4)

a large number of papers on this subject are available in the literature, where
various decay estimates for the solutions of (4) were obtained; see in this regard
[6, 8, 9, 22, 27, 28, 29, 30] and the references cited therein. For the particular case
of the wave equation with (internal or boundary) finite memory; see [2, 1, 7, 43]
and [44]-[52]. See also [21] for the wave equation with complementary finite and
infinite memories, and [20] for the Timoshenko systems with complementary finite
memory and nonlinear frictional damping.

When the memory term is replaced by a frictional damping But(t), and the
distributed time delay is replaced by the discrete one µut(t− τ):

utt(t) +Au(t) +But(t) + µut(t− τ) = 0, ∀t > 0, (5)

where µ and τ are fixed constants, there exist in the literature different stabil-
ity/instability results for (5) depending, in particular, on the connection between
B and µ. We refer the reader to [13, 12] and [38] for the one-dimensional wave
equation with internal and/or boundary feedbak and constant discrete time delay,
[3, 33, 34, 35] and [36] for the N -dimensional case, and [15] and [37] for an ab-
stract system with constant or variable discrete time delay. These results show that
the damping But(t) is strong enough to stabilize the system (5) in presence of a
constant discrete time delay provided that |µ| is small enough.

The wave equation in an N -dimensional bounded domain with linear frictional
damping µ1ut(t), constant discrete time delay µ2ut(t− τ), and finite memory:

utt(x, t)−∆u(x, t)+

∫ t

0

g(s)∆u(x, t−s)ds+µ1ut(x, t)+µ2ut(x, t−τ) = 0, ∀t > 0, (6)

where µ1 and µ2 are fixed nonnegative constants, was considered in [24]. The
exponential stability was proved under the assumptions that 0 ≤ µ2 ≤ µ1 and g
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converges exponentially to zero at infinity. A similar result was obtained in [42]
for Timoshenko systems, in [4] for thermoelasticity type III systems, and in [5] for
the wave equation with nonlinear discrete time delay and frictional damping terms.
We recall that, when 0 ≤ µ1 ≤ µ2 and g = 0, the system (6) is instable for some
values of τ ; see [33]. For the case of boundary time delay, see [32] and the references
therein.

Recently, the stability of the following second order abstract linear equation with
infinite memory and discrete time delay terms:

utt(t) +Au(t)−
∫ +∞

0

g(s)Au(t− s)ds+ µut(t− τ) = 0, ∀t > 0 (7)

was considered in [18]. It was proved that the dissipation generated by the infinite
memory alone guarantees the exponential stability of the system provided that the
weight |µ| of the discrete time delay is small enough and the memory kernel g
converges exponentially to zero at infinity.

Unlike the discrete time delay models which ignore the inherent memory effects,
the distributed time delay models (we will consider in this paper) do take into
account the whole (infinite) past history of the solution. More precisely, we are
in presence of an “indefinite” frictional damping which depends on all previous
states (the past information is stored and used later). This is what makes the
present model more realistic. In fact the discrete case will be a special case which
corresponds to the Dirac delta distribution kernel (at some time τ).

In this paper, we shall prove, under some appropriate assumptions on A, B,
g and f , that (1)-(2) is well-posed in an appropriate underlying space and that
the only dissipation generated by the infinite memory guarantees the asymptotic
stability of (1)-(2) in spite of the presence of a distributed time delay. Moreover,
the decay rate of solutions is explicitly found in terms of, in particular, the growth
of g and f at infinity. The proof is based on the semigroup theory for the well-
posedness, and the energy method for the stability. We introduce new functionals
to get crucial estimates on the distributed time delay and the infinite memory, and
overcome subsequently the difficulties generated by the nondissipativity character
of our system (1)-(2). Moreover, we will appeal to some ideas and functionals
introduced in [44]-[51]. These ideas will, in particular, allow us to deal with some
arbitrary decaying kernels without assuming explicit conditions on their derivative.
The approach presented in this paper can be applied to the case of finite memory
and/or discrete time delay. On the other hand, our model includes various practical
applications like the wave equation, the Petrovsky system (as well as coupled wave-
wave, wave-Petrovsky and Petrovsky-Petrovsky systems) and some elastic systems
in N -dimensional open bounded domain.

The case of Timoshenko-type systems (two coupled wave equations in
one-dimensional open bounded domain) with infinite memory and (distributed or
discrete) time delay was treated in [19] where similar results to the ones of the
present paper were obtained. But the coupling in the Timoshenko-type systems
is of order one (the coupling terms depend on the derivatives with respect to the
space variable), and so, they are not included by our general model (1)-(2) which
generates some new difficulties (related to the treatment of the operators A and B)
surmounted in the abstract framework introduced in the present paper.

The plan of the paper is as follows. In Section 2, we present our assumptions
on A, B, g and f , and state and prove the well-posedness of (1)-(2). Section 3 is
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devoted to the statement and proof of the asymptotic stability results of (1)-(2)
under some additional assumptions on A, B, g and f . Section 4 will be devoted
to an application to the discrete time delay case. Finally, in Section 5, we discuss
some general comments and issues.

2. Well-posedness. In this section, we state our assumptions on A, B, g and f ,
and prove the global existence, uniqueness and smoothness of the solution of (1)-(2).
We assume that

(A1): There exist positive constants a and b satisfying

b‖w‖2 ≤ ‖B 1
2w‖2 ≤ a‖A 1

2w‖2, ∀w ∈ D(A
1
2 ). (8)

(A2): The function g is of class C1(R+,R+), nonincreasing and satisfies

g0 :=

∫ +∞

0

g(s)ds <
1

a
. (9)

Moreover, for some positive constant θ,

− g′(s) ≤ θg(s), ∀s ∈ R+. (10)

(A3): The function f is of class C1(R+,R) and satisfies, for some positive con-
stant α,

|f(s)| ≤ αg(s) and |f ′(s)| ≤ αg(s), ∀s ∈ R+. (11)

Following a method devised in [11], we consider a new auxiliary variable η to treat
the infinite memory and distributed time delay terms, and formulate the system
(1)-(2) in the following abstract linear first-order system:{

Ut(t) = (A + B)U (t), ∀t > 0,
U (0) = U0,

(12)

where U = (u, ut, η)T , U0 = (u0(0), u1(0), η0)T ∈H ,

H = D(A
1
2 )×H × L2

g(R+, D(B
1
2 ))

and {
η(t, s) = u(t)− u(t− s), ∀t, s ∈ R+,
η0(s) = η(0, s) = u0(0)− u0(s), ∀s ∈ R+.

(13)

The set L2
g(R+, D(B

1
2 )) is the weighted space with respect to the measure g(s)ds

defined by

L2
g(R+, D(B

1
2 )) =

{
w : R+ → D(B

1
2 ),

∫ +∞

0

g(s)‖B 1
2w(s)‖2ds < +∞

}
and endowed with the classical inner product

〈w1, w2〉
L2
g(R+,D(B

1
2 ))

=

∫ +∞

0

g(s)
〈
B

1
2w1(s), B

1
2w2(s)

〉
ds.

The operators A and B are linear and given by

A


w1

w2

w3

 =


w2

(−A+g0B)w1−ε0c0w2−
∫ +∞

0

g(s)Bw3(s)ds−
∫ +∞

0

f(s)
∂w3(s)

∂s
ds

−∂w3

∂s
− c0
ε0
w3 + w2

 ,

(14)
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where 
c0 =

α

2

√
g0
b
,

ε0 =
‖f‖∞
c0

(15)

(ε0 is a positive constant, since ‖f‖∞ > 0, otherwise, f ≡ 0 and then no distributed
time delay is considered in (1)) and

B(w1, w2, w3)T = c0

(
0, ε0w2,

1

ε0
w3

)T
. (16)

The domains D(A ) and D(B) of A and B, respectively, are given by

D(A ) =


(w1, w2, w3)T ∈H ,

∂w3

∂s
∈ L2

g(R+, D(B
1
2 )), w2 ∈ D(A

1
2 ),

(A− g0B)w1 +

∫ +∞

0

g(s)Bw3(s)ds ∈ H, w3(0) = 0

 , (17)

since, thanks to the Cauchy-Schwarz inequality and the first inequalities in (8) and
(11),

∂w3

∂s
∈ L2

g(R+, D(B
1
2 )) =⇒

∫ +∞

0

f(s)
∂w3(s)

∂s
ds ∈ H, (18)

and D(B) = H . On the other hand, keeping in mind the definition of η in (13),
we have  ηt(t, s) + ηs(t, s) = ut(t), ∀t, s ∈ R+,

ηs(t, s) = ut(t− s), ∀t, s ∈ R+,
η(t, 0) = 0, ∀t ∈ R+.

(19)

Therefore, we conclude from (14), (16) and (19) that the systems (1)-(2) and (12)
are equivalent.

Thanks to (9) and the second inequality in (8), H endowed with the inner
product〈

(w1, w2, w3)T , (w̃1, w̃2, w̃3)T
〉

H
=
〈
A

1
2w1, A

1
2 w̃1

〉
− g0

〈
B

1
2w1, B

1
2 w̃1

〉
+ 〈w2, w̃2〉+ 〈w3, w̃3〉

L2
g(R+,D(B

1
2 ))

is a Hilbert space and D(A ) ⊂ H with dense embedding (see, for example, [31]).
The well-posedness of problem (12) is ensured by the following theorem:

Theorem 2.1. Assume that (A1)-(A3) hold. Then, for any U0 ∈ H , the system
(12) has a unique weak solution

U ∈ C(R+,H ). (20)

Moreover, if U0 ∈ D(A ), then the solution of (12) satisfies (classical solution)

U ∈ C1(R+,H ) ∩ C(R+,D(A )). (21)

Proof. To prove Theorem 2.1, we use the semigroup approach. So, first, we show
that the linear operator A is dissipative. Indeed, let W = (w1, w2, w3)T ∈ D(A ),
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then

〈AW,W 〉H =
〈
A

1
2w2, A

1
2w1

〉
− g0

〈
B

1
2w2, B

1
2w1

〉
−
〈∫ +∞

0

f(s)
∂w3(s)

∂s
ds, w2

〉
+

〈
(−A+ g0B)w1 − c0ε0w2 −

∫ +∞

0

g(s)Bw3(s)ds, w2

〉
+

〈
−∂w3

∂s
− c0
ε0
w3 + w2, w3

〉
L2
g(R+,D(B

1
2 ))

. (22)

It is clear that, by the definitions of A
1
2 and B

1
2 , and the fact that H is a real

Hilbert space,

〈(−A+ g0B)w1, w2〉 = −
〈
A

1
2w2, A

1
2w1

〉
+ g0

〈
B

1
2w2, B

1
2w1

〉
and 〈

−
∫ +∞

0

g(s)Bw3(s)ds, w2

〉
= −〈w2, w3〉

L2
g(R+,D(B

1
2 ))

.

On the other hand, integrating by parts and using the fact that

lim
s→+∞

g(s)B
1
2w3(s) = lim

s→+∞
f(s)w3(s) = 0

(due to (A2) and (11)) and w3(0) = 0 (definition of D(A )), we find〈
−∂w3

∂s
, w3

〉
L2
g(R+,D(B

1
2 ))

=
1

2

∫ +∞

0

g′(s)‖B 1
2w3(s)‖2ds.

Moreover

−
〈∫ +∞

0

f(s)
∂w3(s)

∂s
ds, w2

〉
=

∫ +∞

0

f ′(s) 〈w3(s), w2〉 ds.

Consequently, inserting these four formulas in the previous identity (22), we get

〈AW,W 〉H =
1

2

∫ +∞

0

g′(s)‖B 1
2w3(s)‖2ds+

∫ +∞

0

f ′(s) 〈w3(s), w2〉 ds

− c0
(
ε0‖w2‖2 +

1

ε0
‖w3‖2

L2
g(R+,D(B

1
2 ))

)
. (23)

Note that, thanks to (10) and the fact that g is nonincreasing and

w3 ∈ L2
g(R+, D(B

1
2 )),∣∣∣∣∫ +∞

0

g′(s)‖B 1
2w3(s)‖2ds

∣∣∣∣ =−
∫ +∞

0

g′(s)‖B 1
2w3(s)‖2ds

≤θ
∫ +∞

0

g(s)‖B 1
2w3(s)‖2ds

<+∞,

so the first integral in the right hand side of (23) is well defined.
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Now, using Cauchy-Schwarz and Young’s inequalities, the first inequality in (8)
and the second one in (11) imply that∫ +∞

0

f ′(s) 〈w3(s), w2〉 ds ≤
α

2

∫ +∞

0

g(s)

(
ε0√
g0b
‖w2‖2 +

√
g0b

ε0b
‖B 1

2w3(s)‖2
)
ds

≤c0
(
ε0‖w2‖2 +

1

ε0
‖w3‖2

L2
g(R+,D(B

1
2 ))

)
. (24)

Finally, combining (23) and (24), and using the fact that g is nonincreasing, we
obtain

〈AW,W 〉H ≤
1

2

∫ +∞

0

g′(s)‖B 1
2w3(s)‖2ds ≤ 0, (25)

which means that A is dissipative.
Next, we shall prove that Id−A is surjective. Indeed, let F = (f1, f2, f3)T ∈H ,

we show that there exists W = (w1, w2, w3)T ∈ D(A ) satisfying

(Id−A )W = F, (26)

which is equivalent to

w2 = w1 − f1,

(A− g0B + (1 + ε0c0)Id)w1 +

∫ +∞

0

g(s)Bw3(s)ds+

∫ +∞

0

f(s)
∂w3(s)

∂s
ds

2cm = (1 + ε0c0)f1 + f2, (27)

(1 +
c0
ε0

)w3 +
∂w3

∂s
= w1 + f3 − f1.

We note that the third equation in (27) with w3(0) = 0 has the unique solution

w3(s) =e
−(1+

c0
ε0

)s
∫ s

0

e
(1+

c0
ε0

)y

(w1 + f3(y)− f1)dy

=(1 +
c0
ε0

)−1

1− e
−(1+

c0
ε0

)s

w1 + e
−(1+

c0
ε0

)s
∫ s

0

e
(1+

c0
ε0

)y

(f3(y)− f1)dy.

(28)

Next, plugging (28) into the second equation in (27), we get

(A− l1B + l2Id)w1 = f̃ , (29)

where

l1 = g0 − (1 +
c0
ε0

)−1g0 + (1 +
c0
ε0

)−1
∫ +∞

0

g(s)e
−(1+

c0
ε0

)s

ds,

l2 = 1 + c0ε0 +

∫ +∞

0

f(s)e
−(1+

c0
ε0

)s

ds
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and

f̃ =(1 + c0ε0)f1 + f2 +

∫ +∞

0

f(s)(f1 − f3(s))ds

+ (1 +
c0
ε0

)

∫ +∞

0

f(s)e
−(1+

c0
ε0

)s

∫ s

0

e
(1+

c0
ε0

)y

(f3(y)− f1)dy

 ds

−
∫ +∞

0

g(s)e
−(1+

c0
ε0

)s

∫ s

0

e
(1+

c0
ε0

)y

B(f3(y)− f1)dy

 ds.

It remains only to prove that (29) has a solution w1 ∈ D(A
1
2 ). Then, substituting

in (28) and the first equation in (27), we obtain W ∈ D(A ) satisfying (26). Since
l1 < g0, then A − l1B is a positive definite operator thanks to (9) and the second
inequality in (8). On the other hand, using (15), we see that

l2 ≥ 1 + c0ε0 − ‖f‖∞
ε0

ε0 + c0
≥ 1 + c0ε0 − ‖f‖∞ = 1.

Therefore, A− l1B+ l2Id is a self-adjoint linear positive definite operator. Applying
the Lax-Milgram theorem and classical regularity arguments, we conclude that (29)

has a unique solution w1 ∈ D(A
1
2 ) satisfying, using (18) and (28),

(A− g0B)w1 +

∫ +∞

0

g(s)Bw3(s)ds ∈ H.

This proves that Id − A is surjective. Finally, we note that (25) and (26) mean
that −A is a maximal monotone operator. Hence, using Lummer-Phillips theorem
(see [41]), we deduce that A is an infinitesimal generator of a linear C0-semigroup
on H .

On the other hand, as the linear operator B is Lipschitz continuous, it follows
that A + B also is an infinitesimal generator of a linear C0-semigroup on H (see
[41]: Chapter 3 - Theorem 1.1). Consequently, (12) is well-posed in the sense of
Theorem 2.1 (see [25] and [41]).

3. Asymptotic stability. In this section, we investigate the asymptotic behavior
of the solution of (12) by the use of the energy method. We produce a suitable
Lyapunov functional and prove some decay estimates depending on the asymptotic
behavior of g, and the connection between g and f . Our asymptotic stability results
hold under the following additional assumptions:

(A4): There exists a positive constant d such that

‖A 1
2w‖2 ≤ d‖B 1

2w‖2, ∀w ∈ D(A
1
2 ). (30)

(A5): The function g satisfies

g0 :=

∫ +∞

0

g(s)ds > 0 (31)

and there exist a positive constant δ and a positive function ξ : R+ → R∗+ of
class C(R+,R∗+) satisfying lims→+∞ ξ(s) exists such that

g′(s) ≤ −δg(s), ∀s ∈ R+ (32)
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or  g(t− s) ≥ ξ(t)
∫ +∞

t

g(τ − s)dτ, ∀t ∈ R+, ∀s ∈ [0, t],

g′(s) < 0, ∀s ∈ R+.
(33)

(A6): There exist a positive even function γ : R → R∗+ of class C(R,R∗+) and
nonincreasing on R+, and a positive function β : R+ → R∗+ of class C(R+,R∗+)
such that

β0 :=

∫ +∞

0

β(s)ds < +∞ (34)

and
|f(s)| ≤ e−γ̃(s)β(s)g(s), ∀s ∈ R+, (35)

where

γ̃(s) = 2

∫ s
2

0

γ(τ)dτ, ∀s ∈ R+. (36)

Remark 3.1. 1. The conditions (32) and (33) include, respectively, the class of
functions g which converge to zero at least exponentially or less than exponentially.
When

lim
t→+∞

ξ(t) > 0,

the first inequality in (33), introduced in [47] and [50], implies that g converges to
zero at least exponentially but it does not involve the derivative of g. We distinguish
the cases (32) and (33) because they lead to different kinds of decay.

2. Assumptions (A1) and (A4) imply that A and B are equivalent.

Theorem 3.2. Assume that (A1)-(A6) hold. Then there exists a positive constant
δ0 independent of f such that, if∫ +∞

0

|f(s)|ds < δ0, (37)

then, for any U0 ∈ D(A ), there exist positive constants δ1 and δ2 (depending on
‖U0‖D(A ), a, b, d, g0, g(0), δ, δ0, ξ, γ and β) such that the classical solution of
(12) satisfies

1. Exponential decay of g. If (32) holds, then

‖U (t)‖2H ≤ δ2e−δ1t, ∀t ∈ R+ (38)

if limt→+∞ γ(t) > 0, and

‖U (t)‖2H ≤ δ2e−δ1γ̂(t), ∀t ∈ R+ (39)

if limt→+∞ γ(t) = 0, where

γ̂(s) =

∫ s

0

γ(τ)dτ, ∀s ∈ R. (40)

2. Arbitrary decay of g. If (33) holds and (32) does not hold, then

‖U (t)‖2H ≤ δ2e−δ1t
(

1+

∫ t

0

eδ1s
∫ +∞

s

g(τ)‖B 1
2u0(τ−s)‖2dτds

)
, ∀t ∈ R+ (41)

if (limt→+∞ γ(t))(limt→+∞ ξ(t)) > 0,

‖U (t)‖2H ≤ δ2e−δ1γ̂(t)
(

1 +

∫ t

0

eδ1γ̂(s)
∫ +∞

s

g(τ)‖B 1
2u0(τ − s)‖2dτds

)
, ∀t ∈ R+

(42)
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if limt→+∞ γ(t) = 0 and limt→+∞ ξ(t) > 0,

‖U (t)‖2H ≤ δ2e−δ1ξ̂(t)
(

1 +

∫ t

0

eδ1ξ̂(s)
∫ +∞

s

g(τ)‖B 1
2u0(τ − s)‖2dτds

)
, ∀t ∈ R+

(43)
if limt→+∞ γ(t) > 0 and limt→+∞ ξ(t) = 0, where

ξ̂(s) =

∫ s

0

ξ(τ)dτ, ∀s ∈ R+, (44)

and

‖U (t)‖2H ≤ δ2e−δ1φ̂(t)
(

1 +

∫ t

0

eδ1φ̂(s)
∫ +∞

s

g(τ)‖B 1
2u0(τ − s)‖2dτds

)
, ∀t ∈ R+

(45)
if limt→+∞ γ(t) = limt→+∞ ξ(t) = 0, where

φ̂(s) =

∫ s

0

φ(τ)dτ and φ(s) = min{γ(s), ξ(s)}, ∀s ∈ R+. (46)

Remark 3.3. Let us illustrate our decay estimates by the following simple exam-
ples:

Case 1. Exponential decay of g: (32) holds. Let us consider the class
g(s) = α2e

−α1s, with α1, α2 > 0 and α2 small enough so that (9) holds. This class
satisfies (32) with δ = α1.

1. If
|f(s)| ≤ β2e−β1(s+1)pg(s), ∀s ∈ R+, (47)

for some positive constants β1, β2 and p, then (35) is satisfied with
β(s) = β2e

−β0(s+1)p and

γ(s) = q(β1 − β0)(2|s|+ 1)q−1, ∀s ∈ R+, (48)

for any β0 ∈]0, β1[ and q = min{p, 1} (so γ is positive on R and nonincreasing on
R+), and therefore, for some positive constants c′ and c′′,

‖U (t)‖2H ≤ c′′e−c
′(t+1)q , ∀t ∈ R+.

2. If
|f(s)| ≤ β2e−β1(ln(s+1))pg(s), ∀s ∈ R+, (49)

for some constants β1, β2 > 0 and p > 1, then (35) holds with β(s) = β3e
−β0(ln(s+1))p

and

γ(s) =

 p(β1 − β0)
(ln(2|s|+ 1))

p−1

2|s|+ 1
if |s| ≥ 1

2
(ep−1 − 1) := s0,

p(β1 − β0)(p− 1)p−1e1−p := c̃0 if |s| ∈ [0, s0],

(50)

for β3 = β2e
2c̃0s0 and any β0 ∈]0, β1[ (so γ is positive and continuous on R, and

nonincreasing on R+), and therefore, for some positive constants c′ and c′′,

‖U (t)‖2H ≤ c′′e−c
′(ln(t+1))p , ∀t ∈ R+.

3. If

|f(s)| ≤ β1
(s+ 1)p

g(s), ∀s ∈ R+, (51)

for some constants β1 > 0 and p > 1, then (35) holds with β(s) = β1

(s+1)p−β0
and

γ(s) =
β0

2|s|+ 1
, ∀s ∈ R+, (52)
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for any β0 ∈]0, p − 1[ (so β is integrable on R+), and therefore, for some positive
constants c′ and c′′,

‖U (t)‖2H ≤
c′′

(t+ 1)c′
, ∀t ∈ R+.

Case 2. Arbitrary decay of g: (33) holds and (32) does not hold. Let
us consider the classes (47), (49) and (51) of f , and the following two classes of g
which satisfy (33) and do not converge exponentially to zero at infinity:

1. If

g(s) =
α2

s+ er−1
(ln(s+ er−1))r−1e−α1(ln(s+e

r−1))r , ∀s ∈ R+, (53)

for some constants α2 > 0 small enough so that (9) holds, α1 > 0 and r > 1, then
(33) holds with ξ(s) = rα1(s+ er−1)−1(ln(s+ er−1))r−1, and therefore, (45) holds
with

φ =

{
ξ in case (47) and in case (49) with r ≤ p,
γ in case (51) and in case (49) with r > p.

If, for example, for some positive constants λ and M0,

‖B 1
2u0(s)‖2 ≤M0(s+ 1)λ, ∀s ∈ R+, (54)

then we get, for some positive constants c′ and c′′,

‖U (t)‖2H ≤


c′′e−c

′(ln(t+1))r in case (47),

c′′e−c
′(ln(t+1))min{p,r}

in case (49),

c′′(t+ 1)−c
′

in case (51).

(55)

2. If

g(s) = α1(s+ 1)−r, ∀s ∈ R+, (56)

for some constants α1 > 0 small enough so that (9) holds and r > 1, then (33) is
satisfied with ξ(s) = (r − 1)(s+ 1)−1, and therefore, (45) holds with φ = ξ.

If, for example, for some positive constants λ and M0,

‖B 1
2u0(s)‖2 ≤M0(ln(s+ 2))λ, ∀s ∈ R+, (57)

then we get, for some positive constants c′ and c′′,

‖U (t)‖2H ≤
{
c′′(t+ 1)−c

′
if r > 2,

c′′(t+ 1)c
′

if r ≤ 2.
(58)

Proof of Theorem 3.2. Assume that (A1)-(A6) are satisfied and let U0 ∈ D(A ),
so that all the calculations below are justified. We start our proof by giving the
modified energy functional E associated with the solution of (12) corresponding to
U0 ∈ D(A )

E(t) =
1

2
‖U (t)‖2H

=
1

2

(
‖ut(t)‖2 + ‖A 1

2u(t)‖2 − g0‖B
1
2u(t)‖2

)
+

1

2

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds, ∀t ∈ R+. (59)
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Multiplying (1) by ut(t) and integrating by parts, we easily get (similarly to the
proof of (25)) (see, for example, [31] in case f ≡ 0)

E′(t) =
1

2

∫ +∞

0

g′(s)‖B 1
2 η(t, s)‖2ds−

〈∫ +∞

0

f(s)ut(t− s)ds, ut(t)
〉
, ∀t ∈ R+.

(60)
Note that, in contrast to the situation where there is a frictional damping in (5)
and (6) and no time delay in (3) and (4), we are unable to determine the sign of E′

from (60), and therefore the system (12) is not necessarily dissipative with respect
to E at this stage.

1. Exponential decay of g: (32) holds. In order to prove (38) and (39), we
first prove the following three lemmas. The first two are classical (see, for example,
[17, 27, 28] and [31]), whilst the third one is introduced to cope with the new
situation due to the distributed time delay in the present problem.

Lemma 3.4. Let us consider the functional

I1(t) = −
〈
ut(t),

∫ +∞

0

g(s)η(t, s)ds

〉
, ∀t ∈ R+. (61)

Then

I ′1(t) ≤− (g0 − ε)‖ut(t)‖2 + ε‖A 1
2u(t)‖2 + c1

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds

− c2
∫ +∞

0

g′(s)‖B 1
2 η(t, s)‖2ds

+

〈∫ +∞

0

f(s)ut(t− s)ds,
∫ +∞

0

g(s)η(t, s)ds

〉
, ∀t ∈ R+, (62)

where (the constants a, b, d and g0 are defined in (8), (9) and (30))
ε =

g0(1− ag0)

3 + g0 − ag0
,

c1 = g0 +
g0
2ε

(d+ ag20),

c2 =
g(0)

4bε
.

(63)

Proof. Multiplying (1) by
∫ +∞
0

g(s)η(t, s)ds, we get

0 =

〈
utt(t),

∫ +∞

0

g(s)η(t, s)ds

〉
+

〈
Au(t),

∫ +∞

0

g(s)η(t, s)ds

〉
− g0

〈
Bu(t),

∫ +∞

0

g(s)η(t, s)ds

〉
+

〈∫ +∞

0

g(s)Bη(t, s)ds,

∫ +∞

0

g(s)η(t, s)ds

〉
+

〈∫ +∞

0

f(s)ut(t− s)ds,
∫ +∞

0

g(s)η(t, s)ds

〉
.
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Then, the definitions of A
1
2 and B

1
2 yield

0 =

〈
utt(t),

∫ +∞

0

g(s)η(t, s)ds

〉
+

〈
A

1
2u(t),

∫ +∞

0

g(s)A
1
2 η(t, s)ds

〉
− g0

〈
B

1
2u(t),

∫ +∞

0

g(s)B
1
2 η(t, s)ds

〉
+

〈∫ +∞

0

g(s)B
1
2 η(t, s)ds,

∫ +∞

0

g(s)B
1
2 η(t, s)ds

〉
+

〈∫ +∞

0

f(s)ut(t− s)ds,
∫ +∞

0

g(s)η(t, s)ds

〉
. (64)

On the other hand, by using the fact that ηt(t, s) = −ηs(t, s) + ut(t), we find〈
utt(t),

∫ +∞

0

g(s)η(t, s)ds

〉
=
∂

∂t

〈
ut(t),

∫ +∞

0

g(s)η(t, s)ds

〉
−
〈
ut(t),

∫ +∞

0

g(s)ηt(t, s)ds

〉
=− I ′1(t)− g0‖ut(t)‖2 +

〈
ut(t),

∫ +∞

0

g(s)ηs(t, s)ds

〉
.

Integrating by parts with respect to s in the infinite memory integral, and using
the fact that lims→+∞ g(s)η(t, s) = 0 and η(t, 0) = 0, we get〈
utt(t),

∫ +∞

0

g(s)η(t, s)ds

〉
= −I ′1(t)− g0‖ut(t)‖2 −

〈
ut(t),

∫ +∞

0

g′(s)η(t, s)ds

〉
.

(65)
We deduce from (64)-(65) that

I ′1(t) =− g0‖ut(t)‖2 +

〈∫ +∞

0

f(s)ut(t− s)ds,
∫ +∞

0

g(s)η(t, s)ds

〉
−
〈
ut(t),

∫ +∞

0

g′(s)η(t, s)ds

〉
+

〈
A

1
2u(t),

∫ +∞

0

g(s)A
1
2 η(t, s)ds

〉
− g0

〈
B

1
2u(t),

∫ +∞

0

g(s)B
1
2 η(t, s)ds

〉
+

∥∥∥∥∫ +∞

0

g(s)B
1
2 η(t, s)ds

∥∥∥∥2 . (66)

Using Cauchy-Schwarz and Young’s inequalities for the last four terms of (66), and

(8) and (30) to estimate ‖η(t, s)‖2, ‖A 1
2 η(t, s)‖2 and ‖B 1

2u(t)‖2 by 1
b‖B

1
2 η(t, s)‖2,

d‖B 1
2 η(t, s)‖2 and a‖A 1

2u(t)‖2, respectively, we get, for ε defined in (63) (ε is a
positive constant according to (9) and (31), and does not depend on f),

−
〈
ut(t),

∫ +∞

0

g′(s)η(t, s)ds

〉
≤ε‖ut(t)‖2 +

1

4ε

(∫ +∞

0

√
−g′(s)

√
−g′(s)‖η(t, s)‖ds

)2

≤ε‖ut(t)‖2 −
g(0)

4bε

∫ +∞

0

g′(s)‖B 1
2 η(t, s)‖2ds, (67)
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A

1
2u(t),

∫ +∞

0

g(s)A
1
2 η(t, s)ds

〉
≤ ε

2
‖A 1

2u(t)‖2 +
1

2ε

(∫ +∞

0

√
g(s)

√
g(s)‖A 1

2 η(t, s)‖ds
)2

≤ ε
2
‖A 1

2u(t)‖2 +
g0d

2ε

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds, (68)

− g0
〈
B

1
2u(t),

∫ +∞

0

g(s)B
1
2 η(t, s)ds

〉
≤ ε

2a
‖B 1

2u(t)‖2 +
ag20
2ε

(∫ +∞

0

√
g(s)

√
g(s)‖B 1

2 η(t, s)‖ds
)2

≤ ε
2
‖A 1

2u(t)‖2 +
ag30
2ε

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds (69)

and ∥∥∥∥∫ +∞

0

g(s)B
1
2 η(t, s)ds

∥∥∥∥2 ≤(∫ +∞

0

√
g(s)

√
g(s)‖B 1

2 η(t, s)‖ds
)2

≤g0
∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds. (70)

Inserting these four inequalities (67)-(70) into (66), we get (62) with c1 and c2
defined in (63) (note that c1 and c2 are positive and do not depend on f according
to (9) and (31)).

Lemma 3.5. Consider the functional

I2(t) = 〈ut(t), u(t)〉 , ∀t ∈ R+. (71)

Then

I ′2(t) ≤‖ut(t)‖2 − (1− ag0 − ε)‖A
1
2u(t)‖2 + c3

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds

−
〈∫ +∞

0

f(s)ut(t− s)ds, u(t)

〉
, ∀t ∈ R+, (72)

where ε is defined in (63) and

c3 =
ag0
4ε
. (73)

Proof. Multiplying (1) by u(t), we find

0 = 〈utt(t), u(t)〉+ 〈Au(t), u(t)〉 − g0 〈Bu(t), u(t)〉

+

〈∫ +∞

0

g(s)Bη(t, s)ds, u(t)

〉
+

〈∫ +∞

0

f(s)ut(t− s)ds, u(t)

〉
.

Consequently, using the definition of A
1
2 and B

1
2 , we obtain

0 =
∂

∂t
〈ut(t), u(t)〉 − ‖ut(t)‖2 + ‖A 1

2u(t)‖2 − g0‖B
1
2u(t)‖2

+

〈∫ +∞

0

g(s)B
1
2 η(t, s)ds,B

1
2u(t)

〉
+

〈∫ +∞

0

f(s)ut(t− s)ds, u(t)

〉
,
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which implies that

I ′2(t) =‖ut(t)‖2 − ‖A
1
2u(t)‖2 + g0‖B

1
2u(t)‖2

−
〈
B

1
2u(t),

∫ +∞

0

g(s)B
1
2 η(t, s)ds

〉
−
〈∫ +∞

0

f(s)ut(t− s)ds, u(t)

〉
. (74)

By using Cauchy-Schwarz and Young’s inequalities and the second inequality in (8),
we get (as in the proof of (69))

−
〈
B

1
2u(t),

∫ +∞

0

g(s)B
1
2 η(t, s)ds

〉
≤ ε‖A 1

2u(t)‖2+
ag0
4ε

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds.

Substituting this inequality in (74) and using (8) again, (72) holds with c3 defined
in (73), which is positive and does not depend on f according to (9), (31) and
(63).

Now, we introduce a new functional I3 which plays a crucial role in dealing with
the distributed time delay.

Lemma 3.6. Let

I3(t) = e−γ̂(t)
∫ +∞

0

eγ̃(s)|f(s)|
(∫ t

t−s
eγ̂(τ)‖ut(τ)‖2dτ

)
ds, ∀t ∈ R+, (75)

where γ̃ and γ are defined in assumption (A6), and γ̂ is defined in (40). The
functional I3 satisfies

I ′3(t) ≤ g(0)β0‖ut(t)‖2 − γ(t)I3(t)−
∫ +∞

0

|f(s)|‖ut(t− s)‖2ds, ∀t ∈ R+, (76)

where β0 is defined in (34).

Proof. First, thanks to the first inequality in (8), (13), (35) and the fact that ηs ∈
L2
g(R+, D(B

1
2 )) (in virtue of (21)), we have (note also that g in nonincreasing and

γ̂ is increasing)

I3(t) ≤
∫ +∞

0

β(s)g(s)

(∫ t

t−s
‖ut(τ)‖2dτ

)
ds

≤
∫ +∞

0

β(s)

(∫ t

t−s
g(t− τ)‖ut(τ)‖2dτ

)
ds

≤1

b

∫ +∞

0

β(s)

(∫ s

0

g(τ)‖B 1
2ut(t− τ)‖2dτ

)
ds

≤1

b

∫ +∞

0

β(s))

(∫ +∞

0

g(τ)‖B 1
2 ηs(t, τ)‖2dτ

)
ds

≤1

b
β0‖ηs(t, s)‖2

L2
g(R+,D(B

1
2 ))

<+∞,
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because of (34), and therefore the functional I3 is well-defined. Moreover, using
(35), a simple and direct differentiation gives

I ′3(t) =− γ(t)I3(t) +

(∫ +∞

0

eγ̃(s)|f(s)|ds
)
‖ut(t)‖2

−
∫ +∞

0

eγ̃(s)+γ̂(t−s)−γ̂(t)|f(s)|‖ut(t− s)‖2ds

≤− γ(t)I3(t) +

(∫ +∞

0

β(s)g(s)ds

)
‖ut(t)‖2

−
∫ +∞

0

eγ̃(s)+γ̂(t−s)−γ̂(t)|f(s)|‖ut(t− s)‖2ds

≤− γ(t)I3(t) + g(0)β0‖ut(t)‖2 −
∫ +∞

0

eγ̃(s)+γ̂(t−s)−γ̂(t)|f(s)|‖ut(t− s)‖2ds.

(77)

On the other hand, the function h(t) := γ̃(s) + γ̂(t− s)− γ̂(t), for s ≥ 0 fixed and
t ≥ 0, satisfies h′(t) = γ(t − s) − γ(t). Then h is nondecreasing for t ≥ s

2 , and
nonincreasing for t ≤ s

2 because γ is even and nonincreasing on R+. Therefore,
h(t) ≥ h( s2 ) = 0, and (76) follows at once.

We denote 
c4 =

1

2

(
c5 + g(0)β0
g0 − ε

+
c5(1− ag0 − ε)

ε

)
,

c5 =
εg(0)β0 + 1

(g0 − ε)(1− ag0 − ε)− ε
.

(78)

Note that c4 and c5 are positive and do not depend on f according to (9), (31) and
(63). We define

I4 = c4I1 + c5I2 + I3. (79)

Then, combining (62), (72) and (76), we entail

I ′4(t) ≤− ((g0 − ε)c4 − c5 − g(0)β0) ‖ut(t)‖2

− ((1− ag0 − ε)c5 − εc4) ‖A 1
2u(t)‖2

− γ(t)I3(t) + (c1c4 + c3c5)

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds

−
∫ +∞

0

|f(s)|‖ut(t− s)‖2ds− c2c4
∫ +∞

0

g′(s)‖B 1
2 η(t, s)‖2ds

+

〈∫ +∞

0

f(s)ut(t− s)ds, c4
∫ +∞

0

g(s)η(t, s)ds− c5u(t)

〉
. (80)

Let c6 = 2c2c4 +
2

δ
(c1c4 + c3c5 + c7) + c4 max

{
1, g0b

}
+ c5 max

{
1,

a

b(1− ag0)

}
,

c7 = min {(g0 − ε)c4 − c5 − g(0)β0, (1− ag0 − ε)c5 − εc4}
(81)

(note that c6 and c7 are positive and do not depend on f according to (9), (31),
(63) and (78)) and

F = c6E + I4. (82)
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In virtue of (32), (60) and (80), we infer that

F ′(t) ≤− c7
(
‖ut(t)‖2 + ‖A 1

2u(t)‖2 +

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds

)
− γ(t)I3(t)

−
∫ +∞

0

|f(s)|‖ut(t− s)‖2ds

+

〈∫ +∞

0

f(s)ut(t− s)ds, c4
∫ +∞

0

g(s)η(t, s)ds− c5u(t)− c6ut(t)
〉
. (83)

Applying Cauchy-Schwarz and Young’s inequalities for the last term of (83), and (8)

to estimate ‖η(t, s)‖2 and ‖u(t)‖2 by 1
b‖B

1
2 η(t, s)‖2 and

a

b
‖A 1

2u(t)‖2, respectively,

we get, for

ε′ =
2∫ +∞

0
|f(s)|ds

(84)

(if

∫ +∞

0

|f(s)|ds = 0, then f ≡ 0, and therefore, the last two terms of (83) vanishes),〈∫ +∞

0

f(s)ut(t− s)ds, c4
∫ +∞

0

g(s)η(t, s)ds− c5u(t)− c6ut(t)
〉

≤
(∫ +∞

0

|f(s)|‖ut(t− s)‖ds
)(

c4

∫ +∞

0

g(s)‖η(t, s)‖ds+ c5‖u(t)‖+ c6‖ut(t)‖
)

≤ε
′

2

(∫ +∞

0

|f(s)|ds
)∫ +∞

0

|f(s)|‖ut(t− s)‖2ds

+
3

2ε′

(
g0c

2
4

b

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds+

ac25
b
‖A 1

2u(t)‖2 + c26‖ut(t)‖2
)

≤
∫ +∞

0

|f(s)|‖ut(t− s)‖2ds

+ c8

(∫ +∞

0

|f(s)|ds
)(∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds+ ‖A 1

2u(t)‖2 + ‖ut(t)‖2
)
,

(85)

where

c8 =
3

4
max

{
g0c

2
4

b
,
ac25
b
, c26

}
(86)

(note that c8 is positive and does not depend on f). Then, under condition (37)
with

δ0 =
c7
c8

(87)

(noting that δ0 is positive and does not depend on f), we find, by combining (59),
(83) and (85),

F ′(t) ≤ −c9E(t)− γ(t)I3(t), ∀t ∈ R+, (88)

where c9 is the positive constant given by

c9 = 2

(
c7 − c8

∫ +∞

0

|f(s)|ds
)
. (89)

Now, by definition of E and using the second inequality in (8), we get

E(t) ≥ 1− ag0
2

(
‖ut(t)‖2 + ‖A 1

2u(t)‖2 +

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds

)
. (90)
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Therefore, by definition of I1 and I2, we have

|I1(t)| ≤
∣∣∣∣〈ut(t),∫ +∞

0

g(s)η(t, s)ds

〉∣∣∣∣
≤1

2

(
‖ut(t)‖2 +

g0
b

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds

)
≤max

{
1,
g0
b

}
E(t) (91)

and

|I2(t)| ≤ | 〈ut(t), u(t)〉 | ≤ 1

2

(
‖ut(t)‖2 +

a

b
‖A 1

2u(t)‖2
)
≤ max

{
1,

a

b(1− ag0)

}
E(t).

(92)
Hence, (79), (82), (91) and (92) imply that

F (t) ≤ c10(E(t) + I3(t)), ∀t ∈ R+, (93)

where

c10 = c6 + c4 max
{

1,
g0
b

}
+ c5 max

{
1,

a

b(1− ag0)

}
+ 1. (94)

Now, we distinguish two cases depending on limt→+∞ γ(t).
(a) Case limt→+∞ γ(t) := γ0 > 0. By combining (88) and (93) (note that γ is

nonincreasing on R+), we obtain

F ′(t) ≤ −δ1F (t), ∀t ∈ R+, (95)

where δ1 = min{c9,γ0}
c10

. Then, an integration of the differential inequality (95) over

[0, t] gives

F (t) ≤ F (0)e−δ1t, ∀t ∈ R+. (96)

On the other hand, (79), (82), (91) and (92) imply that

F (t) ≥ c11E(t), ∀t ∈ R+, (97)

where

c11 = c6 − c4 max
{

1,
g0
b

}
− c5 max

{
1,

a

b(1− ag0)

}
(98)

(note that c11 > 0 thanks to (81)). Consequently, the relations (59), (96) and (97)
lead to

‖U (t)‖2H = 2E(t) ≤ 2

c11
F (t) ≤ 2F (0)

c11
e−δ1t, ∀t ∈ R+,

which is the uniform decay estimate (38) with δ2 = 2F (0)
c11

.

(b) Case limt→+∞ γ(t) = 0. Let t0 ≥ 0 be such that γ(t) ≤ c9, for all t ≥ t0.
Then, taking into account (88) and (93), we infer that

F ′(t) ≤ −δ1γ(t)F (t), ∀t ≥ t0, (99)

where δ1 = 1
c10

. An integration of (99) over [t0, t] yields (γ̂ is defined in (40))

F (t) ≤ F (t0)eδ1γ̂(t0)e−δ1γ̂(t), ∀t ≥ t0. (100)

For t ∈ [0, t0], using the fact that F is nonincreasing (thanks to (99)) and γ̂ is
increasing, we get

F (t) = F (t)eδ1γ̂(t)e−δ1γ̂(t) ≤ F (0)eδ1γ̂(t0)e−δ1γ̂(t), ∀t ∈ [0, t0]. (101)

Inequalities (100) and (101) imply

F (t) ≤ F (0)eδ1γ̂(t0)e−δ1γ̂(t), ∀t ∈ R+. (102)
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Consequently, using (59), (97) and (102), we find

‖U (t)‖2H = 2E(t) ≤ 2

c11
F (t) ≤ 2F (0)eδ1γ̂(t0)

c11
e−δ1γ̂(t), ∀t ∈ R+,

which gives the weak decay estimate (39) with δ2 = 2F (0)eδ1γ̂(t0)

c11
.

2. Arbitrary decay of g: (33) holds and (32) does not hold. We prove
here the decay estimates (41), (42), (43) and (45) under condition (33), which
allows g to have an arbitrary decay at infinity that can vary from the exponential
one e−qt to 1

tp , for q > 0 and p > 1. The proof is based on new manipulations of
the derivatives of I1 and I2 defined in (61) and (71), respectively, and on the use
of new functionals J1 and J2 that are able to absorb some memory terms without
passing by E′. We start our proof by giving a simple identity whose proof is straight

forward. Let U0 ∈H , then, for any v ∈
{
A

1
2u,B

1
2u
}

,

2

〈
v(t),

∫ +∞

0

g(s)v(t− s)ds
〉

=g0‖v(t)‖2 +

∫ +∞

0

g(s)‖v(t− s)‖2ds

−
∫ +∞

0

g(s)‖v(t)− v(t− s)‖2ds, ∀t ∈ R+.

(103)

On the other hand, for n ∈ N∗, we consider, as in [39], the set

An = {s ∈ R+, g(s) ≤ −ng′(s)}, (104)

and we put gn =

∫
Acn

g(s)ds. Note that gn > 0, otherwise, Acn = ∅ and then

(32) is satisfied for δ = 1
n , which is the case of exponential decay of g treated

previously. On the other hand, thanks to the second inequality in (33), we have
limn→+∞Acn = ∩n∈N∗Acn = ∅, and then

lim
n→+∞

gn = 0. (105)

Next, we go back to (66) and (74). Clearly we have〈
A

1
2u(t),

∫ +∞

0

g(s)A
1
2 η(t, s)ds

〉
=

〈
A

1
2u(t),

∫
An

g(s)A
1
2 η(t, s)ds

〉
+

〈
A

1
2u(t),

∫
Acn

g(s)A
1
2 η(t, s)ds

〉
.

Then, similarly to (68) with ε = 2ε2 and ε =
√
dgn (ε2 > 0) for, respectively, the

two terms of the left hand side of the above equality,〈
A

1
2u(t),

∫ +∞

0

g(s)A
1
2 η(t, s)ds

〉
≤ε2‖A

1
2u(t)‖2 +

dg0
4ε2

∫
An

g(s)‖B 1
2 η(t, s)‖2ds

+

√
dgn
2

(
‖A 1

2u(t)‖2 +

∫
Acn

g(s)‖B 1
2 η(t, s)‖2ds

)
.
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Using the definition (104) of An, we obtain

〈
A

1
2u(t),

∫ +∞

0

g(s)A
1
2 η(t, s)ds

〉
≤ε2‖A

1
2u(t)‖2 − dng0

4ε2

∫ +∞

0

g′(s)‖B 1
2 η(t, s)‖2ds

+

√
dgn
2

(
‖A 1

2u(t)‖2 +

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds

)
. (106)

As for (70), we find

∥∥∥∥∫ +∞

0

g(s)B
1
2 η(t, s)ds

∥∥∥∥2
=

∥∥∥∥∥
∫
An

g(s)B
1
2 η(t, s)ds+

∫
Acn

g(s)B
1
2 η(t, s)ds

∥∥∥∥∥
2

≤2

∥∥∥∥∫
An

g(s)B
1
2 η(t, s)ds

∥∥∥∥2 + 2

∥∥∥∥∥
∫
Acn

g(s)B
1
2 η(t, s)ds

∥∥∥∥∥
2

≤2g0

∫
An

g(s)‖B 1
2 η(t, s)‖2ds+ 2gn

∫
Acn

g(s)‖B 1
2 η(t, s)‖2ds.

Therefore, using again the definition (104) of An, we deduce that

∥∥∥∥∫ +∞

0

g(s)B
1
2 η(t, s)ds

∥∥∥∥2
≤− 2ng0

∫ +∞

0

g′(s)‖B 1
2 η(t, s)‖2ds+ 2gn

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds. (107)

The last term we discuss, using (103) (with v = B
1
2u), is

− g0
〈
B

1
2u(t),

∫ +∞

0

g(s)B
1
2 η(t, s)ds

〉
=− g20‖B

1
2u(t)‖2 + g0

〈
B

1
2u(t),

∫ +∞

0

g(s)B
1
2u(t− s)ds

〉
=− g20

2
‖B 1

2u(t)‖2 +
g0
2

∫ +∞

0

g(s)‖B 1
2u(t− s)‖2ds

− g0
2

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds. (108)
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Next, we insert (67) (with ε1 > 0 instead of ε), (106), (107) and (108) into (66) to
obtain

I ′1(t)

≤− (g0 − ε1)‖ut(t)‖2 + (

√
dgn
2

+ ε2)‖A 1
2u(t)‖2 − g20

2
‖B 1

2u(t)‖2

+

(
−g0

2
+ 2gn +

√
dgn
2

)∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds

+
g0
2

∫ +∞

0

g(s)‖B 1
2u(t−s)‖2ds−

(
g(0)

4bε1
+
dng0
4ε2

+2ng0

)∫ +∞

0

g′(s)‖B 1
2 η(t, s)‖2ds

+

〈∫ +∞

0

f(s)ut(t− s)ds,
∫ +∞

0

g(s)η(t, s)ds

〉
, ∀t ∈ R+. (109)

On the other hand, by combining (74) and (108), we find

I ′2(t) =‖ut(t)‖2 − ‖A
1
2u(t)‖2 +

g0
2
‖B 1

2u(t)‖2 +
1

2

∫ +∞

0

g(s)‖B 1
2u(t− s)‖2ds

− 1

2

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds−

〈∫ +∞

0

f(s)ut(t− s)ds, u(t)

〉
. (110)

Now, we introduce two functionals J1 and J2 and prove two crucial identities on
their derivatives.

Lemma 3.7. Let

J1(t) =

∫ t

0

(∫ +∞

t

g(τ − s)dτ
)
‖B 1

2u(s)‖2ds, ∀t ∈ R+ (111)

and

J2(t) =

∫ t

0

(∫ +∞

t

g(τ − s)dτ
)
‖A 1

2u(s)‖2ds, ∀t ∈ R+. (112)

Then, for any λ1, λ2 ∈]0, 1[,

J ′1(t) ≤g0‖B
1
2u(t)‖2 − (1− λ1)ξ(t)J1(t)− λ1

∫ +∞

0

g(s)‖B 1
2u(t− s)‖2ds

+ λ1

∫ +∞

t

g(s)‖B 1
2u0(s− t)‖2ds ∀t ∈ R+ (113)

and

J ′2(t) ≤g0‖A
1
2u(t)‖2 − (1− λ2)ξ(t)J2(t)− λ2

a

∫ +∞

0

g(s)‖B 1
2u(t− s)‖2ds

+ dλ2

∫ +∞

t

g(s)‖B 1
2u0(s− t)‖2ds ∀t ∈ R+. (114)

Proof. First, thanks to (33) and the fact that η ∈ L2
g(R+, D(B

1
2 )), we have

J1(t) ≤ 1

ξ(t)

∫ t

0

g(t− s)‖B 1
2u(s)‖2ds ≤ 1

ξ(t)

∫ t

0

g(s)‖B 1
2u(t− s)‖2ds < +∞.

Consequently, the functional J1 is well-defined. With the help of (30), we conclude
that J2 also is well defined. Moreover, by (33), a simple and direct differentiation
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gives

J ′1(t) =

(∫ +∞

t

g(τ − t)dτ
)
‖B 1

2u(t)‖2 −
∫ t

0

g(t− s)‖B 1
2u(s)‖2ds

=g0‖B
1
2u(t)‖2 − (1− λ1)

∫ t

0

g(t− s)‖B 1
2u(s)‖2ds

− λ1
∫ t

−∞
g(t− s)‖B 1

2u(s)‖2ds+ λ1

∫ 0

−∞
g(t− s)‖B 1

2u(s)‖2ds

≤g0‖B
1
2u(t)‖2 − (1− λ1)ξ(t)J1(t)− λ1

∫ +∞

0

g(s)‖B 1
2u(t− s)‖2ds

+ λ1

∫ +∞

t

g(s)‖B 1
2u0(s− t)‖2ds,

which is exactly (113). A similar argument yields the relation (114).

Let N, N1, N2, M1, M2 > 0 and

F = NE +N1I1 +N2I2 +M1J1 +M2J2 + I3. (115)

Taking into account the relations (60), (109), (110), (113), (114) and (76), we get

F ′(t) ≤C1‖ut(t)‖2 + C2‖A
1
2u(t)‖2 + C3g0‖B

1
2u(t)‖2

+

∫ +∞

0

g(s)
(
C4‖B

1
2 η(t, s)‖2 + C5‖B

1
2u(t− s)‖2

)
ds

+ C6

∫ +∞

0

g′(s)‖B 1
2 η(t, s)‖2ds−

∫ +∞

0

|f(s)|‖ut(t− s)‖2ds

+

√
dgnN1

2
‖A 1

2u(t)‖2 +

(√
dgn
2

+ 2gn

)
N1

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds

− γ(t)I3(t)−M1(1− λ1)ξ(t)J1(t)−M2(1− λ2)ξ(t)J2(t)

+ (M1λ1 +M2λ2d)

∫ +∞

t

g(s)‖B 1
2u0(s− t)‖2ds

+

〈∫ +∞

0

f(s)ut(t− s)ds,N1

∫ +∞

0

g(s)η(t, s)ds−N2u(t)−Nut(t)
〉
,

(116)

where 

C1 = N1(ε1 − g0) +N2 + g(0)β0,
C2 = N1ε2 −N2 + g0M2,

C3 =
−1

2
N1g0 + 1

2N2 +M1,

C4 =
−1

2
N1g0 − 1

2N2,

C5 =
1

2
N1g0 + 1

2N2 − λ1M1 −
λ2M2

a
,

C6 =
1

2
N −

(
g(0)

4bε1
+
dng0
4ε2

+ 2ng0

)
N1.

(117)

Now, we choose the different constants carefully so as to obtain some desired signs
of the coefficients. First, we select

λ2 = λ1, M2 = aM1 and M1 =
g(0)β0
1− ag0
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(note that M1 exists according to (9)). Next, we pick N2 such that

ag0M1 < N2 < M1 −
g(0)β0

2

(the choice of M1 guarantees the existence of N2). Then, we choose N1 such that

max

{
1

g0
(N2 + g(0)β0),

1

g0
(2(1 + ag0)M1 −N2)

}
< N1 <

1

g0
(N2 + 2M1)

(note that N1 exists in vertue of (31) and our selection of M1 and N2). Next, we
select ε2, λ1 and ε1 such that

ε2 =
1

2N1
(g0N1 +N2 − 2(1 + ag0)M1)

(clearly ε2 > 0),
1

4M1
(N2 + g0N1) ≤ λ1 < 1

and

0 < ε1 < g0 −
N2 + g(0)β0

N1

(λ1 and ε1 exist by our choices of N1 and N2). These choices imply that C1 < 0,

C2 = −C3, C3 > 0 and C5 ≤ 0. Therefore, using the fact that ‖A 1
2u(t)‖2 −

g0‖B
1
2u(t)‖2 ≥ 0 (thanks to (9) and the second inequality in (8)), C4 < 0 and the

definition (59) of E, we see that

C1‖ut(t)‖2 + C2‖A
1
2u(t)‖2 + C3g0‖B

1
2u(t)‖2

+

∫ +∞

0

g(s)
(
C4‖B

1
2 η(t, s)‖2 + C5‖B

1
2u(t− s)‖2

)
ds

≤max {C1, C2, C4}
(
‖ut(t)‖2 + ‖A 1

2u(t)‖2 − g0‖B
1
2u(t)‖2

+

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds

)
≤2 max{C1, C2, C4}E(t), ∀t ∈ R+. (118)

Similarly, using (90), we see that
√
dgnN1

2
‖A 1

2u(t)‖2 +

(√
dgn
2

+ 2gn

)
N1

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds

≤
(√

dgn
2

+ 2gn

)
N1

(
‖A 1

2u(t)‖2 +

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds

)
≤
√
dgn + 4gn
1− ag0

N1E(t), ∀t ∈ R+. (119)

Then, in vertue of (105), we can choose n big enough such that

2 max{C1, C2, C4}+

√
dgn + 4gn
1− ag0

N1 < 0

(noting that max{C1, C2, C4} is negative and does not depend on n). Finally, we
choose N such that

N >

(
g(0)

2bε1
+
dng0
2ε2

+ 4ng0

)
N1
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and

N > N0 := N1 max
{

1,
g0
b

}
+N2 max

{
1,

a

b(1− ag0)

}
,

which implies that C6 ≥ 0. Moreover, E ∼ NE + N1I1 + N2I2 because (91) and
(92) imply

(N −N0)E ≤ NE +N1I1 +N2I2 ≤ (N +N0)E. (120)

On the other hand, for N1, N2 and N instead of c4, c5 and c6, respectively, and
using (90), we get (exactly as for (85))〈∫ +∞

0

f(s)ut(t− s)ds,N1

∫ +∞

0

g(s)η(t, s)ds−N2u(t)−Nut(t)
〉

(121)

≤ C8

(∫ +∞

0

|f(s)|ds
)
E(t) +

∫ +∞

0

|f(s)|‖ut(t− s)‖2ds,

where

C8 =
3

2(1− ag0)
max

{
g0N

2
1

b
,
aN2

2

b
,N2

}
. (122)

Then, under condition (37) with

δ0 =
−1

C8

(
2 max {C1, C2, C4}+

√
dgn + 4gn
1− ag0

N1

)
,

and for

C9 = −2 max {C1, C2, C4} −
√
dgn + 4gn
1− ag0

N1 − C8

∫ +∞

0

|f(s)|ds),

C10 = (1− λ1)M1 min{1, a},
C11 = M1λ1(1 + ad),

we deduce from (116), (118), (119) and (121) that (notice that λ2 = λ1 and M2 =
aM1)

F ′(t) ≤− C9E(t)− γ(t)I3(t)− C10ξ(t)(J1(t) + J2(t))

+ C11

∫ +∞

t

g(s)‖B 1
2u0(s− t)‖2ds, ∀t ∈ R+. (123)

We distinguish four cases corresponding to the limits of γ and ξ at infinity.
(a) Case (limt→+∞ γ(t))(limt→+∞ ξ(t)) > 0. There exist t0 ≥ 0 and ε0 > 0 such

that γ(t) ≥ ε0 and ξ(t) ≥ ε0, for all t ≥ t0. Therefore, using (115) and (120), we
find, for

δ1 = min

{
C9

N +N0
, ε0,

C10ε0
M1

,
C10ε0
M2

}
,

F ′(t) ≤ −δ1F (t) + C11

∫ +∞

t

g(s)‖B 1
2u0(s− t)‖2ds, ∀t ≥ t0. (124)

By integrating the differential inequality (124) over [t0, t], we get

F (t) ≤ e−δ1t
(
eδ1t0F (t0) + C11

∫ t

0

eδ1s
∫ +∞

s

g(τ)‖B 1
2u0(τ − s)‖2dτds

)
, ∀t ≥ t0.

(125)
On the other hand, from (115) and (120), we have

F ≥ (N −N0)E, (126)
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consequently, using (59) and (125), we find, for all t ≥ t0,

‖U (t)‖2H =2E(t)

≤ 2

N −N0
F (t)

≤C12e
−δ1t

(
1 +

∫ t

0

eδ1s
∫ +∞

s

g(τ)‖B 1
2u0(τ − s)‖2dτds

)
, (127)

where C12 = 2
N−N0

max
{
C11, e

δ1t0F (t0)
}

. For t ∈ [0, t0], we have

‖U (t)‖2H =2E(t)

≤ 2

N −N0
F (t)

≤ 2

N −N0
F (t)eδ1te−δ1t

≤ 2

N −N0
max
s∈[0,t0]

F (s)eδ1t0e−δ1t, ∀t ∈ [0, t0]. (128)

Inequalities (127) and (128) gives (41) with

δ2 =
2

N −N0
max

{
C11, e

δ1t0 max
s∈[0,t0]

F (s)

}
.

(b) Case limt→+∞ γ(t) = 0 and limt→+∞ ξ(t) > 0. There exist t0 ≥ 0 and
ε0 > 0 such that ξ(t) ≥ ε0 and γ(t) ≤ min{ε0, C9}, for all t ≥ t0. Therefore, using
(115), (120) and (123), we find, for

δ1 = min

{
1

N +N0
, 1,

C10

M1
,
C10

M2

}
, (129)

F ′(t) ≤ −δ1γ(t)F (t) + C11

∫ +∞

t

g(s)‖B 1
2u0(s− t)‖2ds, ∀t ≥ t0. (130)

An integrating of the differential inequality (130) over [t0, t], yields (γ̂ is defined in
(40))

F (t) ≤ e−δ1γ̂(t)
(
eδ1γ̂(t0)F (t0)+C11

∫ t

0

eδ1γ̂(s)
∫ +∞

s

g(τ)‖B 1
2u0(τ− ‖!s)‖2dτds

)
(131)

for all t ≥ t0. On the other hand, from (59), (126) and (131), we obtain, for all
t ≥ t0,

‖U (t)‖2H =2E(t)

≤ 2

N −N0
F (t)

≤C12e
−δ1γ̂(t)

(
1 +

∫ t

0

eδ1γ̂(s)
∫ +∞

s

g(τ)‖B 1
2u0(τ − s)‖2dτds

)
, (132)
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where C12 = 2
N−N0

max
{
C11, e

δ1γ̂(t0)F (t0)
}

. For t ∈ [0, t0], we have (note that γ̂ is

increasing)

‖U (t)‖2H =2E(t)

≤ 2

N −N0
F (t)

≤ 2

N −N0
F (t)eδ1γ̂(t)e−δ1γ̂(t)

≤ 2

N −N0
max
s∈[0,t0]

F (s)eδ1γ̂(t0)e−δ1γ̂(t), ∀t ∈ [0, t0]. (133)

Inequalities (132) and (133) lead to (42) with

δ2 =
2

N −N0
max

{
C11, e

δ1γ̂(t0) max
s∈[0,t0]

F (s)

}
.

(c) Case limt→+∞ γ(t) > 0 and limt→+∞ ξ(t) = 0. This case is similar to the
previous one. There exist t0 ≥ 0 and ε0 > 0 such that γ(t) ≥ ε0 and ξ(t) ≤
min{ε0, C9}, for all t ≥ t0. Therefore, (130) holds with ξ instead of γ, and δ1 is
defined in (129). So the proof can be ended as in the case (b).

(d) Case limt→+∞ γ(t) = limt→+∞ ξ(t) = 0. There exist t0 ≥ 0 such that
min{γ(t), ξ(t)} ≤ C9, for all t ≥ t0. Therefore, (130) holds with φ = min{γ, ξ}
instead of γ, and δ1 is defined in (129). The rest of the proof is analogue to the one
of case (b).

4. The discrete time delay case. In this section, we discuss the well-posedness
and stability of (1)-(2) with discrete time delay

utt(t) +Au(t)−
∫ +∞

0

g(s)Bu(t− s)ds+ µut(t− τ) = 0, ∀t > 0 (134)

and initial conditions  u(−t) = u0(t), ∀t ∈ R+,
ut(t− τ) = f0(t− τ), ∀t ∈]0, τ [,
ut(0) = u1,

(135)

where τ ∈]0,+∞[, µ ∈ R∗ and (u0, u1, f0) are given initial data.
The problem of well-posedness and stability of (134)-(135) in the case A = B

was treated by the first author in [18]. He proved that (134)-(135) is well posed
in a suitable space and is exponentially stable provided that (32) holds and |µ| is
small enough. Applying the approach introduced in Section 3, we prove here that
(134)-(135) is still stable for the much larger class of kernels g satisfying (33), and
we establish decay estimates similar to the ones obtained for (1)-(2).

Well-posedness. We give here a brief idea of the proof of the well-posedness of
(134)-(135) under assumptions (A1) and (A2).

Following the idea in [33] (see also [34]-[38]) to deal with the delay term by
considering a new auxiliary variable z, we can formulate the system (134)-(135) in
the abstract form (12), where U = (u, ut, η, z)

T , U0 = (u0(0), u1, η0, z0)T ∈H ,

H = D(A
1
2 )×H × L2

g(R+, D(B
1
2 ))× L2(]0, 1[, H),

L2(]0, 1[, H) =

{
w : ]0, 1[→ H,

∫ 1

0

‖w(p)‖2dp < +∞
}
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endowed with the inner product

〈w1, w2〉L2(]0,1[,H) =

∫ 1

0

〈w1(p), w2(p)〉 dp,

and {
z(t, p) = ut(t− τp), ∀t ∈ R+,∀p ∈]0, 1[,
z0(p) = z(0, p) = f0(−τp), ∀p ∈]0, 1[.

(136)

The operators A and B are linear and are given by

A


w1

w2

w3

w4

 =



w2

−(A− g0B)w1 −
∫ +∞

0

g(s)Bw3(s)ds− |µ|w2 − µw4(1)

−∂w3

∂s
+ w2

−1

τ

∂w4

∂p


(137)

and

B(w1, w2, w3, w4)T = |µ|
(

0, w2, 0, 0
)T
. (138)

The domains D(A ) and D(B) of A and B, respectively, are given by

D(A ) =

 (w1, w2, w3, w4)
T ∈H , ∂w4

∂p
∈ L2(]0, 1[, H), ∂w3

∂s
∈ L2

g(R+, D(B
1
2 )),

w2 ∈ D(A
1
2 ), (A−g0B)w1+

∫ +∞

0

g(s)Bw3(s)ds ∈ H, w3(0) = 0, w4(0) = w2


(139)

and D(B) = H . Keeping in mind the definition (136) of z, we have{
τzt(t, p) + zp(t, p) = 0, ∀t ∈ R+, ∀p ∈]0, 1[,
z(t, 0) = ut(t), ∀t ∈ R+.

(140)

Therefore, we conclude from (19) and (140) that the systems (134)-(135) and (12)
are equivalent.

Clearly, thanks to (9), H endowed with the inner product〈
(w1, w2, w3, w4)T , (w̃1, w̃2, w̃3, w̃4)T

〉
H

=
〈
A

1
2w1, A

1
2 w̃1

〉
− g0

〈
B

1
2w1, B

1
2 w̃1

〉
+ 〈w2, w̃2〉

+ 〈w3, w̃3〉
L2
g(R+,D(B

1
2 ))

+ τ |µ| 〈w4, w̃4〉L2(]0,1[,H)

is a Hilbert space and D(A ) ⊂ H with dense embedding. Similarly to the proof
given by the first author in [18] for the case A = B, we can prove that the linear
operator −A is a maximal monotone operator, and B is Lipschitz continuous.
Then A + B is an infinitesimal generator of a linear C0-semigroup on H (see
[41]: Chapter 3 - Theorem 1.1). Consequently, (12) associated with (134)-(135) is
well-posed in the sense of Theorem 2.1 (see [25] and [41]).

Stability. We prove here that the system (12) associated with (134)-(135) is still
stable under (A1), (A2), (A4), (31) and (33) provided that |µ| is small enough,
and provide two decay estimates depending on the limit of ξ at infinity. These
results extend the one in [18] (obtained under condition (32)) to kernels g which do
not necessarily converge exponentially to zero at infinity.
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Theorem 4.1. Assume that (A1), (A2), (A4), (31) and (33) hold. Then there
exists a positive constant δ0 independent of µ such that, if

|µ| < δ0, (141)

then, for any U0 ∈ H , there exist positive constants δ1 and δ2 (depending on
‖U0‖H , a, b, d, g0, g(0), ξ, µ and δ0) such that the weak solution of (12) asso-
ciated with (134)-(135) satisfies (41) if limt→+∞ ξ(t) > 0, and it satisfies (43) if
limt→+∞ ξ(t) = 0.

Proof. Let U0 ∈ D(A ), so that all the calculations below are justified. By a simple
density argument, the decay estimates of Theorem 4.1 remain valid for any weak
solution (U0 ∈ H ). First, as in [18], we provide a bound on the derivative of the
energy functional E associated with the solution of (12)

E(t) =
1

2
‖U (t)‖2H

=
1

2

(
‖ut(t)‖2 + ‖A 1

2u(t)‖2 − g0‖B
1
2u(t)‖2

)
+
τ |µ|

2

∫ 1

0

‖z(t, p)‖2dp

+
1

2

∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds, ∀t ∈ R+. (142)

We find

E′(t) ≤ 1

2

∫ +∞

0

g′(s)‖B 1
2 η(t, s)‖2ds+ |µ|‖ut(t)‖2, ∀t ∈ R+. (143)

Note that, as in the distributed delay case, the sign of E′ cannot be determined
directly from (143).

The only modification of the proof given in Section 3 for (41) and (43) is the
use of the following functional J3, introduced in [33], instead of I3 to get a crucial
estimate on the discrete delay term.

Lemma 4.2. The functional

J3(t) = τe2τ
∫ 1

0

e−2τp‖z(t, p)‖2dp, ∀t ∈ R+,

satisfies

J ′3(t) = −2J3(t) + e2τ‖ut(t)‖2 − ‖z(t, 1)‖2, ∀t ∈ R+. (144)

Proof. Using (140), the derivative of J3 has the form

J ′3(t) =2τe2τ
∫ 1

0

e−2τp 〈zt(t, p), z(t, p)〉 dp

=− 2e2τ
∫ 1

0

e−2τp 〈zp(t, p), z(t, p)〉 dp

=− e2τ
∫ 1

0

e−2τp
∂

∂p
(‖z(t, p)‖2)dp.

Integrating by parts and using the fact that z(t, 0) = ut(t), we end up with

J ′3(t) = −2J3(t) + e2τ‖ut(t)‖2 − ‖z(t, 1)‖2,

which is exactly (144).
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Now, defining F by (115) with J3 instead of I3, we get (116) with J3, 2, e2τ ,

‖z(t, 1)‖2 and µz(t, 1) instead of I3, γ(t), g(0)β0,
∫ +∞
0
|f(s)|‖ut(t − s)‖2ds and∫ +∞

0
f(s)ut(t − s)ds, respectively. As in the case of distributed time delay, using

ε′ = 2
µ2 instead of (84), we arrive at, for C8 defined by (122),〈

µz(t, 1), N1

∫ +∞

0

g(s)η(t, s)ds−N2u(t)−Nut(t)
〉

≤‖z(t, 1)‖2 + C8µ
2

(∫ +∞

0

g(s)‖B 1
2 η(t, s)‖2ds+ ‖A 1

2u(t)‖2 + ‖ut(t)‖2
)
.

Then, under condition (141) with

δ0 =
1√
C8

√
−2 max{C1, C2, C4} −

√
dgn + 4gn
1− ag0

N1,

we get, for C9 = min
{
−2 max {C1, C2, C4} −

√
dgn+4gn
1−ag0 N1 − C8µ

2, 4
|µ|

}
,

F ′(t) ≤ −C9E(t)−C10ξ(t)(J1(t)+J2(t))+C11

∫ +∞

t

g(s)‖B 1
2u0(s−t)‖2ds, ∀t ∈ R+,

which is identical to (123) with γ = 0. The rest of the proof carries out as in the
case of distributed delay by distinguishing two cases corresponding to the limit of
ξ at infinity.

Remark 4.3. Theorem 4.1 gives a positive answer to a question posed in [18],
where only the exponential stability of (134)-(135) with A = B was proved in [18]
provided that |µ| is small enough and g converges exponentially to zero at infinity.

5. General comments and issues. 1. In the case of the problem with distributed
time delay (1)-(2), the decay estimates are proved only for classical solutions (21)
(that is, for U0 ∈ D(A )), since the functional I3 defined in (75) is not well-defined
for weak solutions (20) (that is, when U0 ∈H ). Probably, this technical difficulty
can be overcome by using some density arguments. It would be interesting to study
this question and get the decay estimates for weak solutions.

2. By taking u0(t) = 0, for all t ∈ R+, our stability results for both the distributed
and discrete time delay (1) and (134) hold for a finite memory.

3. The regularity of g ∈ C1(R+,R+) considered in (A2) can be weakened by
assuming that g is differentiable almost everywhere on R+. On the other hand, in
[10], it was proved that the weaker condition

∃α1 ≥ 1, ∃α2 > 0 : g(t+ s) ≤ α1e
−α2tg(s), ∀t ∈ R+, for a.e. s ∈ R+ (145)

is necessary for (3) to be exponentially stable. Condition (145) implies that g
converges exponentially to zero at infinity but it does not involve the derivative of
g, which allows g to have horizontal inflection points or even flat zones; that is, the
set

{s ∈ R+ : g(s) > 0 and g′(s) = 0} (146)

is not empty. In the particular case of the wave equation, it was proved in [40] and
[50] that the exponential stability (38) holds if and only if g satisfies (145) and the
set

{s ∈ R+ : g′(s) < 0}
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has a positive Lebesgue measure. Using the first inequality of assumption (33), [47]
and [50] proved that the stability of (3) holds with convolution kernels g having
flat zones up to a certain extent; that is, the set in (146) is not negligeable but
small enough in some sense. We believe that the exponential decay (38) of (1)-(2)
can be extended to more general kernels which satisfy (145) and do not satisfy (33)
necessarily. Similarily, we think that the other decay estimates can be extended to
kernels satisfying the first inequality of assumption (33) and having flat zones up
to a certain extent.

We have been constrained to the kernels in (32) and (33) only because of some
technical difficulties. Of course, it would be nice to overcome these difficulties and
get some more general stability results.

4. Our models (1)-(2) and (134)-(135) include various practical applications like
the wave equation, the Petrovsky system (as well as coupled wave-wave, wave-
Petrovsky and Petrovsky-Petrovsky systems) and some elastic systems.

5. The estimates (41), (42), (43) and (45) provide bounds for ‖U (t)‖2H . These
bounds do not always converge to zero at infinity because their limits depend on
the connection between the growths of g and u0 at infinity. If the first initial data
u0 satisfies ∫ +∞

0

‖B 1
2u0(s)‖2ds < +∞, (147)

then the following decay estimates (instead of (41), (42), (43) and (45)) hold:

‖U (t)‖2H ≤ δ2e−δ1t, ∀t ∈ R+ (148)

if (limt→+∞ γ(t))(limt→+∞ ξ(t)) > 0,

‖U (t)‖2H ≤ δ2e−δ1γ̂(t), ∀t ∈ R+ (149)

if limt→+∞ γ(t) = 0 and limt→+∞ ξ(t) > 0,

‖U (t)‖2H ≤ δ2e−δ1ξ̂(t), ∀t ∈ R+ (150)

if limt→+∞ γ(t) > 0 and limt→+∞ ξ(t) = 0, and

‖U (t)‖2H ≤ δ2e−δ1φ̂(t), ∀t ∈ R+ (151)

if limt→+∞ γ(t) = limt→+∞ ξ(t) = 0.
The idea of proof of (148)-(151) relies on the following functionals R1 and R2

instead of J1 and J2, respectively, defined by

R1(t) =

∫ +∞

0

g(s)

∫ t

t−s
‖B 1

2u(τ)‖2dτds, ∀t ∈ R+ (152)

and

R2(t) =

∫ +∞

0

g(s)

∫ t

t−s
‖A 1

2u(τ)‖2dτds, ∀t ∈ R+. (153)

Indeed, first, we note that, thanks to (30) and (147),

R1(t) ≤
∫ +∞

0

g(s)

∫ t

−∞
‖B 1

2u(τ)‖2dτds

≤g0
(∫ +∞

0

‖B 1
2u0(s)‖2ds+

∫ t

0

‖B 1
2u(s)‖2ds

)
< +∞
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and

R2(t) ≤
∫ +∞

0

g(s)

∫ t

−∞
‖A 1

2u(τ)‖2dτds

≤dg0
(∫ +∞

0

‖B 1
2u0(s)‖2ds+

∫ t

0

‖B 1
2u(s)‖2ds

)
< +∞,

so that R1 and R2 are well defined. On the other hand, by a direct differentiation,
we obtain, for λ1 ∈]0, 1[,

R′1(t) =

∫ +∞

0

g(s)
(
‖B 1

2u(t)‖2 − ‖B 1
2u(t− s)‖2

)
ds

=g0‖B
1
2u(t)‖2 − λ1

∫ +∞

0

g(s)‖B 1
2u(t− s)‖2ds

− (1− λ1)

∫ +∞

0

g(s)‖B 1
2u(t− s)‖2ds. (154)

Using (33) and integrating by parts, we get

−
∫ +∞

0

g(s)‖B 1
2u(t− s)‖2ds

=−
∫ t

−∞
g(t− s)‖B 1

2u(s)‖2ds

≤− ξ(t)
∫ t

−∞

(∫ +∞

t

g(τ − s)dτ
)
‖B 1

2u(s)‖2ds

≤ξ(t)
[(∫ +∞

t

g(τ − s)dτ
)(∫ t

s

‖B 1
2u(τ)‖2dτ

)]s=t
s=−∞

− ξ(t)
∫ t

−∞

(
∂

∂s

∫ +∞

t

g(τ − s)dτ
)(∫ t

s

‖B 1
2u(τ)‖2dτ

)
ds

≤− ξ(t) lim
s→−∞

(∫ +∞

t−s
g(τ)dτ

)(∫ t

s

‖B 1
2u(τ)‖2dτ

)
− ξ(t)

∫ t

−∞

(
∂

∂s

∫ +∞

t−s
g(τ)dτ

)(∫ t

s

‖B 1
2u(τ)‖2dτ

)
ds. (155)

From (147), we deduce that

lim
s→−∞

(∫ +∞

t−s
g(τ)dτ

)(∫ t

s

‖B 1
2u(τ)‖2dτ

)
= 0. (156)

The last integral in the right hand side of (155) satisfies∫ t

−∞

(
∂

∂s

∫ +∞

t−s
g(τ)dτ

)(∫ t

s

‖B 1
2u(τ)‖2dτ

)
ds

=

∫ t

−∞
g(t− s)

∫ t

s

‖B 1
2u(τ)‖2dτds

=

∫ +∞

0

g(s)

∫ t

t−s
‖B 1

2u(τ)‖2dτds

=R1(t). (157)
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By combining (155)-(157), we find, for λ1 ∈]0, 1[,

− (1− λ1)

∫ +∞

0

g(s)‖B 1
2u(t− s)‖2ds ≤ −(1− λ1)ξ(t)R1(t). (158)

Taking into account (158) into (154), we arrive at

R′1(t) ≤ g0‖B
1
2u(t)‖2−(1−λ1)ξ(t)R1(t)−λ1

∫ +∞

0

g(s)‖B 1
2u(t−s)‖2ds, ∀t ∈ R+.

(159)
Similarly, using the second inequality in (8), we find, for λ2 ∈]0, 1[,

R′2(t) ≤ g0‖A
1
2u(t)‖2−(1−λ1)ξ(t)R2(t)− λ2

a

∫ +∞

0

g(s)‖B 1
2u(t−s)‖2ds, ∀t ∈ R+.

(160)
The estimates (159) and (160) are, respectively, identical to (113) and (114) with R1

and R2 instead of J1 and J2, respectively, but without the term
∫ +∞
t

g(s)‖B 1
2u0(s−

t)‖2ds. This leads to the estimates (148)-(151).
6. If the second initial data u1 satisfies∫ +∞

0

‖u1(s)‖2ds < +∞, (161)

the condition (35) is not needed. In this case, the estimates (41), (42), (43) and
(45) are satisfied for γ̂ defined by (40) and γ : R+ → R∗+ is of class C(R+,R∗+) such
that lims→+∞ γ(s) exists and

|f(t− s)| ≥ γ(t)

∫ +∞

t

|f(τ − s)|dτ, ∀t ∈ R+, ∀s ∈ [0, t]. (162)

Replacing (35) by (162) allows f to have more general decay rate at infinity. The
idea of proof relies on the functional R3 instead of I3, where

R3(t) = 2

∫ +∞

0

|f(s)|
∫ t

t−s
‖ut(τ)‖2dτds, ∀t ∈ R+. (163)

Indeed, using (9), the first inequality in (11) and (161), we see that

R3(t) ≤ 2αg0

(∫ +∞

0

‖u1(s)‖2ds+

∫ t

0

‖ut(s)‖2ds
)
< +∞,

and therefore, R3 is well defined. As for the proof of (159) (with λ1 = 1
2 ), we find

R′3(t) ≤ 2αg0‖ut(t)‖2 − γ(t)R3(t)−
∫ +∞

0

|f(s)|‖ut(t− s)‖2ds, ∀t ∈ R+. (164)

The relation (164) looks like (76) with 2αg0 and R3 instead of g(0)β0 and I3,
respectively.

7. If both (147) and (161) are satisfied, then (148)-(151) hold under (162) instead
of (35).

8. As in the distributed delay case, if the first initial data u0 satisfies (147), then
the following decay estimates hold for the discrete time delay case (134)-(135):

‖U (t)‖2H ≤ δ2e−δ1t, ∀t ∈ R+ (165)

if limt→+∞ ξ(t) > 0, and

‖U (t)‖2H ≤ δ2e−δ1ξ̂(t), ∀t ∈ R+ (166)
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if limt→+∞ ξ(t) = 0. The idea of proof of (165)-(166) is to replace, respectively, J1
and J2 (defined in (111)-(112)) by R1 and R2 (defined in (152)-(153)).

9. In [17], arbitrary decay estimates for (1) without delay (i.e. f ≡ 0) under the
boundedness condition on u0

‖B 1
2u0(s)‖2 ≤M0, ∀s ∈ R+, (167)

for some positive constant M0, were proved. Our present decay estimates (41), (42),
(43) and (45) show that (167) is not needed to have limt→+∞ ‖U (t)‖2H = 0; see
(54)-(55) and (57)-(58).
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