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Abstract: Determining the receptive field of a visual sensory neuron is crucial to characterize
the region of the visual field and the stimuli this neuron is sensitive to. We propose a new method
to estimate receptive fields by a nonconvex variational approach, thus relaxing the simplifying
and unrealistic assumption of convexity made by standard approaches. The method consists in
studying a relaxed discrete energy minimized by a proximal alternating minimization algorithm.
We compare our approach with the classical spike-triggered-average technique on simulated data,
considering a typical retinal ganglion cell as ground truth. Results show a high improvement in
term of accuracy and convergence with respect to the duration of the experiment.
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Une nouvelle approche variationelle non-convexe pour
Pestimation des champs recepteurs des neurones sensoriels

Résumé : Déterminer le champ récepteur d’un neurone sensoriel visuel est crucial pour car-
actériser la zone du champ visuel et les stimuli auxquels ce neurone est sensible. Nous proposons
une nouvelle méthode pour estimer les champs récepteurs basée sur une approche variationnelle
non convexe, relaxant ainsi ’hypothése simplificatrice et irréaliste de convexité faite dans les ap-
proches standard. La méthode consiste a étudier une énergie discréte relaxée, minimisée par un
algorithme proximal de minimisation alternée. Nous comparons notre approche avec la technique
classique de spike triggered averaged sur des données simulées, en considérant une cellule gan-
glionnaire type de la rétine comme vérité terrain. Les résultats montrent une forte amélioration
en terme de précision et de convergence par rapport a la durée de 'expérience.

Mots-clés : estimation de champs récepteur, approche variationelle, optimisation discrete,
algorithme de Nesterov, operateur proximal
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1 Introduction

This paper deals with the estimation of receptive fields of individual visual neurons. Knowing
the receptive field of a particular neuron is a crucial information to understand which region of
the visual field and which stimulus the neuron is sensitive to. Thus, biologists always devote
efforts in their experimental protocol to characterize the neurons they are recording.

The goal is to characterize the relation between the stimulus and the neuron response which
is a set of action potentials (also called spikes). To do so, it is classical to assume that response
follows a linear-nonlinear Poissonian (LNP) model [6, 9, 12] (Fig. 1): given a visual stimulus
s(z,t) : @ € R? x [0,7] — R, where € is the spatial domain and T is the duration of the
experiment, the neuron generates a sequence of n(T") spikes times {ti}lgign(T) such that

{ti}1<i<n(r) is generated by a Poisson process of rate 7(t) = S ((s x u)(t)), (1)

where S(.) is a nonlinear function and u : Q4 = 2 X [=d, 0] — R is the so-called receptive field
which corresponds to the linear part of the processing, where d > 0 is the length of its temporal
support.

s(z,t),t €0, 7] —> u = — {titi<i<n(T)
e o ]

At Receptive field Nonlinearity Poisson spiking

Figure 1: Illustration of the LNP model (1). Two kinds of S(.) are illustrated: ramp- or sigmoid-
like nonlinearities. Here the stimulus is a white noise sequence which is the classical stimulus
used for the spike-triggered averaged approach (STA, see [6]).

The operator X is defined by (s X u)(t) = f?oo(s(.,tJrT), u(., 7))adr, where < .,. >q denotes
the inner product on Q. Given hypothesis (1) the problem of estimating the receptive field u(z, )
is an inverse problem: given a stimulus s(x,t) of duration 7" and the n(T) spikes {tihgign(T)
from the sensory neuron responding to s(x,t), recover the unknown receptive field u(x,t).

This inverse problem can be formulated using a Bayesian approach. Using the Bayes rule, a
classical method is to search for the receptive field u(z,t) as minimum of the anti-log of the a
posteriori probability (see, e.g., [12, 14, 13]):

igf{ —log (p(ul{ti}r<i<n(m)) } = iﬁf{ —log(p({ti}1<i<n(r)lu)) — log(p(u))}, (2)

where p(u) denotes the probability density of the random variable w. Then, assuming that p(u)
is a distribution of the form p(u) o< e=/(*), one can show that (2) can be rewritten as [7]:

i]gf E(u) = (s x u) + J(u), (3)

where (s x u) = —log(p({ti }1<i<n(r)|u)) is the data fidelity term defined by

n(T)

¥(2) =/0 S(z(r))dr =Y 1og(S(=(t:))), (4)
=1

where z(t) = (s x u)(t), and J(u) is the prior term to infer qualitative properties to the solution,
according to what is known about the general shape of a receptive field. To study this problem,
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A new nonconvex variational approach 5

it is classical to assume that the nonlinearity S(.) is a ramp function or an exponential. The
computation of (3) is then simple since it is a convex problem to solve [12, 14, 9].

On the opposite, in this paper, we consider the case when the nonlinearity S(.) is a sigmoid,
which is more realistic from a physiological point of view; in particular it models the fact that
the neuron has a bounded firing rate. However, since S(.) is nonconvex, the data fidelity term
(s x u) also becomes nonconvex. This is known to be harder to minimize numerically.

Concerning J(.), we choose it to impose two properties on the solution. The first is that
u should be localized in space and time since neurons are sensitive to a particular region of
the visual field. This can be imposed by a sparsity constraint term. Here we choose to use a
convex relaxation of the sparsity and we penalise the L'-norm of u. The second is that u should
be smooth. We propose that u should belong to the space BVs that contains piecewise linear
functions. This kind of regularity constraint has also been previously used in the context of image
restoration [4]. This allows to recover functions with fast smooth variations more precisely than
using a simple ||Vu||?,-regularity constraint. So the prior term will be

J(u) = Mlull 21, + plulBvs(@a); (5)
where A, u > 0 are weights associated respectively to the sparsity and to the regularity of w.

So this paper is about the study of the problem (3) with (4)—(5) In Sect. 2, we study the
discrete version of the problem (3). We introduce a relaxed problem so that the solution can
be computed more easily. We justify it theoretically and introduce an alternated minimizing
algorithm converging toward a critical point of the relaxed energy. In Sect. 3, we test the approach
on simulated data to provide a quantitative evaluation with comparisons to the classical spike
triggered averaged technique (STA, see [6]). In Sect. 4, we describe future work.

2 Study of the discrete problem: Well-posedness and algo-
rithm

2.1 Problem definition

In this section, we study a discrete version of (3). The stimulus is a sequence of N; images each
presented during a period of At so that the duration of the experiment is 7' = N;At. Each image
is of size N, x N, pixels. Receptive field is of size N, x N, x D where D is a fixed depth. We
introduce the real vector spaces X , Y and Z so that:

ueX:RNmXNyXD’ Sey:RNmXNyXNt7 ZEZ:RNt, (6)

endowed with the scalar product (.,.) and the associated norm ||.||2 = 1/(.,.). We denote by ||.||1
the [;—norm. We do the following hypothesis on the sigmoid function S(.).

Hypothesis 1. (i) S is semialgebraic [1], bounded (values in [ms, Ms]), and non-decreasing;
(ii) S € C°(R) and there exists p > 0 such that S(z) + pz? is conve;
(i) z— —log(S(z)) is convexr on the set {S > 0}.

Given these notations, if we denote £ = (§;)1<i<n, the number of spikes per time step and if
we assume that At = 1 without loss of generality, then the data fidelity term (4) can be written
as

Ny
Ye(2) = Ziﬂ&: (2:),  with g, (2:) = S(2;) — &ilog(S(2:)), (7)
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6 Drogoul, Aubert, Cessac and Kornprobst

where ¢, (z) has a limited domain of definition denoted by Zg equal to R if §; = 0, and {S > 0}
if & > 0. One can easily verify that the data fidelity term is nonconvex when ¢; < c.
The prior term is approximated by

Je(u) = Mully + ple(u) with  L(u) = Y (/e +[(Hu)ijnl?, (8)
(i,9.k)
where H : X — X? is a matrix equal to the discrete Hessian and ¢ > 0 is small enough to make
the regularization term differentiable.

Remark 2.1. The introduction of € could be avoided by introducing a dual variable following
for example [3]. However, we did not use this approach because of the computational time since
this would imply to solve a primal dual problem and compute a projection on the set {H*p, p €
X9, |pijk| <1} by a fized point algorithm based on [5].

Denoting by x4 the discretization of x we get the discrete problems associated to (3):
ulIgl/f;(E(’u,) = Ye(s Xqu) + izg(s Xgu) + Mullr + ple(u), 9)

where i ;+ denotes the characteristic function associated to Z = HZV

2T
¢ =1"¢;

In (9), the data fidelity term depends only on s X yu and when minimizing w.r.t. u it is difficult
to guarantee that s X4 u remains in the domain of definition of 1¢. To solve this problem, we
propose to introduce an auxiliary variable z and the following relaxed formulation:

() = Uel2) + iz () Sl Xau— 2B+ Ml +pL(), (10)
where the term in « penalizes the difference between z and s X4 u. Another interest of this
relaxed problem is that now the problem in z containing the nonconvexity is separable (it leads
to N; one-dimensional independent problems) and we will show that the energy is separately
convex w.r.t. to z and u under some assumptions.

2.2 Well-posedness

Assuming that S verifies Hypothesis 1, we start with the following two propositions which result
from standard arguments:

Proposition 2.1 (Existence). Let o > 0 and A > 0 (resp. XA > 0), the energy E,(z,u) (10)
(resp. E(u) (9)) is coercive and admits at least a minimizer.

Proposition 2.2. If a > p then problem E,(z,u) (10) is convex w.r.t to z and u separately (but
not convexr w.r.t. (z,u)).

The following proposition establishes the link between solutions of the relaxed problem and
solutions of the initial one.

Proposition 2.3. Let o be a positive integer, then the sequence {(za,Ua)}ta>1 Solution of the
minimization problem (10) associated to Eq(z,u) is bounded and

(i) All its cluster points are couples (s X @, @) such that @ is a solution of (9).

(ii) The infimum converges: inf(, .y Ea(2,u) = Eal2a) Ua) ajoo inf,, E(u).

(iii) If E(u) admits a unique minimizer @, then (zo,Uq) — (S X T, T).
a—r—+00

Proof. The proof of this proposition uses the epi-convergence of £, (2, u) toward &(u) if.—sx ,u}
(see [15]).

Inria
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2.3 Algorithm

To compute a solution of (10), we propose the proximal alternated minimization introduced in [1]
in a general context. Given an initial condition (Z(O),U(O)) € Z x X, the algorithm consists of
the following two steps:

20D cargmin £, (z,u™) + —— ||z — 2®)||2, (11a)

Jlu = w3, (11b)

(k+1) : (k+1)

u € argmin Ealz yu) + NG
where 3) ~(*) are sequences of parameters belonging to [r,rf]withO <r~ <r* forallk >0
(note that this is the only condition on these parameters to obtain convergence). Note that
quadratic terms in (11) are necessary to show the convergence and that the definition of (11)
leads to a decrease of the energy verifying:

1

(k+1) ,, (k+1) -
Ealz ) U )+ 23 |2

(k+1) _ ()12 4 kD) _ )2 < £, (2 u®),

1
wl
From a numerical point of view, this algorithm becomes easy to tackle:

e If we choose S(.) as a piecewise cubic function verifying Hypothesis 1, when & = 0, then
problem (1la) can be solved analytically thanks to its separability: it is equivalent to
compute the proximal operator [10] of S(.) up to a multiplicative constant depending on «
and %), When o + ﬁ > p the problem is strictly convex so that the proximal operator
is uni-valued. Otherwise, in the general case, we use a Newton algorithm.

e Problem (11b) is convex and we solve it by a standard forward-backward proximal algorithm
of type Nesterov [2].

Theorem 2.1. (Convergence) Algorithm (11a)—(11b) generates a sequence (z*), u®))pen which
converges to a critical point (Z,7) of Ea(z,u) (i.e., 0 € 0E4(Z,7)) and the sequence (2, u®)) is
11 (N).

Proof. Energy &,(z,u) verifies the Kurdyka-Lojasiewicz property (see [§8] and Definition 7 in [1])
and is coercive from Proposition 2.1. By applying Theorem 9 of [1] we get the result. O

3 Numerical results

In this section we show quantitative results obtained using simulated data. We assume that we
look for the receptive field of a neuron which can be approximated by a LNP model and that
the nonlinearity is a known sigmoid (a piecewise cubic approximation verifying Hypothesis 1).
Here we choose as the ground truth a receptive field shape that corresponds to a class of retinal
ganglion cells: the function u is separable in space and time, it is a difference of Gaussian in
space and a difference of exponential in time. It is discretized as a spatio-temporal volume of
size 20 x 20 x 30 pixels. This is illustrated in Fig. 2 (first row, sample temporal slices).

For the stimulus, we choose a sequence of Ny = 1000 uniform random binary images, each
presented during a time step At = 1. Images are of size 20 x 20 pixels, with block size 4 x 4
pixels (as illustrated in Fig. 1). Spikes are generated by (1), giving around n(7T") = 500 spikes.

In Fig. 2 we show a comparison between STA [6] and ours. We chose our parameters empir-
ically: B%) = ~(*) = 10 Vk, A = 10, e = 10~%, p = 100) and for the initial condition: u(®) =0,

RR n° 8837
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—12At¢ —10A¢ —8At —6At —4A¢t

Figure 2: Example of result for simulated data. FEach column shows a sample of temporal
slices of (first line) the ground truth (GT), i.e., the receptive field to recover, (second line) the
result obtained using the classical STA approach, and (third line) the result obtained using our
approach. Last column shows temporal profile corresponding to a central position.

Covariance error m ‘[ l2-norm error
NI —~ STA N
‘\ - Our 0.08|

Taon

Number of spikes Number of iterations

M ) as a function of the

Figure 3: Convergence of the approach: (left) covariance error (1 —
number of spikes in semi-log scale, (middle) l3-norm error (||u—wug||2) as a function of the number
of spikes in log-log scale, and (right) ls-norm error as a function of the number of iterations for

N; = 1000.
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20 = §~1((ms + Ms)/2). Results show that the spatial resolution of STA is constrained by
the size of the block of the stimulus, by definition of the STA (PSNR=22.1dB), while we obtain
a much better estimation (PSNR=33.1dB).

Concerning the convergence, different aspects are shown in Fig. 3. In Fig. 3(left), we show
that our approach converges faster than STA as the number of spikes increases, which is directly
related to the duration of the experiment. In other words, for a fixed duration of experiment,
our approach provides a better estimate of the receptive field than STA. In Fig. 3(middle), the
main observation is that error decays linearily (in log scale) with a slope of the convergence equal
for both methods which can be explained by the central limit Theorem. Finally, Fig. 3(right)
illustrates the speed of convergence of our algorithm.

4 Conclusion

Overall, this study presents for the first time an approach to deal with the non-convex case
allowing efficient extraction of receptive fields with great accuracy, as exemplified on synthetic
data. Another advantage of this approach is that we are no longer constrained to use white
noise as input as needed in STA, so that one can investigate what could be an optimal stimulus
(e.g., [11]) to further improve the results. Future work will focus on validating our approach on
real cell recordings.
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