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Abstract

Parallel programs need to manage the time trade-off between synchronization and
computation. A high parallelism may decrease computing time but meanwhile in-
crease synchronization cost among threads. Software Transactional Memory (STM)
has emerged as a promising technique, which bypasses locks, to address synchroniza-
tion issues through transactions. A way to reduce conflicts is by adjusting the paral-
lelism, as a suitable parallelism can maximize program performance. However, there is
no universal rule to decide the best parallelism for a program from an offline view. Fur-
thermore, an offline tuning is costly and error-prone. Hence, it becomes necessary to
adopt a dynamical tuning-configuration strategy to better manage a STM system. Au-
tonomic control techniques begin to receive attention in computing systems recently.
Control technologies offer designers a framework of methods and techniques to build
autonomic systems with well-mastered behaviours. The key idea of autonomic control
is to implement feedback control loops to design safe, efficient and predictable con-
trollers, which enable monitoring and adjusting controlled systems dynamically while
keeping overhead low. We propose to design feedback control loops to automate the
choice of parallelism level at runtime and diminish program execution time.
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Chapter 1

Introduction

Multicore processors are ubiquitous, which enhance program performance through
high parallelism (number of simultaneous active threads). Although a high parallelism
shortens execution time, it may also potentially increase synchronization time. There-
fore, it is crucial to find the trade-off between synchronization and computation cost.
The conventional way to address synchronization issues is via locks. However, locks
are notorious for various issues such as the likelihood of deadlock and the vulnerability
to failure and faults. Also it is not straightforward to figure out the interaction among
concurrent operations.

Transactional memory (TM) emerges as an alternative parallel programming tech-
nique, which addresses synchronization issues through transactions. The accesses to
the shared data are enclosed in transactions which are executed speculatively with-
out blocking by locks. Various TM schemes have been developed [6, 5, 3] including
Hardware Transactional Memory (HTM), Software Transactional Memory (STM) and
Hybrid Transactional Memory (HyTM). In the report, we present the work on runtime
program parallelism adaptation under STM systems where the synchronization time
originates in transaction aborts. There are different ways to reduce aborts, such as the
design of contention manager policy, the way to detect conflicts, the setting of version
management and the choice of thread parallelism.

Online parallelism adaptation begins to receive attention recently. The choice of
a suitable parallelism level in a program can significantly affect system performance.
However it is onerous to set a suitable parallelism for a program offline especially for
the one with online behaviour variation. When it comes to the program with online be-
haviour fluctuation, there is no single parallelism can enable its optimum performance.
Therefore the natural solution would be to monitor the program at runtime and alter its
parallelism when necessary.

We introduce autonomic computing [9] into STM systems to automatically regulate
online program parallelism. In the report we argue that online adaptation is necessary
and feasible for parallelism management in STM systems. We demonstrate that the
program performance is sensitive to the parallelism. We present two effective profiling
frameworks for the parallelism adaptation on TinySTM [5].

2



1.1 Contribution
The main contributions of the report are as follows:

1. We propose two profiling frameworks which predict and apply the optimum par-
allelism at runtime. We develop a simple model to search and apply the optimum
parallelism. We build an optimum parallelism predictor based on probability the-
ory.

2. We dynamically resolve a CR range to detect the program phase change.

3. We utilise feedback control loops to regulate the parallelism. The control actions
on parallelism are only taken when the contention of the program varies.
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Chapter 2

Background and Related Work

2.1 Introduction
This chapter first reviews the background techniques and technologies for transactional
memory (Section 2.2), then it gives a brief introduction (Section 2.3) on autonomic
computing. Lastly the related work and its comparison with our work are given.

2.2 Transactional Memory
Transactional memory (TM) is an alternative parallel programming technique. A trans-
action incorporates a set of read and/or write operations. Its accesses to the shared
data are enclosed in transactions which are executed speculatively without blocking
by locks. Each transaction makes a sequence of tentative changes to shared memory.
When a transaction completes, it can either commit making the changes permanent to
memory or abort discarding the previous changes made to memory [6]. Two param-
eters are often used in TM to indicate system performance, namely commit ratio and
throughput. Commit ratio (CR) equals the number of commits divided by the number
of commits and aborts; it measures the level of conflict or contention among the current
transactions. Throughput is the number of commits in one unit of time; it directly indi-
cates program performance. TM can be implemented in software, hardware or hybrid.
Different designs explore the trade-off that impacts on performance, programmabil-
ity and flexibility. In the report, we focus on STM systems and utilise TinySTM [5]
as our experimental platform. TinySTM is a lightweight STM system which adopts a
shared array of locks to control the concurrent accesses to memory and applies a shared
counter as clock to manage the transaction conflicts.

The performance of STM systems has been continuously improved. The study to
improve STM systems mainly focus on the design of conflict detection, version man-
agement and conflict resolution. Conflict detection decides when to check the read-
/write conflict. Version management determines whether logging old data and writing
new data to memory or vice versa. Conflict resolution, which is also known as con-
tention management policy, handles the actions to be taken when a read/write conflict

4



Managed Element

sensor Effectors

Monitors
Knowledge

Execute

Autonomic Element

Analyse Plan
Autonomic Manager

Figure 2.1: A MAPEK control loop. It incorporates an autonomic manager, a sensor,
an effector as well as a managed element among which the autonomic manager plays
the main role.

happens. The goal of the above designs is to reduce wasted work. The amount of
wasted work resides in the number of aborts and the size of aborts. The higher con-
tention in a program, the larger amount of wasted work. The time spent in wasted work
is the synchronization time in a STM view. Apart from diminishing wasted work, one
way to improve STM system performance is to trim computing time. A high paral-
lelism may accelerate computation but resulting in high contention thus high synchro-
nization time. Hence parallelism can significantly affect a program performance.

2.3 Autonomic Computing
Autonomic computing [8] is a concept that brings together many fields of comput-
ing with the purpose of creating computing systems that self-manage. A system is
regarded as an autonomic system if it supports one of the following features [9]: (1)
self-optimization, the system seeks to improve its performance and efficiency on its
own; (2) self-configuration, when a new component is introduced into a system, the
component is able to learn the system configurations. (3) self-healing, a system is able
to recover from failures; (4) self-protection, a system can defend against attacks.

In the report, we concentrate on the first feature: self-optimization. We introduce
feedback control loops to achieve autonomic computing. A classic feedback control
loop is illustrated in Figure 2.1 in the shape of a MAPEK loop proposed by IBM.

In general, a feedback control loop is composed of (1) autonomic manager, (2)
sensor (collect information), (3) effector (carry out changes), (4) managed element (any
software or hardware resource). An autonomic manager (also seen as a controller) is
composed of five elements:

1. monitor: this is used for sampling.

2. analyser: analysing date obtained from the monitor.
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3. knowledge: knowledge of the system.

4. plan: utilise the knowledge of the system to carry out computation.

5. execute perform changes.

It is worth nothing that the above five elements of the autonomic manager can overlap
with each other.

2.4 Related Work
It has been been addressed in a few previous work [1, 12, 4, 10] to dynamically adapt
parallelism via control techniques to reduce wasted work in TM systems. Ansari
et.al.[1] proposed to adapt the parallelism online by detecting the changes of the appli-
cation’s CR. The regulation action is made to the parallelism if the CR falls out of the
pre-set CR range or is not equal to a single fixed CR value. This is based on the fact
that CR falls during phases with high contention and rises when low contention. Ansari
et.al. gave five different algorithms which decide the profile length and the level of par-
allelism. Ravichandran et.al. [10] presented a model which adapts the thread number
in two phases: exponential and linear with a feedback control loop. Rughetti et.al. [12]
utilise a neural network to enable the performance prediction of STM applications.
The neural network is trained to predict the wasted transaction execution time which
in turn is utilised by a control algorithm to regulate the parallelism. Didona et.al. [4]
introduces an approach to dynamically predict the parallelism based on the workload
(duration and relative frequency, of read-only and update transactions, abort rate, av-
erage number of writes per transaction) and throughput, through one feedback control
loop its prediction can be continuously corrected.

Our approaches differ from the previous work as (1)comparing with Ansari et.al.,
we resolve a CR range which is adaptive to the online program behaviour rather than
a fixed range or value; (2)comparing with the parallelism prediction by Didona et.al.,
Ravichandran et.al. and Rughetti et.al., we present a model which predicts the opti-
mum parallelism based on probabilistic theory which requires no offline training pro-
cedure or to try different thread number to search the optimum; (3)comparing with the
aforementioned work which either only use CR or throughput to indicate the perfor-
mance, we employ both: CR to indicate the program phase and throughout to indicate
the correctness of the parallelism regulation.
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Chapter 3

Control of Autonomic
Parallelism Adaptation

3.1 Introduction
In this chapter, we detail the design of the feedback control loop for parallelism adap-
tation. We present two models which regulate optimum parallelism at runtime. We
firstly introduce a simple model, then we present a more sophisticated model proba-
bilistic model based on probability theory.

We measure three parameters from the STM system, namely the number of com-
mits, the number of aborts and physical time. The number of commits and the number
of aborts are addressed as commits and aborts in the rest of the report. We choose CR
and throughput as the indicators to denote program performance, as CR and throughput
are both sensitive to thread variation. But only one of them is not sufficient enough to
represent the program performance, as:

• A high throughput shows fast program execution whereas a low throughput rep-
resents slow program progress. But a low throughput may be caused by a low
parallelism or simply just a few transactions are due to execute at certain phase.

• CR indicates the conflicts among threads. A high CR means low synchroniza-
tion time whereas a low CR mean a high synchronization time. But a low CR
can bring a high throughput when a large number of transactions are executing
concurrently, whereas a high CR may give low throughput due to a small number
of transactions executing concurrently.

The controller observes CR to detect the contention fluctuation and enable the corre-
sponding control actions. The correctness of the control actions are verified by check-
ing if the throughput is improved after the taken actions.
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Figure 3.1: Periodical profiling procedure. At each decision point (marked by dashed
red arrow), the actions are taken.

3.2 Simple Model

3.2.1 Overview of the Profiling Algorithm
To achieve autonomic thread adaptation which enables a program to always work under
its optimum parallelism, we propose to periodically profile the applications at runtime.
By observing CR, we can obtain the contention information of an application. Staying
in a certain CR range means that the program stays in the same phase where the con-
tention is relatively stable and the throughput is optimum. When a program enters into
a new phase, the current parallelism will produce a different CR which falls out of the
current CR range. This CR range fluctuation will trigger a new thread control action.
Initially the two CR thresholds (CR_UP, CR_LOW) are both set to be 0 and are trained
in the later profile stage. When the CR falls out of the thresholds, a new parallelism
may be required to control the conflicts of the program in order to obtain the optimum
throughout. The detail of the profiling procedure is illustrated in Figure 3.1.

The parallelism profiling procedure starts once the program starts. Initially the
program creates a pool of threads, among which only 2 threads are awaken and the
rest are suspended. At each decision point, which corresponds to one state of the
automata in Figure 3.2(b), the control loop (see section 3.2.2) is activated to regulate the
parallelism or suspend the parallelism regulation. A profile length is a fixed period for
information gathering, such as commits, aborts and time. A parallelism profile interval
is composed of a continuous sequence of profile lengths within which the parallelism
is adjusted and the CR range is computed. The non-action interval is composed of one
or a continuous sequence of profile lengths, within which the parallelism regulation is
suspended. The duration of parallelism profile interval and non-action interval are not
fixed values as we can see from Figure 3.1. The above procedure continues until the
program terminates.

3.2.2 Feedback Control Loop
Figure 3.2 gives the structure of the complete platform which forms a MAPEK feed-
back control loop. The elements of the autonomic manager is shown in Figure 3.2(b).
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The autonomic manager, which can be also seen as the controller, is described as an
automaton in the report. The automaton is composed of four states, and the program
can only stay in one at each decision point.

      STM 
benchmarks

commits, aborts, 

      �me,  tn 
set CR range, inc/dec tn,
 profile flag

Autonomic Element

Autonomic Manager

Monitors Execute

Analyse
CR and th

Plan
CR range

op�mum tn

Knowledge
online && offline

system,info

(a) The MAPEK-shape feedback control loop.
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          and 
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.
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start
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     tn

th dec or tn_min

 stop 
profile

(b) The structure of autonomic manager

Figure 3.2: The feedback control loop of the simple model.

Control Objective

Under control theory terminology, the control objective of the feedback control loop is
to maximize throughput and reduce the application execution time. This is achieved by
controlling the level of parallelism to obtain the trade-off between the synchronization
time and the computing time.

Inputs and Outputs

The inputs of the loop are commits, aborts and physical time (see Section 2.2 for def-
inition). The outputs/actions are the optimum parallelism, the parallelism profile flag
and the CR range setting.

Three Decision Functions

The control loop is activated at each decision point. Three decision functions cooperate
to make decisions: a parallelism decision function, a CR range decision function and
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Figure 3.3: Throughput fluctuation. The throughput may continuously rise and descend
before reaching the maximum point.

a profiling decision function. At each decision point as illustrated in Figure 3.2(b)
one corresponding decision function reacts to make its decision. We firstly detail the
parallelism decision function and the profiling decision function as they overlap with
each other. Then we present the CR range decision function.

The automata commences at state increase tn to increase the thread number, since
the thread number is set to be the minimum at the starting point. In each parallelism
profile interval, the parallelism can either continuously increase or decrease. The di-
rection of parallelism regulation (increase or decrease) is determined by the profiling
decision function. If the current throughput is greater than the previous throughput, one
thread is awaken or suspended and the current throughput is recorded as the maximum
throughput. The state transfers to stop profile when the current throughput is less than
the maximum throughput. At the final decision point of a parallelism profile interval
(state stop profile), the parallelism is set to be the value which yields the maximum
throughput. A new CR range may be computed at the end of a parallelism profile in-
terval, we will detail it later in this section. Then the automata enters from state stop
profile to state no tn control which corresponds to non-action interval in Figure 3.1.
At each decision point of a non-action interval, the profiling decision function decides
if a new parallelism profile interval is needed. More specifically, if the CR falls into the
CR range, the program stays in no tn control state. Otherwise a boolean value is set
indicating the direction of the parallelism regulation. More specifically, the automata
jumps into increase tn if CR is higher than the upper CR threshold or decrease tn if CR
is lower than the lower CR threshold. It is worth noting that, in case value of the upper
threshold is 100%, and the program CR is also 100% (when only reads operation in the
transactions or no conflicts among transactions), a higher parallelism to the program is
assigned.

It is worth noting that the throughput often fluctuates before reaching the optimum
value (shown in Figure 3.3). To prevent a parallelism profiling procedure from termi-
nating at a local maximum throughput, parallelism profiling procedure continues until
the throughput decreases over 10% of the maximum value. .

We have described the parallelism decision function which resides on state increase
tn and decrease tn. A program still progresses in the same phase when its CR fluctuate
within a certain range. Within the range the program produces its optimum through-
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Figure 3.4: The controller of the probabilistic model described as an automaton. th in
the figure stands for throughput and tn means the number of thread.

put level. Therefore no parallelism regulation is required. However it is onerous to
determine such a CR range offline, especially it is impossible to set a fixed CR range
for some programs with online performance variation. Also, a constant CR range im-
pedes programs to search its optimum parallelism. Therefore it becomes necessary to
dynamically resolve a CR range. We add a CR range decision function. So at the end
of a parallelism interval, a new CR range is prescribed. The function is activated at
state stop profile. The two thresholds of the CR range are the CR values running with
one more or one less parallelism of the optimum one.

In case the maximum value of the upper threshold is 100%, and the program CR
is 100% (when only reads operation in the transactions or no conflicts among transac-
tions), a higher parallelism to the program is assigned.

3.3 Probabilistic model
The approach to manipulate one thread number at each decision point engages long
profiling time. This section presents a probabilistic model which predicts the optimum
parallelism after one profile length based on the CR and current active thread number.
The profiling procedure is similar to the simple model as shown in Figure 3.1, hence
only the automata is detailed in the section.

As illustrated in Figure 3.4, the automata commences from predict tn state which
yields an optimum parallelism. Then it unconditionally enters into verify state to verify
the correctness of the predicted parallelism where the predicted optimal parallelism is
applied for the subsequent one profile length. The new parallelism is applied when
the throughput of the successive profile length is larger than the previous throughput
leading to the state switching to CR range state where a new CR range is prescribed.
Otherwise the automata enters into stop profile state where the parallelism is switched
back to the value before profiling and no new CR range is needed. Unlike the simple
modle, the probabilistic model requires an individual state to obtain the CR range.
Simple model continuously increase and decrease the thread number until reaching the
optimum value, therefore no additional state is needed to compute the CR range.

This model share the same inputs, outputs and control objective are as in the simple
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model. It also incorporates three decision functions. As the CR range decision function
and the profiling decision function are the same as that in Section 3.2, we only cover
the parallelism decision function in this section.

3.3.1 Parallelism Decision Function
This section describes a probabilistic model which serves as the parallelism decision
function. This probabilistic model however has its limitation, it is based on two as-
sumptions:

• as every thread shows similar behaviour in our TM applications, we assume that
the same amount of transactions are executed in the active threads during a fixed
period,

• there is a large amount of transactions executed during the fixed period mak-
ing the probability of conflicts between two transactions infinitely goes close to
0, thus the probability of one commit (see Section 2.2 for definition) infinitely
approaches 100%.

Suppose during an application execution and within a fixed period L0, assuming
that the average length of transactions (including the aborted transactions and the com-
mitted transactions) is L , thus the number of transactions N executed during L0 can be
expressed in equation (3.1).

N = n.
L0

L
= α.n (3.1)

Where n stands for the number of active threads during L0, N contains both aborts and
commits, and a = L0

L .
We assume that the probability of the conflicts p between two transactions is inde-

pendent from the current active threads, thus independent from the number of active
transactions. Therefore during the L0 period, one transaction can commit if it encoun-
ters no conflicts with other active transactions. The probability of a commit can be
expressed in Equation (3.2).

P(Xi = 1) = q(N−1) (3.2)

Where q = 1− p, which stands for the probability of a commit between two trans-
actions. However, the transactions executed in a sequence within the same thread do
not cause conflicts among each other, the probability of a commit in Equation (3.2) is
lower than the reality. We suppose that during L0 period, each thread approximately
execute the same number of transactions which is N

n . Therefore the number of trans-
actions causing conflict are reduced to N− N

n . So Equation (3.2) can be modified as in
Equation (3.3).

P(Xi = 1) = q(N−
N
n ) (3.3)

Equation 3.3 is correct only if there is a large amount of transactions executed dur-
ing L0 period making the probability of conflicts p between two transactions infinitely
goes close to 0, thus q infinitely approaches 100%.

12



Under the terminology of probability theory, Xi is a random variable with Xi = 1
if the transaction i is committed, Xi = 0 if i aborted. Xi follows a Bernoulli law of
parameter q(N−

N
n ).

Let T represents the throughput. In a unit of time, the throughput can be also ex-
pressed as T = ∑Xi and CR can be expressed as CR = T

N . As T is a random variable

which follows a binomial distribution B(N,q(N−
N
n )). The expected value of T is there-

fore to be:
E[T ] = N.q(N−

N
n ) = αnqα(n−1) (3.4)

Hence
E[CR] = q(N−

N
n ) = qα(n−1) (3.5)

Equation (3.4) can be rewritten as a function from n to T as shown in Equation (3.6).

T (n) = α.n.qα(n−1) (3.6)

To obtain the value of n where the throughput can reach the maximum, we compute
the derivation of Equation (3.6) as shown in Equation (3.7).

T ′(n) = αqα(n−1)+α
2nqα(n−1) ln(q) (3.7)

Therefore

T ′(nopt) = 0⇔ αqα(nopt−1)+α2noptqα(nopt−1) ln(q) = 0
⇔ qα(nopt−1).(α+α2nopt ln(q)) = 0
⇔ α+α2nopt ln(q) = 0
⇔ nopt =− 1

α ln(q) (3.8)

Where nopt stands for the optimum value of n which is the optimum thread number.

From Equation (3.5), we can obtain q = CR
1

α(n−1) . Then Equation (3.8) can be
rewritten as follows.

nopt =−
n−1

ln(CR)
(3.9)

Where nopt stands for optimum thread number, n stands for the number of current
active threads and CR is the current commit ratio.

13



Chapter 4

Implementation

There are two methods of collecting application profile information in a parallel pro-
gram. One can employ a master thread to record the interesting information of itself.
An alternative way is to collect the information from all threads. The first method
requires little synchronization cost for information gathering but the obtained informa-
tion may not represent the global view. Also the master thread must be active during
the whole program execution which may make it terminate much earlier than the other
threads, meaning that the fair execution time among threads can not be guaranteed. The
later method may suffer from synchronization cost but the profile information gathered
represent the global view. And more importantly, a fair execution time strategy can be
employed among threads. We choose the second method. The synchronization cost of
information gathering is negligible for most of our applications.

We have implemented a monitor to control the dynamic parallelism as well as the
race condition. The monitor is a cross-thread lock which consists of the concurrent-
access variables by threads. The major variables of the monitor are commits, aborts,
two FIFO queues recording the suspended and active threads, the current active thread
number, the optimum thread number and the throughput. There are three entry points
of the monitor which is illustrated in Figure 4.1. The first entry point is upon threads
initialization, where some threads are allowed to pass and the rest are suspended. Only
two threads pass the entry point in the simple model and all the threads pass in the
probabilistic model. The second entry point is upon transaction committing, where
commits are accumulated and where the control functions take actions. The third entry
point is upon a thread exiting, where one suspended thread is awaken when one thread
exits.

Two metrics are often used to time the profile length: physical time and logic time.
We choose logic time due to the fact that the size of transaction varies in various ap-
plications leading to the huge variation of execution time. Commits and aborts are two
frequent meaningful events in TM and are good candidates to track the logic event. We
choose to use the number of commits as the timing metric, as it is often a fixed value
for an application. The choice of the profile length mainly depends on the total amount
of transactions of an application. The applications with the same magnitude number of
transactions share the same profile length. For instance, genome and vacation share
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1 void control_func(time,commits,aborts)
2 {
3 ...
4 tn decision func;
5 CR range decision func;
6 profiling decision func;
7 ...
8 }

1 stm_thread_init(){
2 ...
3 control_func(time,commits,aborts);
4 ...
5 }

1 stm_commit() {
2 ...
3 control_func(time,commits,aborts);
4 }

1 stm_thread_exit(){
2 ...
3 control_func(time,commits,aborts);
4 ...
5 }

Figure 4.1: The three entry points of the monitor and the control functions. monitor
in the figure is a cross-thread lock which includes the concurrent access variables by
threads. The codes are written in pseudo C. tn stands for active thread number.

the same profile length as the total number of the transactions in the two applications
are on the same magnitude (106).

Some benchmarks themselves such as genome and ssca2 incorporate multiple thread
barriers which cause conflicts with the monitor, thus deadlock. We insert an additional
function before thread barriers to avoid the deadlock. Once a thread encounters a bar-
rier, it awakes one suspended thread. When all the thread have passed the barrier, the
last thread sets the parallelism back to the optimal value.

A time overhead is added to each transaction when calling and releasing a monitor.
The overhead caused by calling lock is negligible on the transaction with medium and
long length. But this overhead is significant for the transaction with a small number
of operations. This is the case for intruder and ssca2. Such an overhead can be
reduced through diminishing the frequency of calling the monitor. More specifically,
the monitor is called every 100 commits rather than every commit.
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To avoid thread starvation, we adopt round-robin thread scheduling to periodically
awaken early suspended threads and put the running threads with the longest execution
time to sleep. When a thread is awaken or suspended, it always awakes the one sus-
pended the earliest or suspends the one running the longest. We have implemented two
different round-robin scheduling algorithms. A time stamp based round-robin and two
FIFO queues. The time stamp method marks an explicit time line for each thread (the
time when it is awaken, the time when it is suspended). While the FIFO gives a simple
implementation but without explicit time line.
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Chapter 5

Performance Evaluation

In this section, we present the results from 6 different applications from STAMP [2]
and two applications from EigenBench [7]. EigenBench and STAMP are the bench-
marks that are widely used for performance evaluation of TM systems. The data set
covers a wide range from short transaction length to long transaction length, long pro-
gram execution time to short execution time, from high program contention to low
contention. Table 5.1 presents the qualitative summary of each application’s runtime
transactional characteristics: length of a transaction (number of instructions per trans-
action), execution time and amount of contention. The classification is based on the
application with its static optimal parallelism. A transaction with execution time be-
tween 10us and 1000 us is classified as medium-length. The contention between 30%
and 60% is classified as medium. The execution time between 10 seconds and 30
seconds are classified as medium.

Application TX length Execution time Contention
EigenBench stable medium long medium
EigenBench online medium long medium
intruder short medium high
genome medium short high
vacation medium medium low
ssca2 short short low
yada medium medium high
labyrinth long long low

Table 5.1: Qualitative summary of each application’s runtime transactional characteris-
tics. Tx length is the number of instructions per transaction. Execution time means the
whole program execution time. Contention is the global contention of the application.
The classification is based on the application with its optimal parallelism applied.
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5.1 Platform
We evaluate the performance on a SMP machine which contains 4 processors with 6
cores each. Every two cores share a L2 cache (3072KB) and every 6 cores share a L3
(16MB) cache. This machine holds 2.66GHz frequency and 63GB RAM. We utilise
TinySTM as our STM platform.

5.2 Benchmark Settings
We show two different data set of EigenBench. One with stable online behaviour and
one with online variation. The two data set both incorporate medium-length trans-
actions. As EigenBench does not experience online variation, we have modified its
source code to enable online fluctuation. EigenBench include 3 different arrays which
provide the shared transactional accesses (Array1), private transactional accesses (Ar-
ray2) and non-transactional accesses (Array3). We vary the size of Array1 at runtime
making the conflict rate vary among threads during execution. More specifically, within
the first 40% amount of the transactions, the size of Array1 keeps the value given by
the input file. From 40% to 70%, the array size is shrunk to be 16% of the original
value and afterwards the size is set to be 33% of the original value. The main inputs of
the both data sets are given in Figure 5.1.

loops 16667
A1 35536
A2 1048576
A3 8192
R1 30
W1 30
R2 20
W2 200
R3i 10
W3i 30
R3o 10
W3o 10
NOPi 0
NOPo 0
Ki 1
Ko 1
LCT 0

(a) inputs for stable be-
haviour

loops 33333
A1 145530
A2 1048576
A3 8192
R1 30
W1 30
R2 20
W2 200
R3i 10
W3i 30
R3o 10
W3o 10
NOPi 0
NOPo 0
Ki 1
Ko 1
LCT 0

(b) inputs for online varia-
tion

Figure 5.1: Two data sets of EigenBench inputs for 24 threads
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We have tested 6 different applications from STAMP, namely intruder, ssca2,
genome, vacation, yada and labyrinth. Two applications namely Bayes and Kmeans
from STAMP are not taken into consideration in this report. As Bayes exhibits non-
determinism [11]: the ordering of commits among threads at the beginning of an ex-
ecution can drastically affect execution time. Kmeans owns too low contention, even
running with the maximum parallelism, its CR is almost 100%. Hence there is little
interest to employ runtime parallelism adaptation for this benchmark. The inputs of the
six selected applications are detailed in Figure 5.2.

intruder -a8 -l176 -n109187
ssca2 -s20 -i1.0 -u1.0 -l3 -p3
genome -s32 -g32768 -n8388608
vacation -n4 -q60 -u90 -r1048576 -t4194304
yada -a15 -i inputs/ttimeu1000000.2
labyrinth -i random-x1024-y1024-z7-n512.txt

Figure 5.2: The inputs of STAMP applications.

5.3 Results
We firstly present the results of the execution time comparison between two auto-
nomic parallelism adaptation approaches and static parallelisms. Followed that we
illustrate the online parallelism change from the two models. To verify the runtime
thread number change corresponds to the program behaviour change, we present the
online throughput change of the static and dynamic parallelisms. The maximum par-
allelism is 24 which is the number of the available cores. The minimum parallelism is
restricted to be 2. All the applications are executed 10 times and results are the aver-
age execution time. We also show the probabilistic variance to indicate stability of the
autonomic approaches.

Figure 5.3 and Figure 5.4 illustrate the execution time comparison with different
static parallelisms and adaptive parallelisms of EigenBench and STAMP. The dots
represent the execution time with different static parallelism. The solid black line
stands for execution time with the simple model and the dashed red line gives the
execution time with the probabilistic model.

According to Figure 5.3 and Figure 5.4, our adaptive models outperform the perfor-
mance of the majority of the static parallelisms. The probabilistic model shows better
performance on applications: EigenBench, genome, vacation, labyrinth against the
simple model, but it indicates a performance degradation on yada, ssca2 and intruder
against the simple model. Table 5.2 and Table 5.3 detail the performance comparison.
We compare the results with best, average and worst case to show that our models
are able to outperform the performance of static parallelism if an unknown application
is given. The digits in the brackets are the static thread number which give the best
performance and the worst performance respectively.
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Figure 5.3: Time comparison of EigenBench on static and adaptive parallelisms. The
dots represent the execution time with different static parallelism.

benchmarks best case average worse case
eigenbench (stable) -7% (12) +10% +50% (2)
eigenbench (online variation) +1% (12) +17% +58% (2)
genome -57% (4) +95% +99% (20)
vacation -45% (8) +79% +92% (24)
labyrinth -52% (24) +5% +67% (2)
yada -17% (8) +61% +90% (22)
ssca2 -14% (24) +11% +62% (2)
intruder -6% (6) +62% +71% (24)

Table 5.2: Performance comparison on applications with simple model. The perfor-
mance is compared with the minimum, average and the maximum value of the static
parallelisms. The digits in the bracket are the thread number of the best case and the
worst case.

Table 5.4 presents the variance of the ten-time executions, as well as the average
value on simple and probabilistic models. As shown in the table, the turbulence of the
ten-time executions is low.

Figure 5.5 and Figure 5.6 elucidate the runtime parallelism variation with simple
and probabilistic model. The simple model spends some time before reaching the opti-
mum parallelism which gives stairs in the figure. The probabilistic model react imme-
diately once the contention or phase change is detected. As less time spent to reach the
optimum parallelism, the performance by probabilistic model usually outperforms the
simple model. In Figure 5.5, simple model and probabilistic model produce different
parallelism on EigenBench. This is because certain parallelisms yield similar through-
puts which can be seen in Figure 5.7. For instance in Figure 5.7(b), on the third phase
8, 16 and 24 thread number produce very similar throughput. genome experiences
three phased at runtime. The first phase is short (two or three profile lengths) which
contains both read and write operations. During the second phase, the transactions
only contain read operations resulting 100% of CR, hence the maximum parallelism
is applied. The third phase brings high contention to the program, hence low paral-
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Figure 5.4: Time comparison for STAMP on static and adaptive parallelism. The dots
represent the execution time with different static parallelism.

lelism. intruder shows an abrupt thread number fluctuation with probabilistic model
due to the sudden CR change, but simple model smooths the abrupt fluctuation. ssca2
has low CR with trivial but frequent change and its performance stays stable after 8
thread number. In Figure 5.6(b), the simple model brings frequent parallelism varia-
tion due to the frequent CR change. In contrary, the probabilistic model does not give
frequent parallelism change, as CR is high which makes the model always predict the
maximal thread number. Figure 5.6(e), the parallelism shows periodically change from
both models. yada has very high contention with its average CR lower than 10%. Al-
though CR is low and its variation is relatively small, it varies periodically leading to
the models to adapt the parallelism periodically.

Figure 5.7 and Figure 5.8 elucidate the online throughput behaviour under different
static parallelism as well as the adaptive parallelisms for EigenBench and STAMP.
The autonomic parallelism adaptation aims to regulate the parallelism which retains
throughput at the optimum level at each phase. Ideally the throughput should rival the
one with the static parallelism which achieves the maximum throughput. Therefore the
runtime thread number adaptation is correct if the corresponding throughput always
approaches the optimum throughput produced by the static parallelism at each phase.

5.4 Discussion
The overhead of our approaches mainly originate in the following aspects:
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benchmarks best case: average worse case
eigenbench (stable) +5% (12) +20% +56% (2)
eigenbench (online variation) +3% (12) +19% 59% (2)
genome +3% (4) +95% +99% (20)
vacation -14% (8) +83% +94% (24)
labyrinth +8% (24) +42% +80% (2)
yada -31% (8) +56% +89% (22)
ssca2 -22% (24) +5% +60% (2)
intruder -32% (6) +52% +64% (24)

Table 5.3: Performance comparison on applications with probabilistic model. The
performance is compared with the minimum, average and the maximum value of the
static parallelisms. The digits in the bracket are the thread number of the best case and
the worst case.

benchmarks (unit=second) simple model probabilistic model
eigenbench (stable) 1.78|34.03 0.39|33.30
eigenbench (online variation) 1.69| 56.81 0.92|55.82
genome 1.21|7.20 0.21|4.51
vacation 9.06|13.56 1.52|10.66
labyrinth 2.86|56.32 1.59|34.27
yada 0.01|10.78 0.11|12.09
ssca2 0|7.03 0|7.47
intruder 0.57 |11.27 0.91|14.12

Table 5.4: The variance and average of 10-time executions on simple and probabilistic
models. The value before the line is the variance (the lower the better), the other one is
the average value.

1. thread migration. This can introduce a large overhead especially when the paral-
lelism is adapted at runtime, as threads keep migrate among different cores.

2. the choice of profile length. A short profile length does not provide sufficient
information to the profiling algorithm to search the best parallelism, while a long
length wastes time in parallelism profiling where the program executes under a
sub-optimum parallelism.

3. the choice of the thread number to manipulate at each parallelism profile length.
We simply choose to manipulate one thread number at each decision point (in the
simple model) which delays the procedure to reach the maximum parallelism.

4. the choice of throughput variation rate. Parallelism profiling continues even if
the current throughput is slightly lower than the recorded maximum throughput
in order to avoid the parallelism profiling to be terminated at a regional maximum
point. We choose 10% as an acceptable variation between the current throughput
and the maximum throughput.
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Figure 5.5: Runtime thread number variation by simple and probabilistic model. The
solid black line and the dashed red line is by simple model and probabilistic model
respectively.
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5. the cost of calling locks. Two factors contribute to this cost: the operation of
obtaining and releasing the lock and the time spent contending the lock. The
later cost increases significantly with more active thread number and give huge
imparts on the applications with short-length transaction. The cost of calling a
lock is insignificant in our approaches.

The simple model demonstrates an effective way to control programs with medium-
length transactions (eg. genome) and short-length transactions (eg. intruder). How-
ever it gives a heavy overhead against the best case for the application with long-length
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Figure 5.6: Runtime thread number variation by simple and probabilistic model. The
solid black line and the dashed red line is by simple model and probabilistic model
respectively.

transactions, as simple model manipulates merely one thread number at each decision
point. However this eludes the possibility of skipping a certain optimum parallelism
during profiling. The application always starts with two threads activated rather than
the maximum value to avoid excessive contention which may prevent the program from
progressing. However this setting brings high parallelism profiling time to the applica-
tions which require a high parallelism, this is especially true for labyrinth that requires
maximum thread number to achieve its maximum throughput. Such an overhead is dif-
ficult to be compensated by the performance improvement brought by the optimum
parallelism. genome requires the maximum thread number in the second phase but
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Figure 5.7: Online throughput variation of EigenBench. The red line with crosses and
the sky blue line with circles is the simple model and probabilistic model respectively.
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only needs minimal parallelism in the third phase leading to a high overhead origi-
nating from descending the maximum parallelism to the minimal. Such overhead is
especially large when the application is experiencing high contention.

The probabilistic model predicts the parallelism in one step which diminishes the
profiling time and gives better performance than the simple model in most of the cases.
However the probabilistic model starts with the maximum parallelism to guarantee
enough amount of concurrent transactions. And such a setting delivers a large time
spending in the first profile length. On top of that, the probabilistic model has the
potential risk of overreacting to the phase variation as only one profile length is required
for prediction. Lastly, the probabilistic model is based on two assumptions:
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Figure 5.8: Online throughput variation. The red line with crosses and the sky blue line
with circles is the simple model and probabilistic model respectively.

• the same amount of transactions are executed in the active threads during a fix
period.

• if there is a large amount of transactions executed during the fixed period making
the probability of conflicts p between two transactions infinitely goes close to 0,
thus q infinitely approaches 100%.

The above assumptions are based on the ideal situations, thus they inevitably im-
pose errors in reality.
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Chapter 6

Conclusion and Future Work

In the report, we investigated two autonomic parallelism adaptation approaches on
TinySTM. We examined the performance of different static parallelisms and conclude
that runtime regulation of parallelism is crucial to the performance of STM systems.
We then presented our approaches and compared their performance with static paral-
lelisms. We introduced feedback control loops to autonomically manipulate the paral-
lelism. We then analysed the implementation overhead and discussed the advantages
as well as limitation of our work.

Apart from inappropriate parallelism, thread migration among cores impacts on
system performance and cause performance degradation too. We plan to investigate
the issue and design additional loops which will work together with the current loops
to control the thread affinity and further enhance system performance.
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