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ABSTRACT. We consider the slow and fast systems that belong to a small neighborhood of an
unperturbed problem. We study the general case where the slow equation has a compact positively
invariant subset which is asymptotically stable, and meanwhile the fast equation has asymptotically
stable equilibria (Tykhonov’s theory) or asymptotically stable periodic orbits (Pontryagin–Rodygin’s
theory). The description of the solutions is by this way given on infinite time interval. We investigate
the stability problems derived from this results by introducing the notion of practical asymptotic stability.
We show that some particular subsets of the phase space of the singularly perturbed systems behave
like asymptotically stable sets. Our results are formulated in classical mathematics. They are proved
within Internal Set Theory which is an axiomatic approach to Nonstandard Analysis.

RÉSUMÉ. On considère les systèmes lents-rapides appartenant à un petit voisinage d’un problème
non perturbé. On étudie le cas général où l’équation lente admet un sous-ensemble compact positive-
ment invariant qui soit asymptotiquement stable tandis que l’équation rapide a des équilibres asymp-
totiquement stables (théorie de Tykhonov) ou des cycles limites stables (théorie de Pontryagin). La
description des solutions est de ce fait donnée sur des intervalles de temps infinis. On examine les
problèmes de stabilité découlant de ces résultats en introduisant la notion de stabilité pratique. On
montre que certains sous-ensembles de l’espace de phases des systèmes singulièrement perturbés
se comportent comme des ensembles asymptotiquement stables. Les résultats sont formulés classi-
quement mais sont démontrés dans le cadre de la théorie IST, une approche axiomatique de l’Analyse
Non Standard.

KEYWORDS : invariant sets, practical asymptotic stability, singular perturbations, nonstandard anal-
ysis

MOTS-CLÉS : ensembles invariants, stabilité asymptotique pratique, perturbations singulières, ana-
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Numéro spécial Claude Lobry Revue Arima - Volume 9 - 2008, Pages 537 à 560



1. Introduction

Let us provide the set

T = {(Ω, f, g, α, β) : Ω open subset of R
n+m, (α, β) ∈ Ω,

f : Ω → R
n, g : Ω → R

m continuous}

with the topology defined as follows : a neighborhood system of an element

(Ω0, f0, g0, α0, β0) ∈ T

is generated by the sets

V (D, a) = {(Ω, f, g, α, β) ∈ T : D ⊂ Ω, ||f − f0||D < a, ||g − g0||D < a,

||α − α0|| < a, ||β − β0|| < a},

where D is a compact subset of Ω and a a positive real number. Here,

||h||D = sup
u∈D

||h(u)||,

where h is defined on D with values in a normed space. Let us call it “the topology of
uniform convergence on compacta” and consider the initial value problem

εẋ = f(x, y), x(0) = α,
ẏ = g(x, y), y(0) = β,

(1)

corresponding to an element (Ω, f, g, α, β) of T where ε is a small positive real number
and (·) = d/dt. The variable x is called a fast variable, y is called a slow variable. We
propose to study the system (1) with ε small enough and (Ω, f, g, α, β) sufficiently close
to an element (Ω0, f0, g0, α0, β0) of T in the sense of the defined topology. It is a singular
perturbation problem because the multiplication of the derivative by ε fails with the use
of theory of continuous dependence of the solutions with respect to the parameters and
the initial conditions. Problems as (1) gain their special structure from the presence of
two time scales. They are called slow and fast systems. We define the fast equation by

x′ = f0(x, y), y parameter, (2)

where (′) = d/dτ and τ = t/ε.

Suppose the fast equation admits, for all y in a compact subset Y of R
m an asymp-

totically stable equilibrium point x = ξ(y), uniformly in the parameter y ∈ Y , ξ being a
continuous function on Y . We define the slow equation of (1) by

ẏ = g0(ξ(y), y),

and the reduced problem by

ẏ = g0(ξ(y), y), y(0) = β0. (3)

Problem (3) is supposed to have a unique solution ȳ(t) on an interval [0, T ]. It is mainly
proved in [13] (see Theorem 4.16 in this paper) that, for ε small enough and (Ω, f, g, α, β)
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close to (Ω0, f0, g0, α0, β0), every solution (x(t), y(t)) of (1) is defined at least on [0, T ]
and is approximated by (ξ(ȳ(t)), ȳ(t)) for all t ∈]0, T ]. This approximation can be ex-
tended to t = 0 only for y(t). Indeed, a boundary layer phenomena is observed for x(t)
at t = 0. Actually, the fast variable is approximated by the solution of the so-called
boundary layer equation

x′ = f0(x, β0), x(0) = α0. (4)

Now, suppose that the fast equation rather admits for all y in a compact subset G of R
m

a T (y)-periodic non-trivial solution x∗(τ, y). If the corresponding periodic orbit Γy is
asymptotically stable, uniformly in y ∈ G, we consider the following averaged system as
the reduced problem :

·
y =

1
T (y)

∫ T (y)

0

g0(x∗(τ, y), y) dτ, y(0) = β0. (5)

If ȳ(t) is the unique solution of (5), defined on [0, T ], it is mainly proved in [20] (see
Theorem 4.17 in the present paper) that for ε small enough and (Ω, f, g, α, β) close to
(Ω0, f0, g0, α0, β0), every solution (x(t), y(t)) of (1) is defined at least on [0, T ]. The
component y(t) is close to ȳ(t) for 0 ≤ t ≤ T and the component x(t) is close to the orbit
Γȳ(t) for 0 < t ≤ T . There is a boundary layer at t = 0. The boundary layer equation (4)
describes the fast variable. Hence, after a fast transition, the trajectory rolls up quickly
around the manifold generated by the cycles with a slow drift of the y-component.

For smooth vector fields, when the reduced problem has a limit cycle Γ, the question
of wether the singularly perturbed problem has a periodic orbit Γ ε near Γ or not for small
values of ε has been studied by authors like K. O. Friedrichs and W. Wasow [7], L. Flatto
and N. Levinson [6], N. D. V. Anosov [1], N. Fenichel [5] and recently F. Verhulst et al.
[23, 24]. In [1, 6], it was established that the orbit Γ of period P can be continued to a
family Γε of closed orbits if(i) Γ, as an orbit of the reduced problem, has 1 as a simple
Floquet multiplier, (ii) for all y ∈ Γ, the equilibrium point x = ξ(y) of the boundary
layer equation is hyperbolic. This kind of results need strong conditions which can ever
ensures both the uniqueness of Γε for ε small enough with a period tending to P as ε → 0
and the property of asymptotic phase.

Our aim is first to approximate the solutions of (1) on infinite time interval. More
exactly, we will suppose that the slow equation has an asymptotically stable compact sub-
set M which is positively invariant. The approximations on unbounded time interval are
then given in Section 2 (Theorem 2.3 and Theorem 2.4). If the subset M is reduced to
an equilibrium point, Theorems 2.3 and 2.4 are nothing else than the extension for all
t ≥ 0 of Theorems 4.16 and 4.17 already established in [13] and [20] : the solutions
of the singularly perturbed system not only live all the time, but they also stay close to
the curve formed by the concatenation of the trajectories of the fast and the slow equa-
tions. In Section 3, some examples show that there is no hope to obtain stability results
with our weak conditions. Nevertheless, the theorems of the preceding section lead to
interesting statements in terms of practical stability : when the reduced problem has an
asymptotically stable positively invariant compact subset, it arises a subset of the whole
phase space which seems to be asymptotically stable when ε → 0 for the singularly
perturbed problem (see Theorems 3.2 and 3.3). In the present work, the results are formu-
lated in classical mathematics and proved within Internal Set Theory (IST) [15] which is
an axiomatic approach of Nonstandard Analysis (NSA) [17]. We characterize notions of
stability, practical stability and perturbations and translate our main results in nonstandard
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words in Section 4. Actually, we rather introduce the notion of s-stability which will lead
to results generalizing those of Theorems 3.2 and 3.3. We prove our results in Section 5.

2. Approximation results

2.1. Some definitions

We recall the notion of asymptotic stability (in Lyapunov sense) (see [4, 8] for exam-
ple) by considering a differential system

ẋ = f(x), (6)

where f is continuous on an open subset U of R
n.

Definition 2.1 1. A subset M of U is said to be positively invariant for the system (6) if
every solution such that x(0) ∈ M is defined for all t > 0 and satisfies x(t) ∈ M.

2. A bounded subset M of U is said to be stable for the system (6) if, for each μ > 0,
there exists η > 0 such that any solution x(t) of (6) for which dis(x(0),M) <η can be
continued for all t ≥ 0 and satisfies dis(x(t),M) < μ, where dis(x(t),M) denotes the
distance from the point x(t) to the set M given by inf

m∈M
||x(t) − m||.

3. M is said to be attractive if it admits a neighborhood V (basin of attraction) such
that any solution x(t) of (6) for which x(0) ∈ V can be continued for all t ≥ 0 and
satisfies lim

t→∞dis(x(t),M) = 0.

3. M is asymptotically stable if it is stable and attractive.

Consider the case where the system

ẋ = f(x, y), (7)

depends on a parameter y which belongs to a set Y . Let My be an asymptotically stable
bounded subset of U for each value of y in Y .

Definition 2.2 The basin of attraction of the asymptotically stable bounded subset M y

of U is said to be uniform over Y for (7) if there exists a real number a > 0 such that, for
all y in Y , the set {x ∈ R

n: dis(x,My) ≤ a} is in the basin of attraction of My.

2.2. The main theorems

Let us first make the following assumptions :

T 1 : The fast equation (2) has the property of uniqueness of the solutions with the
prescribed initial conditions.

The slow manifold of the system (1) is defined by the set of the points of R
n × R

m

such that
f0(x, y) = 0. (8)

Yadi - 540

Numéro spécial Claude Lobry



It is namely the set of equilibria of the fast equation (2).

T 2 : There exists a continuous mapping ξ : Y → R
n, Y being a compact subset of

R
m with a non empty interior, such that (ξ(y), y) ∈ Ω0 for all y ∈ Y and f0(ξ(y), y) = 0.

Moreover, for all y ∈ Y , x = ξ(y) is an isolated root of the equation (8), that is there
exists a real number δ > 0 such that if y ∈ Y , ‖x − ξ(y)‖ < δ and x �= ξ(y) then
f0(x, y) �= 0.

The subset {(x, y) ∈ R
n ×R

m : x = ξ(y), y ∈ Y } of R
n ×R

m is an m-dimensional
manifold included in the slow manifold.

T 3 : For all y in Y , the equilibrium point x = ξ(y) of the fast equation (2) is asymp-
totically stable and its basin of attraction is uniform over Y .

By substituting ξ(y) to x in the second equation of (1) we obtain the slow equation

ẏ = g0(ξ(y), y), (9)

which will be defined in the interior Y̊ of the compact set Y .

T 4 : The slow equation (9) has the property of uniqueness of the solutions with the
prescribed initial conditions.

T 5 : The point β0 is in Y̊ and α0 is in the basin of attraction of the equilibrium point
x = ξ(β0).

Theorem 2.3 Let (Ω0, f0, g0, α0, β0) be an element of T and ξ : Y → R
n be a continu-

ous function. Let hypotheses T 1 to T 5 be satisfied. Let M be a closed subset in Y̊ which
is positively invariant for the slow equation (9). Suppose that M is asymptotically stable
for (9) with β0 in its basin of attraction. Let x̃(τ) and ȳ(t) be the respective solutions of
the boundary layer equation (4) and of the reduced problem (3). Then, for all η > 0, there
exists a real number ε∗ > 0 and a neighborhood V of the element (Ω0, f0, g0, α0, β0) of
T such that, for all ε < ε∗ and all (Ω, f, g, α, β) ∈ V , any solution (x(t), y(t)) of the
problem (1) is defined for all t ≥ 0 and there exist ω > 0 and ω ′ > 0 such that :

εω < η, 1/ω′ < η,
‖x(ετ) − x̃(τ)‖ < η for 0 ≤ τ ≤ ω,
‖x(t) − ξ(ȳ(t))‖ < η for t ∈ [εω, ω′]
‖y(t) − ȳ(t)‖ < η for t ∈ [0, ω′],
dis(y(t),M) < η for t ≥ ω′,
dis(x(t), ξ(M)) < η for t ≥ ω′.

(10)

The set ξ(M) is the range of M by the function ξ. Note that M is necessarily a
compact subset of Y̊ as will be all the positively invariant subsets of the following. When
the fast equation has limit cycles, the preceding theorem does not fit. Let us make instead
the following assumptions, the first one being nothing else than (T 1).

P1 : The fast equation (2) has the property of uniqueness of the solutions with the
prescribed initial conditions.

P2 : There exists a family of solutions x∗(τ, y) depending continuously on y ∈ G,
where G is a compact subset of R

m with a non empty interior, such that x∗(τ, y) is a
periodic solution of the fast equation (2) of period T (y) > 0, the mapping y → T (y) is
continuous.
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P3 : The closed orbit Γy corresponding to the periodic solution x∗(τ, y) is asymptot-
ically stable and its basin of attraction is uniform over G.

What precede means that the cycle1 Γy depends continuously on y and is locally
unique, that is, there exists an neighborhood W of Γy such that the equation (2) has no
other cycle in W .

We define the slow equation in the interior G̊ of G by the averaged system

·
y = ḡ0(y) :=

1
T (y)

∫ T (y)

0

g0(x∗(τ, y), y)dτ. (11)

Assume what follows :

P4 : The slow equation (11) has the uniqueness of the solutions with the prescribed
initial conditions.

P5 : The point β0 is in G̊ and α0 is in the basin of attraction of Γβ0 .

Theorem 2.4 Let (Ω0, f0, g0, α0, β0) be an element of T . Let hypotheses P1 to P5 be
satisfied. Let M be a closed subset in G̊ which is positively invariant for the slow equation
(11). Suppose that M is asymptotically stable for (11) with β0 in its basin of attraction.
Let x̃(τ) and ȳ(t) be the respective solutions of the boundary layer equation (4) and of
the reduced problem (5). Then, for all η > 0, there exists a real number ε∗ > 0 and a
neighborhood V of the element (Ω0, f0, g0, α0, β0) of T such that, for all ε < ε∗ and all
(Ω, f, g, α, β) ∈ V , any solution (x(t), y(t)) of the problem (1) is defined for all t ≥ 0
and there exist ω > 0 and ω ′ > 0 such that :

εω < η, 1/ω′ < η,
||x(ετ) − x̃(τ)|| < η for 0 ≤ τ ≤ ω,
||y(t) − ȳ(t)|| < η for t ∈ [0, ω′],
dis(x(t), Γȳ(t)) < η for t ∈ [εω, ω′],
dis(y(t),M) < η for t ≥ ω′,
dis(x(t), Γy(t)) < η for t ≥ ω′.

The proofs of Theorems 2.3 and 2.4 are postponed to Section 4.5. The particular case
of Theorem 2.3, when M is an asymptotically stable equilibrium point, is Theorem 2 of
[13]. The result therein concerns the case where the slow equation (9) has an asymptot-
ically stable equilibrium point y∞ in Y̊ with β0 in its basin of attraction. For ε small
enough and for (Ω, f, g, α, β) close to (Ω0, f0, g0, α0, β0), under the assumptions T 1 to
T 5, any solution (x(t), y(t)) of (1) is close to (ξ(ȳ(t), ȳ(t)) for all t > 0. Here, one takes
M ={y∞}. The particular case of Theorem 2.4, when M is an asymptotically stable
equilibrium point, is Theorem 2.3 of [20]. Under the assumptions P1 to P5, any solution
(x(t), y(t)) of (1) is close to (Γȳ(t), ȳ(t)) for all t > 0. Finally, one can mention the
important particular cases where the slow equations (9) and (11) admit an asymptotically
stable cycle.

1. Actually, the term cycle should be used for planar systems. A stable limit cycle is the asymptotically
stable closed orbit associated to an orbitally asymptotically stable periodic solution.
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3. Stability results

3.1. Some examples

Suppose that the slow equation (9) admits, say an asymptotically stable equilibrium
point y∞ and that the corresponding point (ξ(y∞), y∞) lying on the slow manifold is an
equilibrium point of (1). To deduce asymptotic stability of (ξ(y∞), y∞) for the whole
system (1) for ε small enough, Tykhonov theory needs strong assumptions like smooth-
ness of the field and exponential stability of the equilibrium points of both slow and fast
equations (see [9], Theorem 9.3, page 380 2)). It is also the case in Pontryagin-Rodygin
theory. In most of the applications, it is quite reasonable to impose conditions of exponen-
tial or uniform exponential stability instead of the simple asymptotic stability (asymptotic
stability which is not exponential is said to be critical). The following examples show the
non robustness of the critical asymptotic stability. Before, one has to keep in mind that
the condition of exponential stability for such results is sufficient, but not necessary as
shown in the following example (see also [9], Theorem 9.2, page 377).

Example 1 ([9], Example 9.9, page 377) The origin of the system

εẋ = −x + ε(x − y3),
ẏ = −y3 + x.

(12)

is an equilibrium point. The slow equation is give by

ẏ = −y3.

Its origin is asymptotically but not exponentially stable. The fast equation is

x′ = −x,

and its origin is exponentially stable. It is shown in [9] that for ε small enough, the
origin of the the whole system (12) is asymptotically stable by the use of the so-called
quadratic Lyapounov functions. It is well explained in the same reference that the exis-
tence of quadratic Lyapounov functions do not always imply exponential stability which
is a particular case.

Example 2 The fast equation of the planar slow and fast system

εẋ = −x + y,
ẏ = −y2x + εy,

(13)

where ε > 0 is a small real parameter, is given by

x′ = −x + y.

Assumption T 1 is clearly satisfied for the fast equation. The slow curve is the line x =
ξ(y) := y (Assumption T 2). All it points are (globally) asymptotically stable equilibria

2. Actually, the theorem therein concerns the nonautonomous case but can be stated or the au-
tonomous one.
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of the fast equation for each value of y (Assumption T 3). By substituting ξ(y) to x and 0
to ε in the second equation of the system, we obtain the slow equation

ẏ = −y3,

which satisfies Assumption T 4. The origin y = 0 of the slow equation is (globally)
asymptotically stable (Assumption T 6). One can apply the preceding theory (more ex-
actly the extension of Tykhonov’s Theorem for infinite time interval) for any initial con-
dition (x0, y0) �= (0, 0) (Assumption T 5) to have

∀t ≥ 0, lim
ε→0

y(t, ε) = ȳ(t),

∀t > 0, lim
ε→0

x(t, ε) = ξ(ȳ(t)) = ȳ(t),

where (x(t, ε), y(t, ε)) is the solution of the whole system with initial condition (x0, y0)
and ȳ(t) is the solution of the reduced problem. Now, knowing that ȳ(t) goes to 0 when t
goes towards +∞, we obtain that

lim
ε→0, t→+∞

(x(t, ε), y(t, ε)) = (0, 0).

However, this limit does not mean that the origin of the whole system, which is an equi-
librium point, is asymptotically stable, not even attractive. It is easy to check, by lin-
earization, that it is a saddle point for any positive value of ε.

Example 3 The following example

εẋ = −x3 + εx,
ẏ = −y + x2,

(14)

is given just to exhibit a case where the origin of the fast equation x ′ = −x3 is critically
asymptotically stable whereas the origin of the slow equation ẏ = −y is exponentially
stable. Onee can claim that any solution of the singularly perturbed system goes towards
the equilibrium point (0, 0) when ε → 0 and t → +∞. Nevertheless, the origin (0, 0) is
a saddle point for each value of ε > 0.

Example 4 The fast and the slow equation of the system

εẋ = −x + ε,
ẏ = −y + εx,

are respectively given by x′ = −x and ẏ = −y. In both cases, the origin is an expo-
nentially stable equilibrium point. Any solution of the singularly perturbed system goes
towards the equilibrium point (0, 0) when ε → 0 and t → +∞. Nevertheless, the origin
(0, 0) is not even an equilibrium point of the whole system.

Example 5 The following tridimensional singularly perturbed system (Σ)

εẋ1 = −x2 + x1

(√
x2

1 + x2
2 − 1 + ε

)(√
x2

1 + x2
2 − 1 − ε

)
(1 − x2

1 − x2
2),

εẋ2 = x1 + x2

(√
x2

1 + x2
2 − 1 + ε

)(√
x2

1 + x2
2 − 1 − ε

)
(1 − x2

1 − x2
2),

ẏ = −y3x2
1,
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is written under cylindrical coordinates (x1 = r cos θ, x2 = r sin θ, y) as

εṙ = r(r − 1 + ε)(r − 1 − ε)(1 − r2),
εθ̇ = 1,
ẏ = −r2y3 cos2 θ.

The equilibrium point r = 1 of the first equation of

r′ = r(r − 1)2(1 − r2),
θ′ = 1,

(15)

corresponds to a stable limit cycle Γy the basin of attraction of which is the whole plane
(x1, x2) except the origin. So, it is uniform in y (actually the cycle does not depend on
y). A 2π-periodic solution associated to the cycle is x∗(τ, y) = (cos τ, sin τ). According
to Pontryagin-Rodygin’s theory, the equation describing the slow motion is given by the
average system

ẏ = − 1
2π

∫ 2π

0

y3 cos2 τdτ = −y3

2
, (16)

the origin y = 0 of which is an asymptotically stable equilibrium. The preceding theory,
and more exactly the extension of Pontryagin-Rodygin’s Theorem in [20], implies that
for any initial condition (x0

1, x
0
2, y

0) of (Σ), apart from the origin, we have

∀t ≥ 0, lim
ε→0

y(t, ε) = ȳ(t), ∀t > 0, lim
ε→0

dis((x1(t, ε), x2(t, ε)), Γȳ(t)) = 0.

Here, (x1(t, ε), x2(t, ε), y(t, ε)) is the solution of the singularly perturbed problem (Σ)
with initial condition (x0

1, x
0
2, y

0) and ȳ(t) is the solution of (16) starting from y 0. Since
ȳ(t) → 0 when t → +∞, we have the following limit

lim
ε→0, t→+∞

dis((x1(t, ε), x2(t, ε), y(t)), Γ0 × {0}) = 0.

This does not either mean that the closed curve Γ0 × {0} in the phase space R
3 is an

asymptotically stable orbit. One can see that for each ε > 0, the cylinder generated by
the cycles Γy is “repelling” for (Σ), being located between two “attracting” cylinders
corresponding to r = 1 − ε and r = 1 + ε. In other words, the “exact fast dynamics” of
the whole problem, that is the subsystem

r′ = r(r − 1 + ε)(r − 1 − ε)(1 − r2),
θ′ = 1,

which is a regular perturbation of (15), admits for all y and all ε > 0 two “stable limit
cycles” r = 1 − ε and r = 1 + ε surrounding the “unstable limit cycle” r = 1.

Example 6 The slow dynamic associated to the following slow-fast system written in
cylindrical coordinates (x = x, y1 = r cos θ, y2 = r sin θ)

εẋ = −x + r cos θ,
ṙ = r(r − 1 + ε)(r − 1 − ε)(1 − r2),
θ̇ = 1,

(17)

is approximated by the slow equation

ṙ = −r(r − 1)3(r + 1),
θ̇ = 1,
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having the unit circle Γ as a unique asymptotically stable cycle. The equilibrium points of
the fast equation x′ = −x + y1 are all points of the slow surface x = ξ(y1, y2) := y1 and
they are (globally) asymptotically stable. Let (x(t, ε), y1(t, ε), y1(t, ε)) be the solution of
(17) written in the rectangular coordinates with any initial condition apart the origin. We
can deduce from Theorem 2.3 in the special case where M = Γ that the following limits
hold

lim
ε→0, t→+∞

dis(x(t, ε), ξ(Γ)) = 0,

lim
ε→0, t→+∞

dis((y1(t, ε), y2(t, ε)), Γ) = 0.

But even if the subset ξ(Γ) × Γ of R
3 was properly a closed orbit of (17), it could not be

stable. Indeed, for the subsystem

ṙ = r(r − 1 + ε)(r − 1 − ε)(1 − r2),
θ̇ = 1,

of (17), for any value of ε > 0, the orbit Γ is an unstable limit cycle, surrounded by the
two stable limit cycles r = 1 − ε and r = 1 + ε.

3.2. Practical stability

Although they do not imply the existence of asymptotically stable sets for the singu-
larly perturbed systems, the limits of the preceding examples show a kind of “seeming”
stability of certain points or closed curves in the whole phase space. It is known (see [8],
Theorem 38.1) that the uniform attractivity, say of the origin of a system, with respect
to the initial conditions, implies it asymptotic stability. Moreover, the global asymptotic
stability is equivalent to the uniformity of the attractivity for any initial condition in an
arbitrarily large ball centered at the origin3. The following definition is inspired by lec-
tures given by Lobry and Sari during the CIMPA School-2003 in Tlemcen, Contrôle Non
Linéaire et Applications [12] (see also [11]). The terminology is yet taken from control
theory where it arises in problems of stabilization (see for example [21]). Let us consider
the slow and fast system

εẋ = f0(x, y),
ẏ = g0(x, y), (18)

where f0 : Ω0 → R
n and g0 : Ω0 → R

m are continuous on an open subsetΩ0 of R
n+m.

Definition 3.1 A bounded subset A of Ω0 is said to be semiglobally practically asymptot-
ically stable (SGPAS) for the system (18) when ε → 0 if, for every compact neighborhood
K⊂ Ω0 of A and every neighborhoodO ⊂ Ω0 of A, there exist ε0 > 0 and a real number
T > 0 such that, for all ε ∈]0, ε0], all t ≥ T and all (α, β) ∈ K, any solution (x(t), y(t))
of (18) with initial condition (α, β) is in O.

If K is not arbitrary, the subset A is said to be practically asymptotically stable (PAS)
for the system (18) when ε → 0.

The definition says that any solution (x(t), y(t)) of (18) with initial condition (α, β)
satisfies lim dis((x(t), y(t)),A) = 0 when t → +∞ and ε → 0, the convergence being

3. The famous Vinograd example ([?], page 191) is a good illustration of attractivity which is not
uniform with respect to the initial conditions.
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uniform with respect to (α, β) in K (i.e. lim
t→+∞, ε→0

Sup(α,β)∈Kdis((x(t), y(t)),A) =

0). In other words, for the first part of the definition, any trajectory starting from an
arbitrarily point (α, β) which is not close to the boundary of Ω 0 reaches an arbitrarily
small neighborhood O of A in finite time and for ε small enough. Note that it is required
that the finite time T and the threshold ε0 are the same for any initial condition (α, β).

3.3. The theorems

Finally, practical stability answers to natural questions as the following : “If the slow
equation (9) admits, say an asymptotically stable equilibrium point y∞ or a limit cycle
Γ, which part acts, for the whole problem (1), the corresponding point (ξ(y ∞), y∞) or
subset ξ(Γ) × Γ lying on the slow manifold? They have no reason to be respectively
an equilibrium point or a cycle, unless we add strong hypotheses like smoothness and
exponential stability. However, for very small values of the parameter ε they look like.
Because of the asymptotic feature of this property, an engineer, a biologist,...would be
satisfied by a model which seems to tend towards a steady or permanently oscillating state,
instead of a perfect stability which is after all ideal. The following results of practical
stability deduce from the Theorems 2.3 and 2.4. Their proofs are postponed to Section 4.5.

Theorem 3.2 Let f0 : Ω0 → R
n and g0 : Ω0 → R

m be continuous on an open subset
Ω0 of R

n+m satisfying hypotheses T 1 to T 4. Let M be a closed subset in Y̊ which is
positively invariant for the slow equation (9). Suppose that M is asymptotically stable
for (9). Then the subset ξ(M)×M of the slow manifold is PAS for the system (18) when
ε → 0.

Theorem 3.3 Let f0 : Ω0 → R
n and g0 : Ω0 → R

m be continuous on an open subset
Ω0 of R

n+m satisfying hypotheses P1 to P4. Let M be a closed subset in G̊ which is
positively invariant for the slow equation (11). Suppose that M is asymptotically stable
for (11). Then the subset ∪

y∈M
(Γy × {y}) of Ω0 is PAS for the system (18) when ε → 0.

If the equilibrium points and the positively invariant sets of the fast and slow equations
were globally asymptotically stable, we would have results in terms of SGPAS when ε →
0. A natural consequence of these two theorems is obtained when M is an asymptotically
stable cycle. In the case of Theorem 3.2, the singularly perturbed system (18) seems to
have an asymptotically stable cycle on the slow manifold for ε small enough. In the case
of Theorem 3.3, we obtain a torus which seems to attract the solutions of (18) when ε is
sufficiently small. Hence, in the light of these results, we can come back to the examples
above. In Example 2, the equilibria of the fast equation are exponentially stable, the
origin of the slow equation is asymptotically stable, the origin is an equilibrium point of
the whole system and it is SGPAS when ε → 0. In Example 3, the origin is asymptotically
stable for the fast equation, exponentially stable for the slow equation, it is an equilibrium
point of the whole system and this equilibrium is SGPAS when ε → 0. In Example 4, the
origin of both the fast and the slow equation is exponentially stable, but (0, 0) is not an
equilibrium point of the singularly perturbed system. However, it is SGPAS when ε → 0.
In Example 5, the fast equation has a unique asymptotically stable cycle Γ y for each value
of y, the origin of the slow equation is asymptotically stable. The subset Γ 0 × {0} of R

3

is SGPAS when ε → 0 (even if it was a cycle, it would not be stable). Finally, in the
Example 6, the slow equation has a unique asymptotically stable cycle Γ, the equilibrium
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of the fast equation is exponentially stable for each (y1, y2). The subset ξ(Γ) × Γ of R
3

is SGPAS when ε → 0. As an illustration, the numerical simulations of system (Σ) in
example 5 with Mapple show that the more ε is small, the more the trajectories seem to
tend to the cycle Γ0 × {0} although it is unstable.
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Figure 1. Numerical simulation of Example 4 with ε = 0.1.
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Figure 2. Numerical simulation of Example 4 with ε = 0.003.

4. External formulations

The Internal Set Theory is an extension of ordinary mathematics. It gives an axiomatic
approach to A. Robinson’s Nonstandard Analysis [17] and has been elaborated by E. Nel-
son [15]. Tutorial on IST is available in many articles as for example in [13, 20]. For
interested readers, Nonstandard Analysis in Practice [3] is a recommended book deal-

Yadi - 548

Numéro spécial Claude Lobry



ing with at least nine fields where non standard analysis has been used. One can read
about the perturbation theory of ordinary differential equations in [2, 10, 14, 18, 19, 25].
To the binary undefined predicate ∈ of the classical Set Theory ZFC (Zermelo-Fraenkel
plus axiom of choice), a new unary undefined predicate standard (st) is joined. The new
predicate is governed by three new axioms added to ZFC. A formula of IST is said to
be internal in the case where it does not involve the new predicate st. Otherwise, it is
called external. Some theorems proved in IST are external and can be reformulated so
they become internal. Indeed, there is a reduction algorithm due to Nelson which reduces
any external formula F (x1, ..., xn) of IST without other free variables than x1, ..., xn to
an internal formula F ′(x1, ..., xn) with the same free variables, such that F ≡ F ′, that is,
F ⇔ F ′ for all standard values of the free variables. We will need the following reduction
formulas which occur frequently

∀x (∀sty A ⇒ ∀stz B) ≡ ∀z ∃finy′ ∀x (∀y ∈ y′ A ⇒ B),
∀x (∃stw ∀sty A ⇒ ∀stz B) ≡ ∀w ∀z ∃finy′ ∀x (∀y ∈ y′ A ⇒ B), (19)

where A (respectively B) is an internal formula with free variable y (respectively z) and
standard parameters. The notation ∀st means “for all standard” and ∃fin means “there is a
finite”.

4.1. The short shadow lemma

We recall here an important result of non standard analysis which generalizes the clas-
sical theory of dependence of solutions with respect to parameters and initial conditions.
The statement of the so-called Short Shadow Lemma we give here is more general than
the version we will consider in this paper (Lemma 4.3). Nevertheless, this general version
was used in the proof of the essential results of Theorems 4.16 and 4.17. This efficient
tool concerns the theory of regular perturbations. Consider the following initial value
problems :

dx

dt
= F0(x), x(0) = a0 ∈ U0, (20)

dx

dt
= F (x), x(0) = a ∈ U. (21)

The Short Shadow Lemma permits the comparison of the solutions of (20) and (21) when
F is close to F0 and a is close to a0 in a certain meaning. One can find a proof in [19]
with the use of an other powerful result, the Stroboscopy Lemma. This last was the most
important tool in the proof of Theorem 4.17 in [20].

Theorem 4.1 (Short Shadow Lemma) Let U0 a standard open subset of R
n and let F0 :

U0 → R
n be standard and continuous. Let a0 ∈ U0 be standard. Suppose that the initial

value problem (20) has a unique solution x0(t) and let J = [0, ω[, 0 < ω ≤ +∞, its
maximal positive interval of definition. Let U an open subset of R

n containing all the
nearstandard elements in U0. Let F : U → Rn be continuous such that F (x) � F0(x)
for all x nearstandard in U0. Then, every solution x(t) of the initial value problem (21)
with a � a0 is defined for all t nearstandard in J and satisfies x(t) � x0(t).
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4.2. External characterization of stability

The external formulation of stability of a bounded subset M ⊂ U of the system (6) is
given by the following lemma.

Lemma 4.2 Assume that f , U and M are standard. The subset M ⊂ U is :

1. Stable for the system (6), if and only if any solution x(t) of (6) for which dis(x(0),M) �
0 can be continued for all t ≥ 0 and satisfies dis(x(t),M) � 0.

2. Attractive if and only if M admits a standard neighborhood V (basin of attraction)
such that any solution x(t) of (6) for which x(0) is standard in V can be continued for all
t ≥ 0 and satisfies dis(x(t),M) � 0 for all t � +∞.

Proof. 1. Let us denote by B the formula “any solution x(t) of (6) for which x(0) = α
can be continued for all t ≥ 0 and satisfies dis(x(t),M) < μ.” To say in the lemma
dis(α,M) � 0 is the same as to say ∀stη dis(α,M) < η and to say dis(x(t),M) � 0
is the same as to say ∀stμ dis(x(t),M) < μ. The stability of M is then characterized by
the formula

∀α (∀stη dis(α,M) < η ⇒ ∀stμ B),

where f and M are standard parameters and η, μ range over the positive real numbers.
By the first reduction formula (19), this is equivalent to

∀μ ∃finη′ ∀α (∀η ∈ η′ dis(α,M) < η ⇒ B).

The set η′ being finite, there exists η such that η = min η ′ and the last formula becomes

∀μ ∃η ∀α (dis(α,M) < η ⇒ B),

which is nothing else than the usual definition of stability of M. 2. By transfer, the attrac-
tivity of a standard subset is equivalent to the existence of a standard basin of attraction.
In the lemma, to say t � +∞ is the same as to say ∀str t > r. Thus the characterization
of the standard basin of attraction V is that any solution x(t) of the equation (6) for which
x(0) is standard in V can be continued for all t ≥ 0 and satisfies

∀t (∀str t > r) ⇒ ∀stμ dis(x(t),M) < μ.

In this formula, x(.) and M are standard parameters while r, μ range over the positive
real numbers. By (19), this is equivalent to

∀μ ∃finr′ ∀t (∀r ∈ r′ t > r ⇒ dis(x(t),M) < μ).

To say, for r′ a finite set, ∀r ∈ r′ t > r is the same as to say t > r for r = max r′ and the
formula is equivalent to

∀μ ∃r ∀t (t > r ⇒ dis(x(t),M) < μ).

Finally, for all standard α in V , any solution x(t) of the equation (6) for which x(0) = α,
can be continued for all t ≥ 0 and satisfies lim

t→∞dis(x(t),M) = 0. By transfer, this

property remains true for all α in V . This is the usual definition of the attractivity.

Here is an elegant characterization of the asymptotic stability of a compact positively
invariant subset.
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Lemma 4.3 Assume that the system (6) has the property of uniqueness of the solutions
with the prescribed initial conditions and that f , U and M are standard. Assume that
M is a compact subset of U positively invariant for (6). Then M is asymptotically stable
for the system (6) if and only if there exists a standard a > 0 such that any solution
x(t) of (6) for which dis(x(0),M) < a can be continued for all t ≥ 0 and satisfies
dis(x(t),M) � 0 for all t � +∞.

Proof. Assume that M is asymptotically stable. By attractivity, it has a standard
basin of attraction V . Let a > 0 be standard such that the closure of the set A = {x ∈ U :
dis(x,M) < a} is included in V . Let α ∈ A and x(t) be the solution of (6) such that
x(0) = α. Let α0 be standard in V such that α � α0. By attractivity of M, the solution
x0(t) of (6) starting by α0 is defined for all t ≥ 0 and satisfies dis(x0(t),M) � 0 for
all t � +∞. By the Short Shadow Lemma, x(t) � x0(t) for all limited t > 0. By
Robinson’s Lemma (see for example [17, 13] for this important lemma), there exists
υ � +∞ such that x(t) � x0(t) for all t in [0, υ]. Thus, dis(x(t),M) � 0 for all
unlimited t ≤ υ. By stability of M, this approximation still holds for all t > υ. Hence,
dis(x(t),M) � 0 for all t ≥ 0. Conversely, if the subset M is assumed to satisfy the
property in the lemma, then by definition the standard set A is contained in the basin of
attraction of M. Hence, M is attractive. Let x(t) be a solution of (6) such that x(0) = α,
where α is infinitely close to a standard α0 ∈ M. Since α ∈ A, by hypothesis, x(t) can be
continued for all t ≥ 0 and satisfies dis(x(t),M) � 0 for all t � +∞. On the other hand,
if x0(t) is the maximal solution of (6) such that x0(0) = α0, its positive trajectory is in
the positively invariant set M. Hence, by the Short Shadow Lemma, x(t) � x 0(t) ∈ M
for all limited t ≥ 0. Hence, dis(x(t),M) � 0 for all t ≥ 0 and M is stable.
REMARK. — uniformLet us reconsider the equation (7) depending on the parameter y ∈
Y . Suppose that (7) has the property of uniqueness and that f , U and Y are standard. Let
My be a standard compact subset of U positively invariant for (7) for all y in Y . In the
light of the last Lemma, we can also establish that My is asymptotically stable for the
system (7) if and only if there exists a standard a > 0 such that for all standard y ∈ Y ,
any solution x(t) of (6) for which dis(x(0),My) < a can be continued for all t ≥ 0 and
satisfies dis(x(t),My) � 0 for all t � +∞.

When f0 and g0 are standard, we have the following characterization of the SGPAS
notion when ε → 0.

Lemma 4.4 Suppose that f0 and g0 are standard. A standard bounded subset A of Ω0 is
SGPAS for the system (18) when ε → 0 if and only if for all (α, β) nearstandard in Ω 0, all
ε > 0 infinitesimal and all unlimited t > 0, any solution (x(t), y(t)) of (18) with initial
condition (α, β) satisfies dis((x(t), y(t)),A) � 0.

Proof. To say in the Lemma “(α, β) is nearstandard in Ω0” is the same as to say
“∃stK, compact subset of Ω0, such that (α, β) ∈ K”. To say “ε > 0 infinitesimal”
is like to say “∀stε0 > 0, ε ≤ ε0”. To say “unlimited t > 0” is the same as to say
“∀stT t ≥ T ”. The result dis((x(t), y(t)),A) � 0 is equivalent to “∀stO neighborhood of
A, (x(t), y(t)) ∈ O”. Hence, the characterization of the semiglobal practical asymptotic
stability is given in the Lemma by

∀(α, β) ∀ε ∀t (∃stK ∀stε0 ∀stT A ⇒ ∀stO (x(t), y(t)) ∈ O),
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where A is the internal formula (α, β) ∈ K, ε ≤ ε0 and t ≥ T . Here, f0, g0 and Ω0 are
standard parameters, ε0 and T positive real numbers and K and O are subsets. According
to the second reduction formula of (19), this is equivalent to

∀K ∀O ∃finε′0 ∃finT ′

∀(α, β) ∀ε ∀ t (∀ε0 ∈ ε′0 ∀T ∈ T ′ A ⇒ (x(t), y(t)) ∈ O).

The sets ε′0 and T ′ being finite, there exist ε0 and T such that ε0 = min ε′0 and T =
maxT ′. The last formula becomes

∀K ∀O ∃ε0 ∃T ∀(α, β) ∀ε ∀t (A ⇒ (x(t), y(t)) ∈ O).

This is exactly the definition of the semiglobal practical asymptotic stability of A for the
system (18) when ε → 0.

We can also establish the following characterization which, after all, will be the one
we shall use.

Lemma 4.5 Suppose that f0 and g0 are standard. A standard bounded subset A of Ω0

is PAS for the system (18) when ε → 0 if and only if there exist a standard compact
neihbohood K ⊂ Ω0 of A such that for all (α, β) ∈ K, all ε > 0 infinitesimal and all
unlimited t > 0, any solution (x(t), y(t)) of (18) with initial condition (α, β) satisfies
dis((x(t), y(t)),A) � 0.

4.3. External notion of perturbation

While the notion of perturbation is classically described via deformations or neigh-
borhoods, a perturbation of a standard object in NSA is just another object, which is
nonstandard and infinitely close to it. Its properties are investigated directly without us-
ing extra-properties with respect to the parameters of deformation. This way of thinking
fits better with the intuitive meaning of the term “perturbation”.

Definition 4.6 An element (Ω, f, g, α, β) of T is said to be a perturbation of the stan-
dard element (Ω0, f0, g0, α0, β0) of T if Ω contains all the nearstandard elements in Ω0,
f(x, y) � f0(x, y) and g(x, y) � g0(x, y) for all (x, y) nearstandard in Ω0 and α � α0,
β � β0.

The following lemma makes the link between the above definition of perturbation and
the topology of uniform convergence on compacta defined in Section 2 :

Lemma 4.7 The element (Ω, f, g, α, β) of T is a perturbation of the standard element
(Ω0, f0, g0, α0, β0) of T if and only if (Ω, f, g, α, β) is infinitely close to (Ω0, f0, g0, α0, β0)
for the topology of uniform convergence on compacta, that is, (Ω, f, g, α, β) is in any
standard neighborhood of (Ω0, f0, g0, α0, β0).

Proof. See [13], Lemma 2, page 11.
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4.4. S-Stability

We need through this subsection to introduce a notion of stability which will lead to
results generalizing those of Theorems 3.2 and 3.3. Indeed, they will be expressed, in
an external way, in terms of neighborhoods of systems as it was done for approximation
results in Section 2. Let the system

ẋ = f(x), (22)

be such that the vector field f is continuous, not necessarily standard. Suppose for in-
stance that f is defined on an open subset U of R

n.

Definition 4.8 A standard bounded subset M of U is said to be s-globally asymptotically
stable (s-GAS) for the system (22) if for all x0 nearstandard in U and all unlimited t > 0,
any solution x(t) with initial condition x0 satisfies dis(x(t)M) � 0.

The notions s-GAS and GAS are equivalent if f is standard4(see [11], Proposition 4.1,
page 10). For instance, the origin of the system ẋ = x(εx − 1), where ε � 0, is s-GAS
but not GAS. In the same way, here is the notion of s-(local) asymptotic stability.

Definition 4.9 A standard bounded subset M of U is said to be s-asymptotically stable
(s-AS) for the system (22) if there exists a standard compact neighborhood K ⊂U of M
such that for all x0 ∈ K and all unlimited t > 0, any solution x(t) with initial condition
x0 satisfies dis(x(t),M) � 0.

REMARK. — s-stab Lemmas 4.4 and 4.5 finally say that if f0 and g0 are standard, the
subset A is SGPAS (respectively PAS) when ε → 0 for the system (18) if and only it is
s-GAS (respectively s-AS) for all ε infinitesimal.

4.5. External statements

Theorems 4.10 and 4.11 below are the external statements of Theorems 2.3 and 2.4
when (Ω0, f0, g0, α0, β0) is standard. We show for example how Theorem 4.10 reduces
by Nelson’s algorithm to the internal result of Theorem 2.3.

Theorem 4.10 Let (Ω0, f0, g0, α0, β0) ∈ T be standard and ξ : Y → R
n be a standard

continuous function. Let hypotheses T 1 to T 5 be satisfied. Let M be a standard closed
subset in Y̊ which is positively invariant for the slow equation (9). Suppose that M is
asymptotically stable for (9) with β0 in its basin of attraction. Let x̃(τ) and ȳ(t) be the re-
spective solutions of the boundary layer equation (4) and of the reduced problem (3). Let
ε > 0 be infinitesimal and (Ω, f, g, α, β) ∈ T be a perturbation of (Ω0, f0, g0, α0, β0).
Then any solution (x(t), y(t)) of (1) is defined for all t ≥ 0 and there exist ω > 0 and
ω′ > 0 such that :

εω � 0, ω′ � +∞,
x(ετ) � x̃(τ) for 0 ≤ τ ≤ ω,
x(t) � ξ(ȳ(t)) for t ∈ [εω, ω′]
y(t) � ȳ(t) for t ∈ [0, ω′],
dis(y(t),M) � 0 for t ≥ ω′,
dis(x(t), ξ(M)) � 0 for t ≥ ω′.

(23)

4. In nonstandard analysis, the prefix s (s-properties) permits to distinguish between a standard
notion and the corresponding nonstandard one. See for instance [3].
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Proof of Theorem 2.3 Let F be the formula : “any solution (x(t), y(t)) of (1) is
defined for all t ≥ 0 and there exist ω > 0 and ω ′ > 0 such that (10)” and respectively by
u0 and u the variables (Ω0, f0, g0, α0, β0) and (Ω, f, g, α, β) of T . We also design by F ′

the formula “any solution (x(t), y(t)) of (1) is defined for all t ≥ 0 and there exist ω > 0
and ω′ > 0 such that (23)”. On the other hand, to say that “ε is infinitesimal” is the same
as to say that “∀st ε∗, ε < ε∗”, to say that “u is a perturbation of u0” is the same as to say
that “u is in any standard neighborhoodV of u0”. Finally, the formula F ′ is equivalent to
the formula ∀stη F . Theorem 4.10 is formalized by

∀ε ∀u (∀stε∗ ∀stV K ⇒ ∀stη F ), (24)

where K designates the formula ε < ε∗ & u ∈ V . Here, u0 is a standard parameter, u
ranges over T , while ε and ε∗ range over the positive real numbers and V ranges over the
neighborhoods of u0. Using the first reduction formula of (19), (24) is equivalent to

∀η ∃finε∗′ ∃finV ′ ∀ε ∀u (∀ε∗ ∈ ε∗′ ∀V ∈ V ′ K ⇒ F ).

The sets ε∗′ and V ′ being finite, there exist ε∗ and V such that ε∗ = min ε∗′ and V =
∩

V∈V′
V . The last formula becomes equivalent to

∀η ∃ε∗ ∃V ∀ε ∀u (K ⇒ F ).

Hence, the statement of Theorem 2.3 holds for any standard u 0. By transfer, it holds for
any u0 in T .

Theorem 4.11 Let (Ω0, f0, g0, α0, β0) ∈ T be standard. Let hypotheses P1 to P5 be
satisfied. Let M be a standard closed subset in G̊ which is positively invariant for the
slow equation (11). Suppose that M is asymptotically stable for (11) with β 0 in its basin
of attraction. Let x̃(τ) and ȳ(t) be the respective solutions of the boundary layer equation
(4) and of the reduced problem (5). Let ε > 0 be infinitesimal and (Ω, f, g, α, β) ∈ T be
a perturbation of (Ω0, f0, g0, α0, β0). Then any solution (x(t), y(t)) of (1) is defined for
all t ≥ 0 and there exist ω > 0 and ω ′ > 0 such that :

εω � 0, ω′ � +∞,
x(ετ) � x̃(τ) for 0 ≤ τ ≤ ω,
y(t) � ȳ(t) for t ∈ [0, ω′],
dis(x(t), Γȳ(t)) � 0 for t ∈ [εω, ω′],
dis(y(t),M) � 0 for t ≥ ω′,
dis(x(t), Γy(t)) � 0 for t ≥ ω′.

(25)

According to of section 4.4, the external statements of Theorems 3.2 and 3.3 are stated
as follows :

Theorem 4.12 Let f0 : Ω0 → R
n and g0 : Ω0 → R

m be standard continuous functions
defined on an open subset Ω0 of R

n+m and satisfying hypotheses T 1 to T 5. Let M be
a standard closed subset in Y̊ which is positively invariant for the slow equation (9).
Suppose that M is asymptotically stable for (9). Then the subset ξ(M) ×M of the slow
manifold is s-AS for the system (18) for all ε > 0 infinitesimal.
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Theorem 4.13 Let f0 : Ω0 → R
n and g0 : Ω0 → R

m be standard continuous functions
defined on an open subset Ω0 of R

n+m and satisfying hypotheses P1 to P5. Let M be
a standard closed subset in G̊ which is positively invariant for the slow equation (11).
Suppose that M is asymptotically stable for (11). Then the subset ∪

y∈M
(Γy × {y}) of Ω0

is s-AS for the system (18) for all ε > 0 infinitesimal.

To prove the internal theorems is by this way equivalent than to prove their external
formulations. However, we rather prove two results that contain those of the two last
theorems. Let us introduce the set

U = {(Ω, f, g) : Ω open subset of R
n+m,

f : Ω → R
n, g : Ω → R

m continuous}

for which we define the notion of perturbation of a standard element (Ω 0, f0, g0) analo-
gously as in Definition 4.6. Consider the slow and fast system

εẋ = f(x, y),
ẏ = g(x, y), (26)

corresponding to an element (Ω, f, g) of U .

Theorem 4.14 Let (Ω0, f0, g0) be a standard element of U satisfying hypotheses T 1 to
T 5. Suppose that the slow equation (9) has in Y̊ a closed standard positively invariant
subset M which is asymptotically stable. Then, the subset ξ(M) ×M of the slow man-
ifold is s-AS for the system (26) for all perturbation (Ω, f, g) ∈ U of (Ω0, f0, g0) and for
all ε > 0 infinitesimal.

Theorem 4.15 Let (Ω0, f0, g0) be a standard element of U satisfying hypotheses P1 to
P5. Suppose that the slow equation (11) has in G̊ a closed standard positively invariant
subset M which is asymptotically stable. Then, the subset ∪

y∈M
(Γy × {y}) of Ω0 is s-AS

for the system (26) for all perturbation (Ω, f, g) ∈ U of (Ω0, f0, g0) and for all ε > 0
infinitesimal.

4.6. Some required theorems and lemmas

Lobry, Sari and Touhami [13] extended Tykhonov’s Theorem on compact time interval
to systems belonging to a small neighborhood of the unperturbed problem as follows :

Theorem 4.16 [13] Let (Ω0, f0, g0, α0, β0) ∈ T be standard and ξ : Y → R
n a contin-

uous standard function. Let hypotheses T 1 to T 5 be satisfied. Let x̃(τ) and ȳ(t) be the
respective solutions of the boundary layer equation (4) and of the reduced problem (3).
Let T be a standard real number in the positive interval of definition of ȳ(t). Let ε > 0 be
infinitesimal and (Ω, f, g, α, β) ∈ T be a perturbation of (Ω0, f0, g0, α0, β0). Then, any
solution (x(t), y(t)) of the problem (1) is defined at least on [0, T ] and there exists a real
number ω > 0 (independent of T ) such that :

εω � 0,
x(ετ) � x̃(τ) for 0 ≤ τ ≤ ω,
x(t) � ξ(ȳ(t)) for εω ≤ t ≤ T,
y(t) � ȳ(t) for 0 ≤ t ≤ T.
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In [20], Sari and Yadi gave the following topological formulation of Pontryagin’s The-
orem on finite interval of time :

Theorem 4.17 Let (Ω0, f0, g0, α0, β0) ∈ T be standard. Let hypotheses P1 to P4 be
satisfied. Let x̃(τ) and ȳ(t) be the respective solutions of the boundary layer equation (4)
and of the reduced problem (5). Let L be a standard real number in the positive interval
of definition of ȳ(t). Let ε > 0 be infinitesimal and (Ω, f, g, α, β) ∈ T be a perturbation
of (Ω0, f0, g0, α0, β0). Then, any solution (x(t), y(t)) of the problem (1) is defined at
least on [0, L] and there exists a real number ω > 0 (independent of L) such that :

εω � 0,
x(ετ) � x̃(τ) for 0 ≤ τ ≤ ω,
y(t) � ȳ(t) for 0 ≤ t ≤ L,
x(t) � Γȳ(t) for εω ≤ t ≤ L.

The proof of Theorem 4.10 needs two facts established in [13]. The first is a lemma
which states that a trajectory of the original problem (1) which comes infinitely close to
the slow manifold remains infinitely close to it as long as the y-component is not close
to the boundary of the compact subset Y . The second lemma says that the y-component
of a solution of (1) that is infinitely close to the slow manifold is infinitely close to the
solution ȳ(t) of the slow equation (9).

Lemma 4.18 ([13] Lemma 9, page 17) Let hypotheses T 1, T 2 and T 3 be satisfied. Let
(x(t), y(t)) be a solution of (1) such that y(t) is nearstandard in Y̊ for all t in [t0, t1] and
x (t0) � ξ (y (t0)), then x (t) � ξ (y (t)) for all t in [t0, t1].

Lemma 4.19 ([13] Lemma 10, page 18) Let hypothesis T 4 be satisfied. Let y 0 be stan-
dard in Y̊ . Let (x(t), y(t)) be a solution of (1) such that x (t) � ξ (y (t)) for all t in [t0, t1]
and y(t0) � y0. Let ȳ(t) be the solution of the slow equation (9) with initial condition y 0

which is assumed to be defined on the standard interval [0, T ]. Then y(t 0 + s) � ȳ(s) for
all s ≤ T such that t0 + s ≤ t1.

The proof of Theorem 4.11 needs two facts established in [20]. The first is a lemma
which states that a trajectory of the original problem (1) which comes infinitely close to
the manifold generated by the cycles of the fast equation remains infinitely close to it
as long as the y-component is not close to the boundary of the compact subset G. The
second lemma says that the y-component of a solution of (1) that is infinitely close to this
manifold is infinitely close to the solution ȳ(t) of the averaged system (11).

Lemma 4.20 ([20] Lemma 4.4, page 9) Let hypotheses P1 and P2 be satisfied. Let

(x(t), y(t)) be a solution of (1) such that y(t) is nearstandard in
◦
G for t ∈ [t0, t1] and

x(t0) � Γy(t0). Then x(t) � Γy(t) for all t in [t0,t1].

Lemma 4.21 ([20] Lemma 4.5, page 10) Let hypotheses P1 to P5 be satisfied. Let (x(t), y(t))

be a solution of (1) such that y(t0) is nearstandard in
◦
G. Let y0 be standard in

◦
G such

that y(t0) � y0 and ȳ(t) the solution of (11) with initial condition y0 and defined on the
standard interval [0, L]. Let t1 ≥ t0 such that t1 ≤ t0+L and x(t) � Γy(t) for t ∈ [t0,t1].
Then y(t0 + s) � ȳ(s) for all 0 ≤ s ≤ L such that t0 + s ≤ t1.
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5. Proof of the main results

5.1. Proof of Theorem 4.10

Let (x(t), y(t)) be a solution of the problem (1). By assumptions T 1 to T 5 Theo-
rem 4.16 asserts that there exists a real number ω > 0 such that :

εω � 0,
x(ετ) � x̃(τ) for 0 ≤ τ ≤ ω,
x(t) � ξ(ȳ(t)) for εω ≤ t ≤ T,
y(t) � ȳ(t) for 0 ≤ t ≤ T,

(27)

where T is a standard real number in the positive interval of definition of the unique solu-
tion ȳ(t) of the reduced problem (3). The real number β 0 being in the basin of attraction
of the subset M, the solution ȳ(t) is defined for t ≥ 0 and satisfies dis(ȳ(t),M) � 0
for t � +∞. Hence, the approximations (27) hold for any limited real number T > 0.
By Robinson’s Lemma, the two last approximations of (27) remain true until a positive
unlimited real number ω ′. This proves the four first approximations of (23). One has
y(ω′) � ȳ(ω′) � M and x(ω′) � ξ(ȳ(ω′)) � ξ(M) by continuity of the standard func-
tion ξ. Now, consider the solution starting at the point (x(ω ′), y(ω′)). Let y0(ω′) be the
standard part of y(ω ′). It is obvious that y0(ω′) ∈ M. Since M is positively invariant,
the positive trajectory of the maximal solution of the slow equation with initial condition
y0(ω′) lies in M. We can apply again Theorem 4.16 to obtain

y(ω′ + k) � M, (28)

x(ω′ + k) � ξ(M) for all limited k ≥ 0.

Suppose that there exists s ≥ ω ′ such that y(s) �� M, that is there exists a standard
positive real number μ such that dis(y(s),M) = μ. One can chose s in manner to have
the set A = {y ∈ R

m : dis(y,M) ≤ μ} included in the basin of attraction of M. Let
m be the smallest value of s which exists by compactness of the boundary of A. Thus,
dis(y(m),M) = μ. The component y(t) is then nearstandard in Y̊ for all t in [ω′, m]
and x(ω′) � ξ(y(ω′)). By Lemma 4.18, x(t) � ξ(y(t)) for all t in [ω ′, m]. On the other
hand, the time k0 := m−ω′ needed to go from (x(ω ′), y(ω′)) to (x(m), y(m)) is positive
unlimited. Indeed, if k0 was limited, by (28) one should have y(ω ′ + k0) � M, that is
y(m) � M which contradicts the fact that dis(y(m),M) = μ. Now, the solution starting
from (x(m), y(m)) satisfies y(m + k) ∈ A for all k in [−k0, 0]. Let ȳ(k) the solution of
the slow equation (9) with initial condition ȳ(0) = y0(m), where y0(m) is the standard
part of y(m). Lemma 4.19 ensures that y(m+k) � ȳ(k) for all limited k ≤ 0. According
to Robinson’s lemma, there exists k1 < 0 unlimited such that y(m + k1) � ȳ(k1). One
can chose k1 such that −k0 ≤ k1. Hence, ȳ(k1) is in A, thus in the basin of attraction of
M, and, according to Lemma 4.3, the asymptotic stability of M gives ȳ(k 1+k) � M for
all k > 0 unlimited. In particular, for k = −k1, one has ȳ(0) � M. But ȳ(0) = y0(m)
and y0(m) � y(m), thus y(m) � M. This is a contradiction with the definition of m.
Finally, (28) is satisfied for all k ≥ 0 which proves the two last approximations of (23).
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5.2. Proof of Theorem 4.11

Let (x(t), y(t)) be a solution of the problem (1). By assumptions P1 to P5, Theo-
rem 4.17 asserts that there exists a real number ω > 0 such that :

εω � 0,
x(ετ) � x̃(τ) for 0 ≤ τ ≤ ω,
y(t) � ȳ(t) for 0 ≤ t ≤ L,
x(t) � Γȳ(t) for εω ≤ t ≤ L,

(29)

for all limited L > 0. The number β0 being in the basin of attraction of the subset M,
the solution ȳ(t) is defined for t ≥ 0 and satisfies dis(ȳ(t),M) � 0 for t � +∞. Hence,
the approximations (29) hold for any limited real number L > 0. By Robinson’s Lemma,
the two last approximations of (29) remain true until a positive unlimited real number ω ′.
This proves the four first approximations of (25). One has y(ω ′) � ȳ(ω′) � M and
x(ω′) � Γȳ(ω′) � Γy(ω′) by the continuous dependence of the orbits Γy with respect

to y. As in the preceding proof, the fact that M ⊂
◦
G is positively invariant and the

application of Theorem 4.17 to the solution starting at the point (x(ω ′), y((ω′)) lead to
the approximations

y(ω′ + k) � M, (30)

x(ω′ + k) � Γy(ω′+k) for all limited k ≥ 0.

Suppose that there exists s ≥ ω ′ such that y(s) �� M, that is there exists a standard
positive real number μ such that dis(y(s),M) = μ. One can chose s in manner to have
the set A = {y ∈ R

m : dis(y,M) ≤ μ} included in the basin of attraction of M. Let
m be the smallest value of s which exists by compactness of the boundary of A. Thus,

dis(y(m),M) = μ. The component y(t) is then nearstandard in
◦
G for all t in [ω′, m] and

x(ω′) � Γy(ω′). By Lemma 4.20, x(t) � Γy(t) for all t in [ω′, m]. Here again, the time
k0 := m − ω′ needed to go from (x(ω ′), y(ω′)) to (x(m), y(m)) is positive unlimited.
Now, the solution starting from (x(m), y(m)) satisfies y(m+k) ∈ A for all k in [−k0, 0].
Let ȳ(k) the solution of the slow equation (11) with initial condition ȳ(0) = y 0(m), where
y0(m) is the standard part of y(m). Lemma 4.21 ensures that y(m + k) � ȳ(k) for all
limited k ≤ 0. According to Robinson’s lemma, there exists k1 < 0 unlimited such that
y(m + k1) � ȳ(k1). One can chose k1 such that −k0 ≤ k1. Hence, ȳ(k1) is in A, thus
in the basin of attraction of M, and, according to Lemma 4.3, the asymptotic stability
of M gives ȳ(k1 + k) � M for all k > 0 unlimited. In particular, for k = −k1, one
has ȳ(0) � M. But ȳ(0) = y0(m) and y0(m) � y(m), thus y(m) � M. This is a
contradiction with the definition of m. Finally, (30) is satisfied for all k ≥ 0 which proves
the two last approximations of (25).

5.3. Proofs of Theorems 4.14 and 4.15

Let a > 0 be the uniform bound deduced from Remark ??. Let b > 0 be a standard
real number such that the compact neighborhood {y ∈ R

m : dis(y,M) ≤ b} of M is in
the basin of attraction of M. Then consider the compact neighborhood of ξ(M)×M on
the slow manifold defined by

K ={(x, y) ∈ Ω0 : ||x − ξ(y)|| ≤ a/2, dis(y,M) ≤ b}.
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Let (Ω, f, g) be a perturbation of (Ω0, f0, g0) and ε > 0 infinitesimal. Since Ω contains
all the nearstandard points in Ω0, we have K ⊂Ω. Let (α, β) be an arbitrarily point of
K. We want to show that any solution (x(t), y(t)) of (26) is defined for all t ≥ 0 and
satisfies (x(t), y(t)) � ξ(M) × M for all t � +∞. Let (α0, β0) be standard such
that (α, β) � (α0, β0). By compactness, we have (α0, β0) ∈ K. Theorem 4.10 and the
construction of K imply that for all ε � 0, any solution (x(t), y(t)) of (26) is defined for
all t ≥ 0 and there exists ω′ � +∞ such that

y(t) � ȳ(t) for 0 ≤ t ≤ ω′,
x(t) � ξ(ȳ(t)) for 0 < t ≤ ω′,
dis(y(t),M) � 0 for t ≥ ω′,
dis(x(t), ξ(M)) � 0 for t ≥ ω′,

(31)

where ȳ(t) is the solution of the reduced problem (5). Hence, for t ≥ ω ′, we already have
(x(t), y(t)) � ξ(M) × M. On the other hand, since dis(β0,M) < b, the asymptotic
stability of M implies that dis(ȳ(t),M) � 0 for all t � +∞. In particular, this is
true for all unlimited 0 < t ≤ ω ′. According to the first and second approximations
of (31), dis(y(t),M) � dis(ȳ(t),M) � 0 and dis(x(t), ξ(M)) � 0 for all unlimited
0 < t ≤ ω′. Theorem 4.14 is proved, knowing that (Ω, f, g) was an arbitrary perturbation
of (Ω0, f0, g0).

The proof of Theorem 4.15 can be done in the same way as above. It suffices to
consider the compact neighborhood

K ={(x, y) ∈ Ω0 : dis(x, Γy) ≤ a, dis(y,M) ≤ b}

of the set ∪
y∈M

(Γy ×{y}) where a is given by Remark ?? and b is a standard real number

such that the set {y ∈ R
m : dis(y,M) ≤ b} is in the basin of M. For any (α, β) ∈ K,

Theorem 4.11 leads to the result.

5.4. Proofs of Theorems 4.12 and 4.13

These Theorems are obviously particular cases of Theorems 4.14 and 4.15 where
(Ω0, f0, g0) is not perturbed. Note that the proof of Theorems 4.14 and 4.15 show how
stability results are deduced from the same assumptions as those of Theorems 4.10 and
4.11.
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