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Abstract. We discover some important properties of cover-free (CF)
codes, separating system (SS) codes and completely separating system
(CSS) codes connected with the concept of constant weight CF codes.
New upper and lower bounds on the rate of CF and SS codes based on the
known results for CF and CSS codes are obtained. Tables of numerical
values for the improved upper and lower bounds are presented.
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1 Notations, Definitions and Results

Let N , t, s and L be integers, 1 6 s < t, 1 6 L 6 t− s, the symbol , denotes
equality by definition, |A| – cardinality of the set A, and [N ] , {1, 2, . . . , N} – the
set of integers from 1 to N . The standard symbol bac (dae) will be used to denote
the largest (least) integer 6 a (> a). Introduce a binary matrix X , ‖xi(j)‖,
xi(j) = 0, 1 with t columns (codewords) x (j) , (x1(j), . . . , xN (j)), j ∈ [t], and N
rows x i , (xi(1), . . . , xi(t)), i ∈ [N ]. Any such matrix is called a binary code X of

length N and size t. The number of ones in column x (j), i.e., |x (j)| ,
N∑
i=1

xi(j),

is called the weight of x (j), j ∈ [t]. Let Q, 0 < Q < 1, be a fixed parameter.
A code X of length N and size t is said to be the constant weight code of the
relative weight Q if the weight |x (j)| , dQNe for any j ∈ [t].

1.1 Cover-Free and Separating Codes

Let s > 1 and ` > 1 be positive integers such that s + ` 6 t.
Definition 1. [1],[7]. A code X is called a cover-free (CF) (s, `)-code, if for

any two disjoint sets S, L ⊂ [t], |S| = s, |L| = `, S ∩ L = ∅, there exists a row
x i, i ∈ [N ], such that

xi(j) = 0 for any j ∈ S, and xi(k) = 1 for any k ∈ L.

Taking into account the obvious symmetry over the parameters s and `, we
denote by tcf (N, s, `) = tcf (N, `, s) the maximal size of CF (s, `)-codes of length



N , and by Ncf (t, s, `) = Ncf (t, `, s), the minimal length of CF (s, `)-codes of
size t. Introduce the rate of CF (s, `)-codes:

Rcf (s, `) = Rcf (`, s) , lim
N→∞

log2 tcf (N, s, `)

N
= lim

t→∞

log2 t

Ncf (t, s, `)
.

The best presently known upper and lower bounds on the rate Rcf (s, `) of
CF (s, `)-codes were established in [11, 12]. If ` > 1 is fixed and s → ∞, then
these bounds have the following asymptotic form:

(` + 1)`+1

e`+1

log2 s

s`+1
(1 + o(1)) 6 Rcf (s, `) 6

(` + 1)`+1

2e`−1
log2 s

s`+1
(1 + o(1)), (1)

where e is the base of the natural logarithm.
Definition 2. [2]. A code X is called a separating system (s, `)-code or,

briefly, SS (s, `)-code, if for any two disjoint sets S, L ⊂ [t], |S| = s, |L| = `,
S ∩ L = ∅, there exists a row x i, i ∈ [N ], such that

xi(j) = 0 for any j ∈ S, and xi(k) = 1 for any k ∈ L,

or

xi(j) = 1 for any j ∈ S, and xi(k) = 0 for any k ∈ L.

Taking into account the evident symmetry over the parameters s and `, denote by
tss(N, s, `) = tss(N, `, s) the maximum possible size of SS (s, `)-codes of length
N , and denote by Nss(t, s, `) = Nss(t, `, s) the minimum possible length of SS
(s, `)-code of size t. Introduce the rate of SS (s, `)-codes:

Rss(s, `) = Rss(`, s) , lim
N→∞

log2 tss(N, s, `)

N
= lim

t→∞

log2 t

Nss(t, s, `)
. (2)

Definition 3. [3]. Code X is called a completely separating system (s, `)-
code or, briefly, CSS (s, `)-code, if for any two disjoint sets S, L ⊂ [t], |S| = s,
|L| = `, S ∩ L = ∅, there exist two rows x i, x j , i, j ∈ [N ], such that

xi(m) = 0 for any m ∈ S, and xi(k) = 1 for any k ∈ L,

and

xj(m) = 1 for any m ∈ S, and xj(k) = 0 for any k ∈ L.

Given the symmetry over s and `, denote by tcss(N, s, `) = tcss(N, `, s) the
maximum size of CSS (s, `)-codes of length N , and by Ncss(t, s, `) = Ncss(t, `, s),
the minimum length of CSS (s, `) codes of size t. Introduce the rate of CSS (s, `)-
codes:

Rcss(s, `) = Rcss(`, s) , lim
N→∞

log2 tcss(N, s, `)

N
= lim

t→∞

log2 t

Ncss(t, s, `)
. (3)



Bounds on the rates (2)-(3) along with constructions of SS (s, `)-codes and
CSS (s, `)-codes have been investigated in many papers. See, overviews [4, 5].
Note the evident

Proposition 1. [4, 5]. (Monotonicity properties). For any s > 1 and ` > 1,
the rate Rcf (s, s) = Rcss(s, s) and the inequalities

Rss(s, l)/2 6 Rcss(s, l) 6 Rcf (s, l) 6 Rss(s, l) (4)

hold.
In Definitions 1-3, we follow the notations used in the survey [5]. The aim of

our paper is presented in the Abstract.

1.2 Applications of Separating Codes

A separating code is very natural combinatorial object. It has applications in
such fields as automata synthesis, technical diagnosis and the construction of
hash functions.

We briefly describe the application of separating codes in digital fingerprint-
ing (see [15],[16]). Vendor marks each copy of digital object with an unique key.
Coalition of dishonest users can compare their copies and find bits, where the
copies differs. These bits must be a part of fingerprint. By changing these bits
they are able to create a pirate copy. Using separating (s, 1)-codes, which are
also known as frameproof codes, as a keys, we can guarantee that a coalition of
at most s users cannot produce a valid key.

1.3 Constant Weight CF (s, `)-codes

Denote by tQcf (N, s, `) = t1−Qcf (N, `, s) the maximum possible size of con-
stant weight CF (s, `)-codes of length N and the relative weight Q. Denote

by NQ
cf (t, s, `) = N1−Q

cf (t, `, s) the minimum possible length of constant weight
CF (s, `)-codes of size t and the relative weight Q. Introduce the concept of
Q-rate of CF (s, `)-codes:

RQ
cf (s, `) = RQ

cf (`, s) , lim
N→∞

log2 t
Q
cf (N, s, `)

N
= lim

t→∞

log2 t

NQ
cf (t, s, `)

. (5)

Proposition 2. The Q-rate of CF (s, `)-codes RQ
cf (s, `) and the rate Rcf (s, `)

of CF (s, `)-codes satisfy the inequalities:

RQ
cf (s + 1, `) ≤ (1−Q) ·Rcf (s, `), RQ

cf (s, ` + 1) ≤ Q ·Rcf (s, `). (6)

Proof. Consider an arbitrary constant weight CF (s+1, `)-code X of length
N , size t and the relative weight Q. Fix an arbitrary column x (j). Delete the
column x (j) and all dQNe rows having ones in x (j). It’s easy to see that the
obtained code X ′ is a CF (s, `)-code of size t− 1 and length 6 (1−Q)N . This
yields

NQ
cf (t, s + 1, `) · (1−Q) > Ncf (t− 1, s, `).



Therefore, the rate definitions (2) and (5) lead to the first inequality in (6). The
second inequality in (6) is established in the similar way. �

Proposition 3. The rate of SS (s, `)-codes Rss(s, `) and the 1/2-rate of

CF (s, `)-codes R
1/2
cf (s, `) satisfy the inequality

Rss(s, `) 6 2 ·R1/2
cf (s, `). (7)

Proof. Consider an arbitrary SS (s, `)-code X of size t and length N . Con-
struct the code X ′ = (x ′(1),x ′(2), . . . ,x ′(t)) of size t and length 2N as follows:
x ′(i) = x (i)&x (i), i ∈ [t], where the symbol & denotes the concatenation of two
vectors, and x (i) , (x1(i), x2(i), . . . , xN (i)) denotes the opposite vector to x (i).
One can easily see that the code X ′ is a constant weight CF (s, `)-code of the
relative weight 1/2. Hence, the rate definitions (2) and (5) lead to (7). �

Our new upper bounds on the rate of SS (s, `)-codes are obtained with the
help of the known upper bounds on the rate Rcf (s, `) of CF (s, `)-codes and the
following

Theorem 1. The rate Rss(s, `) of SS (s, `)-codes and the rate Rcf (s, `) of
CF (s, `)-codes satisfy inequalities

Rcf (s, `) 6 Rss(s, `) 6 Rcf (s− 1, `), ` > 1, s > 2,

Rcf (s, `) 6 Rss(s, `) 6 Rcf (s, `− 1), ` > 2, s > 1. (8)

Proof. The left-hand side inequalities in (8) follow immediately from (4).
To prove the right-hand side inequalities in (8), we consequently apply (7) and
(6) for Q = 1/2. �

In particular, Theorem 1 implies that the rate Rss(s, `) of SS (s, `)-codes and
the rate Rcf (s, `) of CF (s, `)-codes satisfy the same asymptotic inequalities (1).

1.4 Recurrent Inequalities

The best known upper bounds [7]-[9] on the rate Rcf (s, `) of CF (s, `)-codes
are based on the recurrent inequality [6]:

Rcf (s, `) 6 Rcf (s− u, `− v) · uuvv

(u + v)u+v
, 1 6 u 6 s− 1, 1 6 v 6 `− 1, (9)

and its improvement [10]:

Rcf (s, `) 6
Rcf (s− u, `− v)

Rcf (s− u, `− v) + (u+v)u+v

uuvv

, 1 6 u 6 s−1, 1 6 v 6 `−1. (10)

The similar joint recurrent inequalities for the rates Rcf (s, `), Rss(s, `) and
Rcss(s, `) are formulated below in the form of Theorem 2 which will be estab-
lished in Sect. 2.

Theorem 2. 1) For any u ∈ [s− 1], v ∈ [`− 1], u 6= v,

Rss(s, `) 6 Rss(s− u, `− v) · max
06z61

{zu(1− z)v + (1− z)uzv}. (11)



2) For any v ∈ [`− 1],

Rss(s, `) 6 Rcss(s− v, `− v)
1

22v−1
. (12)

3) For any v ∈ [`− 1] and u = v + s− `,

Rss(s, `) 6 Rcss(s− u, `− v) · max
06z61

{zu(1− z)v + (1− z)uzv}. (13)

4) For any i ∈ [s− 1],

Rss(s, s) 6
Rcf (i, i)

22s−2i−1
. (14)

5) For any v ∈ [`− 1],

Rcf (s, `) 6 Rcss(s− v, `− v)
1

22v
. (15)

6) For any v ∈ [`− 1] and u = v + s− `,

Rcf (s, `) 6 Rcss(s− u, `− v) · uuvv

(u + v)u+v
(16)

Note that the monotonicity inequality (4) and (16) imply a possibility to
improve the recurrent inequalities (9)-(10). In Sect. 1.5, we present detailed
Tables of new upper bounds on the rates Rcf (s, `), Rss(s, `) and Rcss(s, `) which
follow from Theorems 1-2.

1.5 Tables of Upper Bounds

In Table 1, we present the best known upper bounds [5] on the rate of CSS
(s, `)-codes. We use these values to improve upper bounds on the rates of CF
(s, `)-codes and SS (s, `)-codes with the help of Theorem 2.

Table 1. Upper Bounds for Completely Separating System (s, `)-Codes

s | ` 1 2 3 4 5 6

1 1 0.322 0.199 0.14 0.106 0.083
2 0.322 0.161 0.0662784 0.0429588 0.0286 0.0203
3 0.199 0.0662784 0.0353515 0.0153287 0.0101062 0.00669
4 0.14 0.0429588 0.0153287 0.00836963 0.00370404 0.00245936
5 0.106 0.0286 0.0101062 0.00370404 0.00204224 0.000911804
6 0.083 0.0203 0.00669 0.00245936 0.000911804 0.000504899

In Table 2, upper bounds on the rate of CF (s, `)-codes are given.
In Table 3, we provide new upper bounds for SS (s, `)-code.



Table 2. Upper Bounds for Cover-Free (s, `)-Codes

s | ` 1 2 3 4 5 6

1 1 0.3221 0.1991 0.141 0.1061 0.0831

2 0.3221 0.1611 0.07442 0.04552 0.02862 0.02032

3 0.1991 0.07442 0.0353523 0.0165704 0.0107404 0.0066902

4 0.141 0.04552 0.0165704 0.0083703 0.0038324 0.0025274

5 0.1061 0.02862 0.0107404 0.0038324 0.0020423 0.0009264

6 0.0831 0.02032 0.006692 0.0025274 0.0009264 0.0005053

1 See [7]. 2 See [10]. 3 See [5]. 4 Statement 5 of Theorem 2.

Table 3. Upper Bounds for Separating Systems (s, `)-Codes

s | ` 1 2 3 4 5 6

1 1 0.53 0.3221 0.1991 0.141 0.1061

2 0.53 0.2834773 0.1202093 0.07441 0.04551 0.02861

3 0.3221 0.1202093 0.06627843 0.0295113 0.01831 0.01091

4 0.1991 0.07441 0.0295113 0.01630423 0.007288953 0.004418942

5 0.141 0.04551 0.01831 0.007288953 0.004037933 0.001810493

6 0.1061 0.02861 0.01091 0.004418942 0.001810493 0.001004593

1 Theorem 1. 2 Statement 3 of Theorem 2. 3 See [5].

Let us demonstrate how these values have been obtained. Consider, for in-
stance, upper bound for SS (4, 6)-code. Applying Statement 3 of Theorem 2 with
v = 3 and u = 1, we obtain the following inequality

Rss(4, 6) 6 Rcss(3, 3) max
06z61

{z(1− z)3 + (1− z)z3}.

The maximum value 1
8 of z(1− z)3 + (1− z)z3 is attained at z = 1

2 . Hence, the
rate

Rss(4, 6) 6
Rcss(3, 3)

8
6

0.0353515

8
≈ 0.00441894.

It is clear that this bound is better than the previous one 0.00485634, computed
by Theorem 5 in [5].

1.6 Tables of Lower Bounds

In Table 4, we remind the best known lower bounds on the rate of CF (s, `)-
codes [11, 12].

With the help of these values and the inequality (4) we improve lower
bounds for SS (s, `)-codes, which are presented in Table 5.



Table 4. Lower Bounds for Cover-Free (s, `)-codes

s | ` 1 2 3 4 5 6

1 1 0.182 0.082 0.0566 0.042 0.0325
2 0.182 0.0584 0.031 0.0185 0.012 0.00825
3 0.082 0.031 0.00978 0.00553 0.00336 0.00215
4 0.0566 0.0185 0.00553 0.00192 0.0011 0.000671
5 0.042 0.012 0.00336 0.0011 0.000404 0.000234
6 0.0325 0.00825 0.00215 0.000671 0.000234 0.000088

Table 5. Lower Bounds for Separating Systems (s, `)-codes

s | ` 1 2 3 4 5 6

1 1 0.20753 0.0821 0.05661 0.0421 0.03251

2 0.20753 0.06422 0.0311 0.01851 0.0121 0.008251

3 0.0821 0.0311 0.009781 0.005531 0.003361 0.002151

4 0.05661 0.01851 0.005531 0.001921 0.00111 0.0006711

5 0.0421 0.0121 0.003361 0.00111 0.0004041 0.0002341

6 0.03251 0.008251 0.002151 0.0006711 0.0002341 0.0000881

1 See Theorem 1 and [12, 11]. 2 See [13]. 3 See [4, 14].

2 Proof of Theorem 2

Denote by Pu(t) all u-subsets t-set, i.e. Pu(t) , {P ⊂ [t] : |P | = u}. Without
loss of generality we suppose that s > `.

Proof of Statement 1. Let U ⊂ [t], |U| = u, and V ⊂ [t], |V| = v,
U ∩V = ∅ be two disjoint subsets of t-set with cardinalities u and v respectively.
Denote by X an arbitrary binary code of size t and length N . Define the set of
rows Du,v(U ,V, X) ⊂ [N ], 0 6 |Du,v(U ,V, X)| 6 N , as the set of rows x i of the
code X such that one of the conditions

xi(j) = 0 for any j ∈ U and xi(k) = 1 for any k ∈ V,

xi(j) = 1 for any j ∈ U and xi(k) = 0 for any k ∈ V
holds. Define the average number and the maximum

Du,v(X) ,
∑

U∈Pu(t),V∈Pv(t),
U∩V=∅

|Du,v(U ,V, X)|(
t

u+v

)
·
(
u+v
u

) , Du,v(t,N) = max
X

Du,v(X),

where the maximum is taken over all codes X of length N and size t.
Lemma 1. The number Du,v(t,N) satisfies the asymptotic inequality

lim
t→∞

Du,v(t,N)

N
6 max

06z61
{zu(1− z)v + (1− z)uzv}. (17)



Proof of Lemma 1. Let K ⊂ [t], |K| = u+v and i ∈ N . Denote by x i(K)
the 1×(u+v) submatrix of X composed of elements of the i-th row and columns
from the set K. Define

I(X,K, i) ,

{
1 if xi(K) contains either u zeroes or v zeroes,

0 otherwise.

Denote by Mu,v(X) the number of all possible 1× (u+v) submatrices of X with
either u zeroes and v ones or v zeroes and u ones, i.e.

Mu,v(X) ,
∑

i∈N,K∈Pu+v(t)

I(X,K, i).

Let ai (t − ai ) be equal to the number of zeroes (ones) in the i-th row of the
code X. Then

Mu,v(X) =

N∑
i=1

(
ai
u

)
·
(
t− ai
v

)
+

N∑
i=1

(
ai
v

)
·
(
t− ai
u

)
.

On the other hand

Mu,v(X) = Du,v(X) ·
(

t

u + v

)(
u + v

u

)
.

These two equations lead to(
t

u + v

)(
u + v

u

)
·Du,v(X) 6 N ·max

a∈[t]

{(
a

u

)
·
(
t− a

v

)
+

(
a

v

)
·
(
t− a

u

)}
.

If t→∞, then the passage to the limit yields (17). Lemma 1 is proved. �
To complete the proof of Statement 1 we need
Lemma 2. For any u ∈ [s− 1] and v ∈ [`− 1], the minimum length of SS

(s− u, `− v)-code of size t satisfies the inequality

Nss(t− (u + v), s− u, `− v) 6 Du,v(t,N). (18)

Proof of Lemma 2. Let X be an arbitrary SS (s, `)-code of size t and
length N . Consider two disjoint sets U ⊂ [t], |U| = u, V ⊂ [t], |V| = v,
U ∩ V = ∅, such that |Du,v(U ,V, X)| > Du,v(X). Obviously, we can find such
sets, since the number Du,v(X) is equal to the average value of |Du,v(U ,V, X)|
over all U and V by definition. Define the code X ′ of length |Du,v(U ,V, X)| and
size t−(u+v) as the subcode of X composed of rows Du,v(U ,V, X) and columns
[t] \ {U ∪ V}. Let us show that X ′ is an SS (s − u, ` − v)-code. Indeed, fix any
two sets U ′ ⊂ [t − (u + v)], |U ′| = s − u, and V ′ ⊂ [t − (u + v)], |V ′| = ` − v,
U ′ ∩ V ′ = ∅. Then find the columns in X corresponding to U ′ and V ′. Denote
these columns by Û ′ and V̂ ′ respectively. Note that these sets don’t intersect U
and V by construction of the code X ′. Hence, for the SS (s, `)-code X and sets



Û ′ ∪ U , |Û ′ ∪ U| = s, and V ∪ V̂ ′, |V ∪ V̂ ′| = `, there exists a row x i in X, such
that one of the conditions

xi(j) = 0 for any j ∈ Û ′ ∪ U , and xi(k) = 1 for any k ∈ V ∪ V̂ ′,

xi(j) = 1 for any j ∈ Û ′ ∪ U , and xi(k) = 0 for any k ∈ V ∪ V̂ ′

holds. Note that this row belongs to the set Du,v(U ,V, X). Therefore, the code
X ′ is an SS (s− u, `− v)-code. Lemma 2 is proved. �

For N , Nss(t, s, `), the inequality (18) of Lemma 2 can be written as:

Nss(t− (u + v), s− u, `− v)

Nss(t, s, `)
6

Du,v(t,N)

N
, N = Nss(t, s, `). (19)

If t→∞, then in virtue of (17), the passage to the limit in (19) yields

Rss(s, `)

Rss(s− u, `− v)
6 lim

t→∞

Nss(t− (u + v), s− u, `− v)

Nss(t, s, `)
6 lim

t→∞

Du,v(t,N)

N
6

6 max
06z61

{zu(1− z)v + (1− z)uzv}.

Statement 1 is proved completely. �

Proof of Statement 2. The proof of Statement 2 is similar to the proof
of Statement 1, but instead of Lemma 2 we need

Lemma 3. For any v ∈ [` − 1] length of CSS (s − v, ` − v)-code satisfies
the inequality Ncss(t− 2v, s− v, `− v) 6 Dv,v(t,N).

Proof of Lemma 3. Consider two sets U ⊂ [t], |U| = v, and V ⊂ [t],
|V| = v, U ∩ V = ∅, such that the inequality |Dv,v(U ,V, X)| > Dv,v(X) holds.
Consider the subcode of X composed of columns corresponding to sets U and
V . Without loss of generality, we assume that each row from Dv,v(U ,V, X) has
the following form

0 0 . . . 0 1 1 . . . 1.

Define the code X ′ of length |Dv,v(U ,V, X)| and size t− 2v as the subcode of X
composed of rows Dv,v(U ,V, X) and columns [t]\{U∪V}. Let us prove that X ′ is
an CSS (s−v, `−v)-code. Indeed, fix any two sets U ′ ⊂ [t−2v], |U ′| = s−v, and
V ′ ⊂ [t], |V ′| = `− v, U ′ ∩V ′ = ∅. Then find the columns in X corresponding to
U ′ and V ′. Denote them by Û ′ and V̂ ′ respectively. These two sets don’t intersect
U and V by construction of X ′. Hence for the SS (s, `)-code X and sets Û ′ ∪ U ,
|Û ′ ∪ U| = s, and V ∪ V̂ ′, |V ∪ V̂ ′| = `, there exists a row x i in X, such that

xi(j) = 0 for any j ∈ Û ′ ∪ U , and xi(k) = 1 for any k ∈ V ∪ V̂ ′.

For sets U ∪V̂ ′ and V∪Û ′ we also can find such row. Note that these rows belong
to Dv,v(U ,V, X). Therefore, the code X ′ is an CSS (s− v, `− v)-code.

Lemma 3 and Statement 2 are proved. �
Proof of Statement 3. Taking into account the equality s − u = l − v,

the proof of (13) is essentially the same as the proof of (12). �



Proof of Statements 4-6. If we apply the second claim (12) to the par-
ticular case v = s − i, then the recurrent inequality (14) immediately follows
from the evident property: max

06z61
{zv(1− z)v} = (1/2)2s−2i.

The recurrent inequalities (15)-(16) can be easily obtained with the help of
the same arguments that were used to establish the recurrent inequalities (12)-
(13).

Theorem 2 is proved completely. �
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