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Abstract

Interval state observers provide an estimate on the set of admissible values of the state vector at each instant of time. Ideally,
the size of the evaluated set is proportional to the model uncertainty, thus interval observers generate the state estimates with
estimation error bounds, similarly to Kalman filters, but in the deterministic framework. Main tools and techniques for design of
interval observers are reviewed in this tutorial for continuous-time, discrete-time and time-delayed systems.

I. INTRODUCTION AND MOTIVATION

The problem of state vector estimation is very challenging and can be encountered in many applications [1], [2], [3]. For
linear time-invariant models there are plenty solutions, among them the most popular are Luenberger observer and Kalman
filter for deterministic and stochastic settings, respectively. Among other popular solutions for estimations it is worth to mention
high-gain observers [4] or high order sliding mode observers/differentiators [5]. In nonlinear case, observer or controller design
is based on transformation of the system into a canonical form (frequently close to a linear canonical representation [1], [2],
[3]), since such a transformation may depend on uncertain parameters or may be unknown due to the model complexity, then
application of the transformation can be an obstruction in practice. See also a nice survey on application of different observers
for control and estimation of nonlinear systems [6]. That is why the class of Linear Parameter-Varying (LPV) systems became
very popular in applications: a wide class of nonlinear systems can be presented in the LPV form (in this case the system
equations are extended). A partial linearity of LPV models allows a rich spectrum of methods developed for linear systems to
be applied [7], [8], [9], [10].

Apart of model complexity, another difficulty for an estimator design consists in the model uncertainty (unknown parameters
or/and external disturbances). In the presence of uncertainty, design of a conventional estimator, converging to the ideal value of
the state, cannot be realized. Application of sliding-mode tools [11] or other disturbance cancellation approaches may resolve
this issue in some cases, however, in general, in the presence of uncertainty, the state estimation error is never approaching zero
(it can be bounded or asymptotically bounded, and different versions of practical stability are used for analysis). In this case
an interval estimation may still remain feasible: an observer can be constructed that, using input-output information, evaluates
the set of admissible values (interval) for the state at each instant of time. The interval length has to be minimized by tuning
the observer parameters, and it is proportional to the size of the model uncertainty. Despite such a formulation looks like a
simplification of the state estimation problem (instead of the state just an interval is estimated), in fact it is an improvement
since the interval mean can be used as the state pointwise estimate, while the interval width gives the admissible deviations
from that value. Thus, an interval estimator provides a simultaneous accuracy evaluation for bounded uncertainty, which may
not have a known statistics (similarly to the Kalman filter, but in the deterministic framework (an Interval Kalman filter has
been proposed in [12])).

To illustrate these ideas let us consider a simple example:

ẋ(t) = −x3(t) + d(t), t ≥ 0, (1)
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Figure 1. The results of simulation for (1) and (2)

where x(t) is real state variable, d(t) ∈ [−1, 1] is uncertain input whose values belong to the interval [−1, 1]. We will assume
that admissible values for initial conditions of this system belong to the interval [−2, 2], i.e. x(0) ∈ [−2, 2]. Since the system
is nonlinear, the input and initial conditions are uncertain, then it is hard to evaluate an exact value of the state x(t) at each
instant of time. However, it is possible to evaluate all admissible values for x(t) with initial conditions x(0) ∈ [−2, 2] and
d(t) ∈ [−1, 1]. It is possible to show (see the material presented below) that the following system

ẋ(t) = −x3(t)− 1, x(0) = −2, (2)

ẋ(t) = −x3(t) + 1, x(0) = 2

has the following property:
x(t) ≤ x(t) ≤ x(t) ∀t ≥ 0,

in other words x(t) ∈ [x(t), x(t)] for all t ≥ 0 and the system (2) estimates an interval of admissible values of x(t), the
width of the interval is related to the model (1) uncertainty in x(0) and d(t) (asymptotically only in d(t)). The results of
simulation of these systems for different initial conditions (0, 2 and −2) and inputs (green lines for d(t) = sin(t), blue lines
for d(t) = sin2(3t) and red lines for d(t) = sin(5t)) are shown in Fig. 1 together with x(t) and x(t). As we can conclude,
the interval [x(t), x(t)] represents a worst case estimate of admissible values of x(t) for given uncertainty, and the bounds of
the interval are reachable for certain inputs and at some instants of time. The main problem considered in this survey is how
to design an interval estimator like (2) using all available information (including the output measurements not presented in (1)
due to its simplicity) and minimizing the width of the interval [x(t), x(t)].

There are several approaches to design interval/set-membership estimators [13], [14], [15], [16], [17]. This survey is devoted
to interval observers, which form a subclass of set-membership estimators and whose design is based on the monotone systems
theory [15], [17], [18], [19], [20]. This idea has been proposed rather recently in [21], but received already numerous extensions
discussed in this paper. In such a way the main restriction for the interval observer design consists in providing cooperativity
of the interval estimation error dynamics by a proper design. Such a complexity has been recently overcame in [22], [19], [23]
for Linear Time-Invariant (LTI) systems and extended to Linear Time-Varying (LTV), LPV and particular classes of nonlinear
systems. In those studies, it has been shown that under some mild conditions, by applying a similarity transformation, a Hurwitz
matrix could be transformed to a Hurwitz and Metzler one (cooperative). In the following the main ideas of interval observer
design are explained for different classes of systems, in continuous and discrete time and with or without time delays, following
the preliminaries, where necessary mathematical notions are introduced.

II. PRELIMINARIES

The real and integer numbers are denoted by R and Z respectively, R+ = {τ ∈ R : τ ≥ 0} and Z+ = Z ∩ R+. Euclidean
norm for a vector x ∈ Rn will be denoted as |x|, and for a measurable and locally essentially bounded input u : R+ → R
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(R+ = {τ ∈ R : τ ≥ 0}) the symbol ||u||[t0,t1] denotes its L∞ norm:

||u||[t0,t1] = ess sup{|u(t)|, t ∈ [t0, t1]},

if t1 = +∞ then we will simply write ||u||. We will denote as L∞ the set of all inputs u with the property ||u|| < ∞.
Denote the sequence of integers 1, ..., k as 1, k. The symbols In, En×m and Ep denote the identity matrix with dimension
n × n, the matrix with all elements equal 1 with dimensions n × m and p × 1, respectively. For a matrix A ∈ Rn×n the
vector of its eigenvalues is denoted as λ(A), ||A||max = maxi=1,n,j=1,n |Ai,j | (the elementwise maximum norm, it is not sub-

multiplicative) and ||A||2 =
√

maxi=1,n λi(A
TA) (the induced L2 matrix norm), the relation ||A||max ≤ ||A||2 ≤ n||A||max

is satisfied between these norms.

A. Interval relations

For two vectors x1, x2 ∈ Rn or matrices A1, A2 ∈ Rn×n, the relations x1 ≤ x2 and A1 ≤ A2 are understood elementwise.
The relation P ≺ 0 (P �0) means that the matrix P ∈ Rn×n is negative (positive) definite. Given a matrix A ∈ Rm×n,
define A+ = max{0, A}, A− = A+ − A (similarly for vectors) and denote the matrix of absolute values of all elements by
|A| = A+ +A−.

Lemma 1. [20] Let x ∈ Rn be a vector variable, x ≤ x ≤ x for some x, x ∈ Rn.

(1) If A ∈ Rm×n is a constant matrix, then

A+x−A−x ≤ Ax ≤ A+x−A−x. (3)

(2) If A ∈ Rm×n is a matrix variable and A ≤ A ≤ A for some A,A ∈ Rm×n, then

A+x+ −A+
x− −A−x+ +A

−
x− ≤ Ax (4)

≤ A+
x+ −A+x− −A−x+ +A−x−.

Furthermore, if −A = A ≤ 0 ≤ A, then the inequality (4) can be simplified: −A(x+ + x−) ≤ Ax ≤ A(x+ + x−).

B. Nonnegative continuous-time linear systems

A matrix A ∈ Rn×n is called Hurwitz if all its eigenvalues have negative real parts, it is called Metzler if all its elements
outside the main diagonal are nonnegative. Any solution of the linear system

ẋ = Ax+Bω(t), ω : R+ → Rq+, ω ∈ Lq∞, (5)

y = Cx+Dω(t),

with x ∈ Rn, y ∈ Rp and a Metzler matrix A ∈ Rn×n, is elementwise nonnegative for all t ≥ 0 provided that x(0) ≥ 0 and
B ∈ Rn×q+ [24], [25]. The output solution y(t) is nonnegative if C ∈ Rp×n+ and D ∈ Rp×q+ . Such dynamical systems are called
cooperative (monotone) or nonnegative if only initial conditions in Rn+ are considered [24], [25].

For a Metzler matrix A ∈ Rn×n its stability can be checked verifying a Linear Programming (LP) problem

ATλ < 0

for some λ ∈ Rn+ \ {0}, or Lyapunov matrix equation

ATP + PA ≺ 0

for a diagonal matrix P ∈ Rn×n, P > 0 (in general case the matrix P should not be diagonal). The L1 and L∞ gains for
nonnegative systems (5), i.e. gains of transfer function from input to output in different norms, have been studied in [26], [27],
for this kind of systems these gains are interrelated.
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Lemma 2. [26], [27] Let the system (5) be nonnegative (i.e. A is Metzler, B ≥ 0, C ≥ 0 and D ≥ 0), then it is asymptotically

stable if and only if there exist λ ∈ Rn+ \ {0} and a scalar γ > 0 such that the following LP problem is feasible:[
ATλ+ CTEp

BTλ− γEq +DTEp

]
< 0.

Moreover, in this case L1 gain of the operator ω → y is lower than γ.

Lemma 3. [26], [27] Let the system (5) be cooperative(i.e. A is Metzler, B ≥ 0, C ≥ 0 and D ≥ 0), then it is asymptotically

stable if and only if there exist λ ∈ Rn+ \ {0} and a scalar γ > 0 such that the following LP problem is feasible:[
Aλ+BEq

Cλ− γEp +DEq

]
< 0.

Moreover, in this case L∞ gain of the transfer ω → y is lower than γ.

The conventional results and definitions on L2/L∞ stability for linear systems can be found in [28].

C. Nonnegative discrete-time linear systems

A matrix A ∈ Rn×n is called Schur stable if all its eigenvalues have absolute value less than one, it is called nonnegative
if all its elements are nonnegative (i.e. A ≥ 0). Any solution of the system

xt+1 = Axt + ωt, ω : Z+ → Rn+, , ω ∈ Ln∞, t ∈ Z+,

with xt ∈ Rn and a nonnegative matrix A ∈ Rn×n+ (for the discrete-time case ||ω|| = supt∈Z+
|ωt| and by Ln∞ we denote the

set of inputs ω : Z+ → Rn with the property ||ω|| < +∞), is elementwise nonnegative for all t ≥ 0 provided that x(0) ≥ 0

[29]. Such a system is called cooperative (monotone) or nonnegative [29].

Lemma 4. [24] A matrix A ∈ Rn×n+ is Schur stable iff there exists a diagonal matrix P ∈ Rn×n, P > 0 such that

ATPA− P ≺ 0.

D. Nonnegative linear systems with delays

Consider a linear system with constant delays

ẋ(t) = A0x(t) +

N∑
i=1

Aix(t− τi) + ω(t), (6)

where x(t) ∈ Rn is the state, xt ∈ Cnτ for τ = max1≤i≤N τi where τi ∈ R+ are the delays (Cτ = C([−τ, 0],R) is the set of
continuous maps from [−τ, 0] into R, Cτ+ = {y ∈ Cτ : y(s) ∈ R+, s ∈ [−τ, 0]}); a piecewise continuous function ω ∈ Ln∞ is
the input; the constant matrices Ai, i = 0, N have appropriate dimensions. The system (6) is called cooperative or nonnegative
[30] if it admits x(t) ∈ Rn+ for all t ≥ t0 provided that xt0 ∈ Cnτ+ and ω : R→ Rn+.

Lemma 5. [31], [30] The system (6) is nonnegative for all τ ∈ R+ iff A0 is Metzler and Ai, i = 1, N are nonnegative

matrices.

Lemma 6. [31], [30] A nonnegative system (6) is asymptotically stable for ω(t) ≡ 0 for all τ ∈ R+ iff there are p, q ∈ Rn+(p > 0

and q > 0) such that

pT
N∑
i=0

Ai + qT = 0.

Under conditions of the above lemma the system has bounded solutions for ω ∈ Ln∞ with ω(t) ∈ Rn+ for all t ∈ R.

The delay-independent nonnegativity and stability conditions introduced in lemmas 5 and 6 are general and simple, but
rather restrictive. The delay-dependent conditions presented below may enlarge the class of systems under consideration in
many application-important situations.
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Lemma 7. [32] The system (6) for N = 1 with ω(t) ∈ Rn+ for all t ∈ R and initial conditions

x(θ) = 0 for − τ ≤ θ < 0, x(0) ∈ Rn+,

is nonnegative if A1 is Metzler, A0 ≥ 0, and

0 ≤ (A0)i,i ≤ −e(A1)i,i < (A0)i,i + τ−1

for all i = 1, . . . , n, e = exp(1).

III. INTERVAL OBSERVERS FOR LTI SYSTEMS

Let us start the line of design of interval observers with the simplest cases of time-invariant linear models in continuous and
discrete time.

A. Continuous-time case

Consider the following system

ẋ(t) = Ax(t) + d(t), y(t) = Cx(t) + v(t), t ∈ R+ (7)

where x(t) ∈ Rn is the state, y(t) ∈ Rp is the output; d(t) ∈ Rn is the disturbance, d ∈ Ln∞; v(t) ∈ Rp is the measurement
noise, v ∈ Lp∞; the matrices A, C have appropriate dimensions. This model has three sources of uncertainty: initial conditions
for x(0), instant values of d and v. It is assumed that all these uncertain factors belong to known intervals.

Assumption 1. Let x(0) ∈ [x0, x0] for some known x0, x0 ∈ Rn, let also two functions d, d ∈ Ln∞ and a constant V > 0 be

given such that

d(t) ≤ d(t) ≤ d(t), |v(t)| ≤ V ∀t ≥ 0.

Thus, by this assumption three intervals [x0, x0], [d(t), d(t)] and [−V, V ] determine uncertainty of x(0), d(t) and v(t)

respectively. It is required to calculate two estimates x, x ∈ Ln∞, using the available information on these intervals and y(t),
such that

x(t) ≤ x(t) ≤ x(t) ∀t ≥ 0. (8)

Interval observer is a solution to this problem:

ẋ(t) = Ax(t) + L[y(t)− Cx(t)]− |L|EpV + d(t), (9)

ẋ(t) = Ax(t) + L[y(t)− Cx(t)] + |L|EpV + d(t),

x(0) = x0, x(0) = x0,

where L ∈ Rn×p is the observer gain to be designed. The conditions to satisfy for L are given below.

Theorem 1. [21] Let Assumption 1 hold and x ∈ Ln∞, then in the system (7) with the interval observer (9) the relations (8)
are satisfied provided that the matrix A− LC is Metzler. In addition, x, x ∈ Ln∞ if A− LC is Hurwitz.

To understand the main ideas behind this result (that is very representative for all kinds of interval observers) consider its
proof.

Proof. Define two estimation errors
e(t) = x(t)− x(t), e(t) = x(t)− x(t),

which yield differential equations:

ė(t) = [A− LC]e(t) + Lv(t) + |L|EpV + d(t)− d(t),

ė(t) = [A− LC]e(t)− Lv(t) + |L|EpV + d(t)− d(t).



6

By Assumption 1, for all t ≥ 0

|L|EpV ± Lv(t) ≥ 0, d(t)− d(t) ≥ 0, d(t)− d(t) ≥ 0.

If A− LC is a Metzler matrix, since all inputs of e(t), e(t) are positive and e(0) ≥ 0, e(t) ≥ 0, then e(t) ≥ 0, e(t) ≥ 0 for
all t ≥ 0 [24], [25]. The property (8) follows from these relations. If A − LC is Hurwitz, since all inputs of e(t), e(t) are
bounded, then e, e ∈ Ln∞ and boundedness of x, x is implied by boundedness of x.

Thus, from this proof we can conclude that the idea for design of an interval observer is to guarantee nonnegativity of the
estimation error dynamics. The observer gain L has to be designed in a way that the matrix A − LC would be Metzler and
Hurwitz. In addition, in order to optimize the width of estimated interval [x(t), x(t)] the problem of L1 or L∞ optimization
of that gain value can be posed. Using lemmas 2 and 3 this problem can be formulated as a LP computational procedure (see
also [33] for another LP problem formulation and solution for a more generic LPV system), for example, for L1optimization
it is necessary to find λ ∈ Rn, w ∈ Rp and a diagonal matrix M ∈ Rn×n such that[

ATλ− CTw + En

λ− γEn

]
< 0,

λ > 0, M ≥ 0, (10)

ATλ− CTw +Mλ ≥ 0,

then w = LTλ [34].

Formulation (10) provides an effective computational tool to design interval observers, but it is only sufficient condition
and in some cases this LP problem may have no solution, but it does not imply that it is not possible to design an interval
observer. Roughly speaking in this case it is not possible to find L such that A−LC is simultaneously Metzler and Hurwitz.
It is well known fact that Hurwitz property of a matrix is preserved under a similarity transformation of coordinates, then to
overcome the issue it is possible to design the gain L such that the matrix A−LC is Hurwitz and next to find a nonsingular
matrix S ∈ Rn×n such that in the new coordinates z = Sx the state matrix D = S(A−LC)S−1 is Metzler (it is Hurwitz by
construction). The conditions of existence of such a real transformation matrix S are given in the following lemma.

Lemma 8. [19] Given the matrices A ∈ Rn×n, D ∈ Rn×n and C ∈ Rp×n. If there is a matrix L ∈ Rn×p such that the

matrices A−LC and D have the same eigenvalues, then there is a matrix S ∈ Rn×n such that D = S(A−LC)S−1 provided

that the pairs (A− LC,χ1) and (D,χ2) are observable for some χ1 ∈ R1×n, χ2 ∈ R1×n.

Note that (7) can be rewritten as follows:

ẋ(t) = (A− LC)x(t) + Ly(t)− Lv(t) + d(t).

Under conditions of this lemma and in the new coordinates z = Sx the system (7) takes the form:

ż(t) = Dz(t) + SLy(t) + δ(t), δ(t) = S[d(t)− Lv(t)]. (11)

And using Lemma 1 we obtain that
δ(t) ≤ δ(t) ≤ δ(t),

where δ(t) = S+d(t)−S−d(t)− |SL|EpV and δ(t) = S+d(t)−S−d(t) + |SL|EpV . Next, for the system (11) all conditions
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of Theorem 1 are satisfied and an interval observer similar to (9) can be designed:

ż(t) = Dz(t) + SLy(t) + δ(t),

ż(t) = Dz(t) + SLy(t) + δ(t),

z(0) = S+x0 − S−x0, z(0) = S+x0 − S−x0,

x(t) = (S−1)+z(t)− (S−1)−z(t), (12)

x(t) = (S−1)+z(t)− (S−1)−z(t),

where the relations (3) are used to calculate the initial conditions for z, z and the estimates x, x. It is easy to show that in (12)
the inclusion (8) is satisfied and x, x ∈ Ln∞.

If conditions of Lemma 8 are not satisfied, then it is possible also to ask that transformation to new coordinates be time-
varying as in the next lemma.

Lemma 9. [22] Let A − LC be Hurwitz, then there exists an invertible matrix function P : R → Rn×n, of class C∞

elementwise, ||P (t)||2 < +∞ for all t ∈ R, such that for all t ∈ R

Ṗ (t) = DP (t)− P (t)(A− LC),

where D ∈ Rn×n is a Hurwitz and Metzler matrix.

A variant of Lemma 9 has been proposed in [23], where complex-valued formulation of the system is used that leads to a
more compact design of the transformation matrix.

Under conditions of Lemma 9 in the new coordinates ζ(t) = P (t)x(t) we obtain

ζ̇(t) = Dζ(t) + P (t)Ly(t) + δ(t), δ(t) = P (t)[d(t)− Lv(t)]

and again

δ(t) ≤ δ(t) ≤ δ(t),

δ(t) = P+(t)d(t)− P−(t)d(t)− |P (t)L|EpV,

δ(t) = P+(t)d(t)− P−(t)d(t) + |P (t)L|EpV.

The interval observer has a form similar to (12) [22]:

ż(t) = Dz(t) + P (t)Ly(t) + δ(t),

ż(t) = Dz(t) + P (t)Ly(t) + δ(t),

z(0) = P+(t)x0 − P−(t)x0, z(0) = P+(t)x0 − P−(t)x0,

x(t) = (P−1)+(t)z(t)− (P−1)−(t)z(t),

x(t) = (P−1)+(t)z(t)− (P−1)−(t)z(t),

however, its realization needs more computations than for (12) due to time-varying transformation.

It is worth to mention that in general any system may be embedded in its internal positive representation [35], which has
dimension 2n (then interval observer has dimension 4n). For example, a matrix can be decomposed as a difference of Metzler
and nonnegative matrices:

A− LC = (A− LC)r + (A− LC)×

= (A− LC)r + (A− LC)+
× − (A− LC)−×,

where (A − LC)r is the diagonal matrix composed by elements of (A − LC) on the main diagonal and (A − LC)× =
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A− LC − (A− LC)r. Then the following interval observer can be proposed for (7):

ẋ(t) = [(A− LC)r + (A− LC)+
×]x(t)− (A− LC)−×x(t) (13)

+Ly(t)− |L|EpV + d(t),

ẋ(t) = [(A− LC)r + (A− LC)+
×]x(t)− (A− LC)−×x(t)

+Ly(t) + |L|EpV + d(t),

x(0) = x0, x(0) = x0.

Theorem 2. [36] Let Assumption 1 hold and x ∈ Ln∞, then in the system (7) with the interval observer (13) the relations (8)
are satisfied. In addition, x, x ∈ Ln∞ if

R =

[
A− LC)r + (A− LC)+

× (A− LC)−×

(A− LC)−× A− LC)r + (A− LC)+
×

]
is Hurwitz.

Proof. Consider again the estimation errors

e(t) = [eT(t) eT(t)]T,

e(t) = x(t)− x(t), e(t) = x(t)− x(t),

which yield for (13) differential equations:

ė(t) = Re(t) +

[
|L|EpV + Lv(t) + d(t) + d(t)

|L|EpV − Lv(t) + d(t)− d(t)

]
.

The relations (8) immediately follows under Assumption 1 since R is Metzler (the rest of the proof repeats the case of Theorem
1).

As we can conclude the requirement on Metzler property of the matrix A−LC is completely avoided, and the main difficulty
in application of the last theorem consists in finding conditions under which the Metzler matrix R is Hurwitz. It is also difficult
to formulate some LMIs to find L in this setting.

By this, the main approaches to design interval observers for LTI systems are presented. If it is possible to find L such that
A − LC is Hurwitz and Metzler (looking for a solution of LP problem (10)), then the interval observer (9) is a solution. If
such a gain L does not exist, then different transformations of coordinates from lemmas 8 and 9 can be tested. In this case L
also can be found as a solution of LP problem or LMIs, and the interval observer (12) can be applied. An alternative solution
(13) also can be tested.

Remark 1. Note that developed observers (9), (12) can be easily applied for some nonlinear systems, where all nonlinear terms
are contained in d(t) = d(t, u(t), x(t)) in a manner that Assumption 1 is satisfied for some d, d ∈ Ln∞ (d(t) = d(t, u(t), y(t), V )

and d(t) = d(t, u(t), y(t), V )).

Example 1. Consider an uncertain nonlinear system described by [19]:

ẋ = Ax+B(p1, p2)f(x)u(t), y = Cx,

where x ∈ R3 is the state, f(x) = x1x2 is a nonlinear function, u ∈ R+ is a positive control input, p
i
≤ pi ≤ p̄i, i = 1, 2 are

some uncertain parameters,

A =

 2 0 0

1 −4
√

3

−1 −
√

3 −4

 , B(p1, p2) =

 −2p1

0

p2

 ,
C =

[
1 0 0

]
,
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with p
1

= 4.48, p̄1 = 6.12, p
2

= 3.2, p̄2 = 3.6, u(t) = 1 + sin(2t). This system has bounded solutions. The pair (A,C) is
not observable and there exists no gain L such that the matrix A−LC is Metzler, which makes the techniques of Theorem 1

inappropriate. For the observer gain L =
[

3 0 0
]T

the matrix A−LC is Hurwitz and has the eigenvalues −1, −4±
√

3i.
Only the first real eigenvalue can be assigned by the gain L. The matrix A − LC is not Metzler for any L. Thus, to find a
transformation of coordinates, it is necessary to construct a Metzler and Hurwitz matrix D with the eigenvalues of A− LC.
The matrix

D =

 −a b 0

0 −a b

b 0 −a


has eigenvalues b − a, −a − 0.5b ± 0.5b

√
3i, therefore in our example we have to choose b = 2 and a = 3. The pairs

(A− LC, e1) and (D, e2) are observable for

e1 =
[

1 0 1
]
, e2 =

[
1 1 0

]
,

then

S =

 0.158 0.866 0.5

0.842 −0.866 0.5

0.658 0 −1

 .

B. Discrete-time case

Design of interval observers in discrete time follows approximately the same steps as in the continuous time taking into
account the results of subsection II-C on nonnegative systems of this kind. Consider the following system

xt+1 = Axt + dt, yt = Cxt + vt, t ∈ Z+ (14)

where xt ∈ Rn and yt ∈ Rp are the state and the output as before; dt ∈ Rn is the disturbance, d ∈ Ln∞; vt ∈ Rp is the
measurement noise, v ∈ Lp∞; the matrices A, C have appropriate dimensions. This model has also three sources of uncertainty:
initial conditions for x0, instant values of dt and vt, all of them belonging to known intervals.

Assumption 2. Let x(0) ∈ [X0, X0] for some known X0, X0 ∈ Rn, let also two functions d, d ∈ Ln∞ and a constant V > 0

are given such that

dt ≤ dt ≤ dt, |vt| ≤ V ∀t ∈ Z+.

It is required to calculate two estimates x, x ∈ Ln∞, using the available information on these intervals and y(t), such that

xt ≤ xt ≤ xt ∀t ∈ Z+. (15)

The following simplest interval observer is a solution to this problem:

xt+1 = Axt + L[yt − Cxt]− |L|EpV + dt, (16)

xt+1 = Axt + L[yt − Cxt] + |L|EpV + dt,

x0 = X0, x0 = X0,

where L ∈ Rn×p is the observer gain to be designed as it is required below.

Theorem 3. [37] Let Assumption 2 hold and x ∈ Ln∞, then in the system (14) with the interval observer (16) the relations

(15) are satisfied provided that the matrix A− LC is nonnegative. In addition, x, x ∈ Ln∞ if A− LC is Schur stable.

Proof. The system (14) can be equivalently rewritten as follows:

xt+1 = (A− LC)xt + Lyt − Lvt + dt.
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Let us again consider behavior of two estimation errors et = xt − xt and et = xt − xt:

et+1 = (A− LC)et + dt − dt + |L|EpV − Lvt,

et+1 = (A− LC)et + dt − dt + |L|EpV + Lvt.

By Assumption 2, dt − dt + |L|EpV −Lvt ≥ 0 and dt − dt + |L|EpV +Lvt ≥ 0 for all t ∈ Z+, then since A−LC ≥ 0 and
e0 ≥ 0, e0 ≥ 0 we conclude that et ≥ 0, et ≥ 0 for all t ∈ Z+. Therefore, the interval inclusion (15) is satisfied. For a Schur
stable matrix A − LC and bounded inputs Lyt − |L|EpV + dt, Lyt + |L|EpV + dt the boundedness of xt, xt immediately
follows by standard arguments.

The matrix L can be found as a solution of the following LMIs [37]:[
P PA−WC

ATP − CTW T P

]
� 0, P � 0, (17)

PA−WC ≥ 0,

where P ∈ Rn×n is diagonal and W ∈ Rn×p are two matrix variables to determine, then L = P−1W . A gain optimization
problem can also be formulated to find L providing a minimal interval width xt − xt in some sense for given in Assumption
2 uncertainty.

If it is not possible to find a solution of (17), then the interval observer can be constructed in new coordinates using constant
or time-varying state transformation [38], [37], [39] (Lemma 8 can be directly applied in the discrete-time case).

Theorem 4. [37] Let Assumption 2 be satisfied, the matrix A− LC is Schur stable and x ∈ Ln∞ in (14), there exists matrix

R ∈ Rn×n+ such that λ(A−LC) = λ(R) and the pairs (A−LC, e1), (R, e2) are observable for some e1 ∈ R1×n, e2 ∈ R1×n.

Then for all t ∈ Z+ the estimates xt, xt are bounded and the relations (15) are satisfied for

xt = S+zt − S−zt, xt = S+zt − S−zt;

zt+1 = Rzt + Fyt − |F |EpV (18)

+(S−1)+dt − (S−1)−dt, (19)

zt+1 = Rzt + Fyt + |F |EpV

+(S−1)+dt − (S−1)−dt;

z0 = (S−1)+X0 − (S−1)−X0,

z0 = (S−1)+X0 − (S−1)−X0,

where S = ORO
−1
A−LC (OA−LC and OR are the observability matrices of the pairs (A − LC, e1), (R, e2) respectively) and

F = S−1L.

Another approach consists in a positive representation of (14) in original coordinates in the sense of Theorem 2.

Theorem 5. [38], [37], [39] Let Assumption 2 be satisfied, x ∈ Ln∞ in (14) and there exist a matrix L ∈ Rn×p such that the

matrix

Σ =

[
D+ D−

D− D+

]
is Schur stable for D = A−LC. Then for all t ∈ Z+ the estimates xt, xt are bounded and the relations (15) are satisfied for

xt+1 = D+xt −D−xt + Lyt − |L|EpV + dt, (20)

xt+1 = D+xt −D−xt + Lyt + |L|EpV + dt,

x0 = X0, x0 = X0.
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Proof. The system (14) can be rewritten as follows:

xt+1 = Dxt + L(yt − vt) + dt

= [D+ −D−]xt + L(yt − vt) + dt.

Then the dynamics of the errors et = xt − xt, et = xt − xt obey the equations:

et+1 = D+et +D−et + |L|EpV − Lvt + dt − dt,

et+1 = D+et +D−et + |L|EpV − Lvt + dt − dt.

By definition, the matrices D+, D− are nonnegative. According to Assumption 2 the inputs |L|EpV −Lvt+dt−dt, |L|EpV −
Lvt + dt− dt are also nonnegative, thus the estimation error dynamics is cooperative and starting from e0 ≥ 0, e0 ≥ 0 we get
that et ≥ 0, et ≥ 0 for all t ∈ Z+. Since the matrix Σ is Schur stable and the inputs are bounded, the variables et, et possess
the same property, that implies boundedness of xt, xt.

According to [40] a nonnegative matrix Σ is Schur stable if there exists a diagonal positive definite matrix PΣ ∈ R2n×2n

such that ΣTPΣΣ − PΣ ≺ 0, or this condition can be replaced with existence of a vector pΣ ∈ R2n
+ , pΣ > 0 such that

pT
Σ(Σ− I2n) < 0. It is possible to show [37] that due to block symmetric structure of the matrix Σ and its non-negativeness,

the stability of Σ is equivalent to stability of the matrix |D| = D+ +D−.

Extension of these results for time-varying discrete-time systems is given in [41], where also positive representation is
considered for periodical systems.

Remark 2. It is worth to stress that d could be a function of the state x provided that there exist known bounded signals d, d
satisfying Assumption 2. Therefore, the presented interval observers (16), (19) and (20) can be applied to nonlinear systems
in the output canonical form, for instance. Application of these results to nonlinear systems is illustrated on examples below.

Example 2. Consider the following system [37]:

xt+1 = Axt + dt, yt = Cxt + vt,

dt = bt + δb(t, xt),

where xt ∈ R2, yt ∈ R, vt ∈ R are respectively the state, the output and the measurement noise (||v|| ≤ V = 0.1, for
simulation we used v(t) = V sin(t)). The signals

bt = [sin(0.1t) cos(0.2t)]T,

δb(t, xt) = δ[sin(0.5t x2t) sin(0.3t)]T

are the known portion b and uncertain deviation δb from the nominal b, for which we know that it is bounded by δ = 0.5.
Thus dt = bt − δ, d(t) = bt + δ and Assumption 2, is satisfied. Finally,

A =

[
0.3 −0.7

0.6 −0.5

]
, C = [1 0],

and there is no observer gain L ∈ R2 making the matrix D = A − LC nonnegative. The matrix A is Schur stable (it has
complex eigenvalues), but the matrix |A| = A+ +A− is unstable. Applying Matlab YALMIP toolbox we obtain

L = [0.3 0.6]T,

then λ(D) = [0 − 0.5]T and λ(|D|) = [0 0.5]T, therefore all conditions of Theorem 5 are satisfied for this choice of L. The
matrices

R =

[
−0.5 0

1 0

]
, S =

[
0.609 0.814

−1.162 0.581

]
satisfy to all conditions of Theorem 4. Therefore now we can apply both observers (19) and (20) in this examples. The results
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Figure 2. Comparison of interval estimation performed by the observer (19) (part (a)) and (20) (part (b)) [37]

of simulation for the interval estimation of the unmeasured coordinate x2 are shown in Fig. 2. As we can conclude in this
examples the observers demonstrate a similar performance.

Example 3. Consider a variant of the Hénon model [37]:

xt+1 = Axt + r[1− a(t)x2
1t + bt],

yt = x1t + vt,

where xt ∈ R2 is the state, yt ∈ R is the output, vt ∈ R is the measurement noise (||v|| ≤ V = 0.1) and bt ∈ R is the
disturbance (||b|| ≤ δ = 0.015),

A =

[
0 1

0.3 0

]
, r =

[
1

0

]
, a ≤ a(t) ≤ a,

a = 1, a = 1.4.

The system has an uncertain parameter a(t) with the values from an interval. If a(t) = a, then the system equations become
identical to the chaotic Hénon model. Thus assume that ||x|| < +∞. Let us rewrite the system as follows:

xt+1 = Axt + dt, dt = r[1− a(t)[yt − vt]2 + bt]

then clearly it is in the form (14) and Assumption 2 is valid for

dt = r[1− ay2
t − 2a|yt|V − aV 2 − δ],

dt = r[1− ay2
t + 2a|yt|V − aV 2 + δ].

Finally, all conditions of Theorem 3 are satisfied for L = [−0.1 0.1]T and C = [1 0] (the matrix A− LC is Schur stable and
nonnegative) and the interval observer (16) solves the problem of interval state estimation. The results of simulation are shown
in Fig 3.

IV. INTERVAL OBSERVERS FOR TIME-DELAY SYSTEMS

Consider the system (6) equipped with an output y ∈ Rp available for measurements with a noise v ∈ Lp∞:

y = Cx, ψ = y + v(t), (21)

where C ∈ Rp×n. Below the relation a ≤ b for a, b ∈ Cnτ is understood in the sense that a(θ) ≤ b(θ) for all θ ∈ [−τ, 0].
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Figure 3. The results of simulation for Hénon model [37]

Assumption 3. Let x ∈ Ln∞ with x0 ≤ xt0 ≤ x0 for some x0, x0 ∈ Cnτ ; ||v|| ≤ V for a given V > 0; and ω(t) ≤ ω(t) ≤ ω(t)

for all t ≥ t0 for some known ω, ω ∈ Ln∞.

In this assumption it is supposed that the state of the system (6) is bounded with an unknown upper bound, but with a
specified admissible set for initial conditions [x0, x0]. Uncertainty of the system is collected in the external input ω with known
bounds on the incertitude ω, ω, the measurement noise v and the interval of initial conditions [x0, x0].

As we see above, interval observers have an enlarged dimension (the examples given above have 2n variables to estimate
n states). Thus, design of reduced order interval observers is of a big importance for applications. A reduced order interval
observer for time-delay system (6), (21) has been proposed in [42], [43], those ideas are explained below.

For the system (6), (21) there exists a nonsingular matrix S ∈ Rn×n such that x = S [yT zT]T for an auxiliary variable
z ∈ Rn−p (define S−1 = [CT ZT]T for a matrix Z ∈ R(n−p)×n), then

ẏ(t) = R1y(t) +R2z(t) +

N∑
i=1

[D1iy(t− τi) +D2iz(t− τi)] + Cω(t), (22)

ż(t) = R3y(t) +R4z(t) +

N∑
i=1

[D3iy(t− τi) +D4iz(t− τi)] + Zω(t),

for some matrices Rk, Dki, k = 1, 4, i = 1, N of appropriate dimensions. Introducing a new variable w = z −Ky = Ux for
a matrix K ∈ R(n−p)×p with U = Z −KC, from (22) the following equation is obtained

ẇ(t) = G0ψ(t) +M0w(t) +

N∑
i=1

[Giψ(t− τi) +Miw(t− τi)]

+ β(t), β(t) = Uω(t)−G0v(t)−
N∑
i=1

Giv(t− τi), (23)

where ψ(t) is defined in (21), G0 = R3−KR1 +(R4−KR2)K, M0 = R4−KR2, and Gi = D3i−KD1i+{D4i−KD2i}K,
Mi = D4i −KD2i for i = 1, N . Under Assumption 3 and using the relations (3) the following inequalities follow:

β(t) ≤ β(t) ≤ β(t),

β(t) = U+ω(t)− U−ω(t)−
N∑
i=0

|Gi|EpV,

β(t) = U+ω(t)− U−ω(t) +

N∑
i=0

|Gi|EpV.
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Then the next interval reduced-order observer can be proposed for (6):

ẇ(t) = G0ψ(t) +M0w(t) +

N∑
i=1

[Giψ(t− τi) +Miw(t− τi)] + β(t), (24)

ẇ(t) = G0ψ(t) +M0w(t) +

N∑
i=1

[Giψ(t− τi) +Miw(t− τi)] + β(t),

w0 = U+x0 − U−x0, w0 = U+x0 − U−x0.

The applicability conditions for (24) are given below.

Theorem 6. [42] Let Assumption 3 be satisfied and the matrices M0, Mi, i = 1, N form an asymptotically stable cooperative

system (see lemmas 5 and 6). Then x, x ∈ Ln∞ and

x(t) ≤ x(t) ≤ x(t) ∀t ≥ 0,

where

x(t) = S+[y(t)T z(t)T]T − S−[y(t)T z(t)T]T, (25)

x(t) = S+[y(t)T z(t)T]T − S−[y(t)T z(t)T]T,

y(t) = ψ(t)− V, y(t) = ψ(t) + V, (26)

z(t) = w(t) +K+y −K−y, z(t) = w(t) +K+y −K−y.

Proof. From the theorem conditions the matrix M0 is Metzler and the matrices Mi, i = 1, N are nonnegative, in addition
from Lemma 6 there exist some p, q ∈ Rn−p+ (p > 0 and q > 0) such that

pT
N∑
i=0

Mi = −qT.

Consider two estimation errors e = w − w, e = w − w:

ė(t) = M0e(t) +

N∑
i=1

Mie(t− τi) + d(t), (27)

ė(t) = M0e(t) +

N∑
i=1

Mie(t− τi) + d(t),

where d(t) = β(t)−β(t) and d(t) = β(t)−β(t). By definition of β, β the signals d, d ∈ Rn−p+ , therefore e(t), e(t) ∈ Cn−pτ+ for
all t > 0 provided that e(0), e(0) ∈ Cn−pτ+ , the last relation is satisfied by the definition of w0 and w0. Note that the expressions
for x(t), x(t) follow the relations (3). To prove that the errors e, e are bounded, as in [30], consider for (27) the Lyapunov
functional V : Cnτ+ → R+ defined as

V (ϕ) = pTϕ(0) +

N∑
i=1

ˆ 0

−τi
pTMiϕ(s)ds.

Let us stress that for any ϕ ∈ Cnτ+ the functional V is positive definite and radially unbounded, its derivative for e takes the
form (for e the analysis is the same):

V̇ = pT [M0e(t) +

N∑
i=1

Mie(t− τi) + d(t)] +

N∑
i=1

pTMi[e(t)− e(t− τi)]

= pT [

N∑
i=0

Mie(t) + d(t)] ≤ −qT e(t) + pT d(t).

Thus for d = 0 the system is globally asymptotically stable, and since d ∈ Ln−p∞ (by construction and Assumption 3) one finds
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that the error e is bounded (see [44] or [45] for the proof that in fact the system is input-to-state stable).

The main condition of Theorem 6 is rather straightforward: the matrices M0, Mi, i = 1, N have to form a stable cooperative
system. It is a standard LMI problem to find a matrix K such that the system composed by M0, Mi, i = 1, N is stable, but to
find a matrix K making the system stable and cooperative simultaneously could be more complicated. However, the advantage
of Theorem 6 is that its main condition can be reformulated using LMIs following the idea of [46].

Proposition 1. [42] Let there exist ς ∈ R+, p ∈ Rn−p+ , q ∈ Rn−p+ and B ∈ R(n−p)×p such that the following LMIs are

satisfied:

pTΠ0 − ET
n−pBΠ1 + qT ≤ 0, p > 0, q > 0; diag[p]R4 −BR2 + ςIn−p ≥ 0, ς > 0;

diag[p]D4i −BD2i ≥ 0, i = 1, N ; Π0 = R4 +

N∑
i=1

D4i, Π1 = R2 +

N∑
i=1

D2i,

then K = diag[p]−1B and the matrices M0 = R4−KR2, Mi = D4i−KD2i, i = 1, N represent a stable cooperative system

in (24).

If these LMIs are not satisfied, the assumption that the matrix M0 is Metzler and the matrices Mi, i = 1, N are nonnegative
can be relaxed using Lemma 8. According to Lemma 8 there exists a coordinate transformation % = Pw that maps M0 to a
Metzler matrix PM0P

−1, but Lemma 6 also requires the transformed matrices PMiP
−1 to be nonnegative, that is hard to

satisfy. Fortunately, using the ideas of theorems 2 and 5 the non-negativity of PMiP
−1 is not necessary, and its nonnegative

representation can be used [42].

This approach can also be applied to the system (6) with time-varying and uncertain delays τi : R→ [−τ, 0]:

ẋ(t) = A0x(t) +

N∑
i=1

Aix(t− τi(t)) + b(t), (28)

τ i ≤ τi(t) ≤ τ i t ≥ 0, i = 1, N,

with τ = max1≤i≤N τ i for some given τ i, τ i ∈ R+, then applying the same transformations of coordinates to (28) we obtain:

%̇(t) = T0ψ(t) + Y0%(t) +

N∑
i=1

[Tiψ{t− τi(t)}+ Yi%{t− τi(t)}] + γ(t),

where Yi = PMiP
−1, Ti = PGi for i = 0, N , γ(t) = Pβ(t) and

γ(t) = P+β(t)− P−β(t), γ(t) = P+β(t)− P−β(t).

Next, the idea is to replace the delayed term %{t− τi} with its minimum and maximum over the interval [τ i, τ i]:

mi[%(t)]) = min
s∈[τ i,τ i]

%(t− s), mi[%(t)]) = max
s∈[τ i,τ i]

%(t− s),

that does not influence on the possibility of interval estimation. Thus the observer equations can be rewritten as follows:

%̇(t) = T0ψ(t) + Y0%(t) +

N∑
i=1

{T+
i mi[ψ(t)]− T−i mi[ψ(t)]

+ Y +
i mi[%(t)]− Y −i mi[%(t)]}+ γ(t), (29)

%̇(t) = T0ψ(t) + Y0%(t) +

N∑
i=1

{T+
i mi[ψ(t)]− T−i mi[ψ(t)]

+ Y +
i mi[%(t)]− Y −i mi[%(t)]}+ γ(t),

%
0

= O+x0 −O−x0, %0 = O+x0 −O−x0,

where O = PU . It is worth to stress that the observer (29) is nonlinear.
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Theorem 7. [42] Let assumption 3 be satisfied for (28). Then

x(t) ≤ x(t) ≤ x(t)

for all t ≥ 0, where x(t), x(t) are defined by (25), (26) and

w(t) = [P−1]+%− [P−1]−%, w(t) = [P−1]+%− [P−1]−%.

The cases of delayed measurements are studied in [47], [43]. An extension to descriptor delay systems is presented in [48].

Example 4. Following [49], [50], consider a nonlinear model of testosterone dynamics with an external impulsive input:

Ṙ(t) =
A

K + T (t− τ0(t))µ
− b1R(t) + d(t),

L̇(t) =g1R(t− τ1)− b2L(t), (30)

Ṫ (t) =g2L(t− τ2)− b3T (t),

where R ∈ R+ is the concentration of hypothalamic hormone (GnRH), L ∈ R+ is the concentration of pituitary hormone
(LH) and T ∈ R+ is the testosterone concentration (Te), b1 = b2 = b3 = 1, g1 = 10, g2 = 50, τ1 = 1, τ2 = 2 and the system
(30) uncertainty is represented by the nonlinear function parameters

8 = A ≤ A ≤ A = 12, 1.5 = µ ≤ µ ≤ µ = 2.5,

1.5 = K ≤ K ≤ K = 2.5, 1 = τ0 ≤ τ0 ≤ τ0 = 2.

For numerical simulation the values A = 10, µ = 2, K = 2 and τ0(t) = 1.5 + 0.5 sin(0.1t) have been used. The input
d(t) ∈ R+ represents a pulsatile feedback mechanism from the testosterone serum to the hypothalamic hormone [49], this
input is a multiplication of two signals

d(t) = d0(t) δd(t),

where d0 is the known part of the feedback generating the pulses (d0(t) = (1+sin(0.1t))e−mod[t,5+5 sin(0.01t)]2 for simulation)
and δd is unknown modulating signal (for numerical experiments δd(t) = 1 − δ cos(2t), δ = 0.25). For these parameters
the model (30) has bounded solutions and Assumption 3 is satisfied. It is assumed that the testosterone concentration T (t) is
available from the direct measurements.

Denote w = [R L]T then [42]:
ẇ(t) = M0w(t) +M1w(t− τ1) + β(t),

where β(t) = [ A
K+T (t−τ0(t))µ + d(t) 0]T and

M0 =

[
−b1 0

0 −b2

]
, M1 =

[
0 0

g1 0

]
.

The direct computations give

β(t) =

[
A

K+max{φ(m0[T (t)]),φ(m0[T (t)])} + d0(t)(1− δ)

0

]
, β(t) =

[
A

K+min{φ(m0[T (t)]),φ(m0[T (t)])} + d0(t)(1 + δ)

0

]
,

φ(y) =

yµ if y > 1;

yµ if y ≤ 1,
φ(y) =

yµ if y > 1;

yµ if y ≤ 1,

where m0[T (t)] = mins∈[τ0,τ0] T (t−s), m0[T (t)] = maxs∈[τ0,τ0] T (t−s) as before. The results of the interval reduced-order
observer simulation are presented in Fig. 4 (the solid lines represent the concentrations R and L, the dash lines are used for
the interval estimates).
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Figure 4. Interval estimation for the testosterone model (30) [42]

V. THE CASE OF LPV MODELS

Consider a LPV system:
ẋ = [A0 + ∆A(ρ(t))]x+ d(t), y = Cx+ v(t), t ≥ 0, (31)

where x ∈ Rn is the state, y ∈ Rp is the output available for measurements, ρ(t) ∈ Π ⊂ Rr is the vector of scheduling
parameters, ρ ∈ Lr∞. The values of the scheduling vector ρ are not available for measurements, and only the set of admissible
values Π is known. The matrices A0 ∈ Rn×n and C ∈ Rp×n are known, the matrix function ∆A : Π → Rn×n is piecewise
continuous and also known for a given value of ρ. The signals d : R+ → Rn and v : R+ → Rp are the external input and
measurement noise respectively.

Assumption 4. x ∈ Ln∞ and x(0) ∈ [x0, x0] for some known x0, x0 ∈ Rn; d(t) ≤ d(t) ≤ d(t) and |v(t)| ≤ V for all t ≥ 0

and some known d, d ∈ Ln∞ and V > 0; ∆A ≤ ∆A(ρ) ≤ ∆A for all ρ ∈ Π and some known ∆A,∆A ∈ Rn×n.

In this case the system (31) uncertainty is presented by the interval of initial conditions [x0, x0], the measurement noise v(t)

with an upper bound V , the input d(t) from a known bounded interval [d(t), d(t)] for all t ∈ R+, the matrix ∆A(ρ) from
the interval [∆A,∆A] for all t ≥ 0. The interval [∆A,∆A] is easy to compute for a given set Π and known ∆A(ρ) (in a
polytopic case, for example).

The objective is to design an interval observer for the system (31). Before introduction of interval observer equations note
that for a matrix L ∈ Rn×p the system (31) can be rewritten as follows:

ẋ = [A0 − LC]x+ ∆A(ρ(t))x+ L[y − v(t)] + d(t),

and according to Lemma 1 and Assumption 4 we have for all ρ ∈ Π:

∆A+x+ −∆A
+
x− −∆A−x+ + ∆A

−
x− ≤ ∆A(ρ)x (32)

≤ ∆A
+
x+ −∆A+x− −∆A

−
x+ + ∆A−x−

provided that x ≤ x ≤ x for some x, x ∈ Rn.

A. Nonnegative LPV systems

In this case we will assume the following.

Assumption 5. x(t) ∈ Rn+ and d(t) ∈ Rn+ for all t ≥ 0; ∆A = 0.
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Under assumptions 4 and 5 we also have that d(t), d(t) ∈ Rn+ for all t ≥ 0. Note that the condition d(t) ∈ Rn+ is required
for the system (31) with ∆A(ρ(t)) ≡ 0 to be nonnegative [24]. The last condition ∆A = 0 simply means that A0 is the
minimal value of A0 + ∆A(ρ) for ρ ∈ Π and ∆A ≥ 0, this condition can be always satisfied after a suitable shift of A0, ∆A

and ∆A.
Denote as usual by x(t) and x(t) the lower and upper bound estimates of the state x(t) respectively. Let us introduce two

observer gain matrices L,L ∈ Rn×p, whose values will be specified later, then a candidate interval observer for the nonnegative
system (31) is given by [34]:

ẋ = [A0 − LC]x+ max{0, Ly − |L|V Ep}+ d(t),

ẋ = [A0 − LC + ∆A]x+ Ly + |L|V Ep + d(t), (33)

x(0) = x0, x(0) = x0.

Note that it is a LTI system and a similar structure of interval observer has been proposed in [18], [51], where there is no
max{·} function in the first equation, whose introduction improves the estimation accuracy. Indeed, under conditions LC ≥ 0

and x(t) ≥ 0, the item L[y(t) − v(t)] = LCx(t) is nonnegative, but its accessible lower bound Ly(t) − |L|V Ep can take
negative values in general, then introduction of the function max{·} improves the tightness of the bound.

Theorem 8. [34] Let assumptions 4–5 be satisfied, the matrices A0−LC, A0−LC be Metzler and the following constraints

be verified for some λ1, λ2 ∈ Rn+ \ {0}:

[A0 − LC]Tλ1 + ZTEs < 0, [A0 − LC + ∆A]Tλ2 + ZTEs < 0,

λi − γEn < 0, i = 1, 2; LC ≥ 0, LC ≥ 0

for a scalar γ > 0 and Z ∈ Rs×n+ , 0 < s ≤ n. Then the solutions of (31), (33) satisfy

0 ≤ x(t) ≤ x(t) ≤ x(t) ∀t ≥ 0 (34)

and x, x ∈ Ln∞. In addition, L1 gain of the operators d→ Zx and d→ Zx is less than γ.

The matrix Z and the L1 gain stability conditions are introduced in order to be able to improve/regulate the accuracy of
interval estimation for some part of variables (for example, the matrix Z can select all state coordinates excluding the measured
variables).

Note that the conditions of Theorem 8 imposed on the gains L,L can be formulated in terms of the following linear
programming problem for the case C ≥ 0 (see also [51]): it is required to find λ1, λ2 ∈ Rn, w1, w2 ∈ Rp+ and a diagonal
matrix S ∈ Rn×n+ such that [34]:

AT
0λ1 − CTw1 + ZTEs < 0, [A0 + ∆A]Tλ2 − CTw2 + ZTEs < 0,

|λi| = γ, λi > 0, wi ≥ 0, i = 1, 2; L = λ1w
T
1γ
−2, L = λ2w

T
2γ
−2,

A0 − LC + S ≥ 0, A0 − LC + S ≥ 0, S ≥ 0.

Example 5. Following [52], [53] consider a model of droplet-based microfluidic system derived from the Chemical Master
equation:

Ṗ0 = −κ(t)P0, P0(0) = 1,

Ṗi = κ(t)[Pi−1 − Pi], Pi(0) = 0, i = 1, N,

where Pi, i = 0, N is the probability that a droplet contains i crystals, and κ(t)dt is the probability that a critical nucleus
will form during an infinitesimal time interval dt. This model evaluates the crystal growth process in time. According to
[52] κ(t) = J(S(t))V (t), where S(t) is the supersaturation and V (t) is the droplet volume, both of them are assumed to be
available from (noisy) measurements, but the function J is not exactly known. Therefore, we will assume that for the function
κ(t) only a lower κ(t) and an upper κ(t) bounds are available. In addition, for simplicity of presentation we assume that the
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Figure 5. The results of simulations for a nonnegative microfluidic system [34]

functions κ(t), κ(t) are piecewise constant, i.e. there exist intervals [tj , tj+1), j = 0,K such that κ(t) = κj , κ(t) = κj for all
t ∈ [tj , tj+1), t0 = 0. For this system there is no measurement of the state (C = 0). It is a time-varying autonomous linear
system, but since the exact value of κ(t) is not known, then the LPV framework has to be used. One of the main difficulties
with this system is that the number of subsystems N (the possible of number of crystals in a droplet) can be sufficiently large.
And the only way to predict/evaluate a possible state of the crystal growth process in a droplet is based on estimation for
Chemical Master equation.

The observer (33) on each interval [tj , tj+1), j = 0,K can be rewritten as follows [34]:

ẋ = A0x,

ẋ = [A0 + ∆A]x,

where

A0 =


−κj 0 . . . 0 0

κj −κj . . . 0 0
...

...
. . .

...
...

0 0 . . . κj −κj

 , A0 + ∆A =


−κj 0 . . . 0 0

κj −κj . . . 0 0
...

...
. . .

...
...

0 0 . . . κj −κj


and all conditions of Theorem 8 are satisfied for L = L = 0 (no measurements). Thus, we can iteratively apply the obtained
interval observer (33) on each interval [tj , tj+1), j = 0,K in order to reconstruct the distribution Pi(tK+1), i = 0, N at the
end of the process of crystallization, starting from a fixed initial distribution (P0(0) = 1 and Pi(0) = 0 for i = 1, N ).

For κ(t), κ(t) given in the top of Fig. 5 and N = 64 the results of interval estimation of Pi(tK+1), i = 0, N are shown
in Fig 5. As we can conclude from these results, even a small difference in κ(t), κ(t) may lead on a short time interval
(tK+1 = 6) to a big deviations of P i(tK+1) and P i(tK+1), i = 0, N .

B. Transformation of coordinates

The requirement that the matrices A0−LC, A0−LC have to be Metzler can be relaxed by means of a change of coordinates
z = Tx with a nonsingular matrix T such that the matrices F = T (A0 − LC)T−1, F = T (A0 − LC)T−1 are Metzler using
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the results of lemmas 8 or 9, or the following one.

Lemma 10. [54] Let D ∈ Ξ ⊂ Rn×n be a matrix variable satisfying the interval constraints Ξ = {D ∈ Rn×n : Da −∆ ≤
D ≤ Da + ∆} for some DT

a = Da ∈ Rn×n and ∆ ∈ Rn×n+ . If for some constant µ ∈ R+ and a diagonal matrix Υ ∈ Rn×n

the Metzler matrix Y = µEn×n−Υ has the same eigenvalues as the matrix Da, then there is an orthogonal matrix S ∈ Rn×n

such that the matrices STDS are Metzler for all D ∈ Ξ provided that µ > n||∆||max.

This result was used in [54] to design interval observers for linear time-varying systems (for the case of a measured vector
of scheduling parameters ρ).

Therefore, the matrix T can be found using the results of Lemma 8 (looking for L = L = L) or Lemma 10. Note that if
we would like to preserve non-negativity of the new state vector z, then it is required to find a nonnegative matrix T . In this
case for a matrix L ∈ Rn×p and T ≥ 0 the system (31) in the coordinates z can be rewritten as follows:

ż = T [A0 − LC]T−1z + ∆F (ρ(t))x+ TL[y − v(t)] + β(t),

where β(t) = Td(t) and ∆F (ρ(t)) = T∆A(ρ(t)) with β(t) = Td(t), β(t) = Td(t) by Lemma 1, 0 ≤ ∆F (ρ) ≤ ∆F = T∆A

for all ρ ∈ Π. The interval observer (33) saves its structure in the new coordinates:

ż = Fz + T max{0, Ly − |L|V Ep}+ β(t),

ż = [F + ∆F ]z + T (Ly + |L|V Ep) + β(t).

The stability conditions and the proof for this interval observer follows Theorem 8. Unfortunately it may be hard to find a
nonnegative matrix T [55], in such a case the variable z is not nonnegative and the results presented in the next subsection
can be applied.

C. Generic LPV systems

For the case of a non positive LPV system (31), the following interval observer structure is proposed [34]:

ẋ = [A0 − LC]x+ [∆A+x+ −∆A
+
x−

−∆A−x+ + ∆A
−
x−] + Ly − |L|V Ep + d(t),

ẋ = [A0 − LC]x+ [∆A
+
x+ −∆A+x− (35)

−∆A
−
x+ + ∆A−x−] + Ly + |L|V Ep + d(t),

x(0) = x0, x(0) = x0.

Note that due to the presence of x+, x−, x+ and x−, the interval observer (35) is a globally Lipschitz nonlinear system. In
addition, in (35) the dynamics of x and x are coupled. A similar observer has been presented in [56].

Theorem 9. [34] Let assumption 4 be satisfied and the matrices A0−LC, A0−LC be Metzler. Then the relations (34) hold.

If there exist P ∈ R2n×2n, P = P T � 0 and γ > 0 such that the following Riccati matrix inequality is verified

GTP + PG+ 2γ−2P 2 + γ2η2I2n + ZTZ ≺ 0,

where η = 2n||∆A−∆A||max, Z ∈ Rs×2n, 0 < s ≤ 2n and

G =

[
A0 − LC + ∆A+ −∆A−

−∆A
−

A0 − LC + ∆A
+

]
,

then x, x ∈ Ln∞. In addition, the operator

[
b

b

]
→ Z

[
x

x

]
in (35) has an L2 gain less than γ.

As in subsection V-B for the interval observer (33), a transformation of coordinates T can also be used for (35) in order to
relax the requirement of Theorem 9 that the matrices A0 − LC, A0 − LC should be Metzler.
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Figure 6. The results of simulations for an LPV system [34]

The Riccati matrix inequality from Theorem 9 can be reformulated in terms of LMIs with respect to L, L and P [34].

Example 6. Consider a nonlinear system [34]:

ẋ =

 ε cos t 1 + ε sinx3 ε sinx2

ε sinx3 −0.5 + ε sin t 1 + ε cos 2t

ε sinx2 0.3 + ε cos 2t −1 + ε sin t

x+

 6 cosx1

sin t+ 0.1 sinx3

− cos 3t+ 0.1 sin 2x2

 , y = x1 + v(t),

where ε = 0.01 and ε = 0.001. We assume that V = 0.1, and for simulation we selected v(t) = V (sin 5t + cos 3t)/2. For
initial conditions |xi(0)| ≤ 5 the system has bounded solutions. This system can be presented in the form of (31) for

A0 =

 0 1 0

0 −0.5 1

0 0.3 −1

 , ∆A =

 ε ε ε

ε ε ε

ε ε ε

 = −∆A,

b(t, y) =

 6f(y)

sin t− 0.1

− cos 3t− 0.1

 , b(t, y) =

 6f(y)

sin t+ 0.1

− cos 3t+ 0.1

 ,
f(y) =

cos y cosV if cos y ≥ 0

cos y if cos y < 0
− | sin y| sinV, f(y) =

cos y if cos y ≥ 0

cos y cosV if cos y < 0
+ | sin y| sinV

and a properly selected ρ, clearly assumption 4 is satisfied. Solution of LMIs formulated for Theorem 9 gives the L2 optimal
solution [34]:

L =

 82.923

−3e− 4

−4e− 4

 , L =

 97.16

−2e− 5

−1e− 5


for γ = 31.4 (YALMIP toolbox [57] of MATLAB has been used), where the matrix Z is selecting the variables x2 and x3. The
results of interval simulations for the variables x2 and x3 are given in Fig. 6 (the variable x1 is omitted since it is available
for measurements).

Design of observers for discrete-time LPV systems is considered in [58]. Let us consider an example from that paper in
comparison with conventional set-membership estimators from [13], [14], [16].

Example 7. There exist many methods to design set-membership estimators [13], [14], [16], i.e. estimators that evaluate
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at each instant of time the set of admissible values for the state, but they have not a structure of observer. Most of set-
membership estimation techniques are based on the prediction/correction mechanism. The prediction consists in propagating
the state/parameter set available at tk in order to predict an outer approximation at tk+1, while the correction step
uses the measurement available at tk+1 to contract the predicted set. Depending on the system model (linear/nonlinear,
continuous/discrete-time), the state set is wrapped into particular geometrical shapes such as ellipsoids [59], zonotopes [60]
or intervals [13], [61]. For LTI systems, there exist several efficient solutions to perform state/estimation with guaranteed
performances at a low computational cost (for instance by using ellipsoids, zonotopes or polytopes). This is not the case for
nonlinear/uncertain systems, where usually interval arithmetic is used. The advantage of interval analysis is that it is possible to
propagate uncertainties for nonlinear and LPV systems. Nevertheless, the stability analysis of these algorithms is complicated,
in the presence of large uncertainties, due to wrapping and dependence effects (see for instance [62]). In several works,
the conservatism is reduced, at the cost of a high complexity, by using sub-pavings and constraint satisfaction techniques.
Furthermore, in the case of continuous-time systems, the task is more complicated. Indeed, an uncertain ordinary differential
equation (ODE) has to be solved in a validated way at each measurement time instant. Nevertheless, it is well-known that
validated integration of ODEs cannot be applied in the case of large uncertainties and the set-membership estimator can diverge
even if the considered system is stable. To overcome the conservatism, interval observers, which are detailed in this paper,
can be used, where two suitable conventional/pointwise observers are designed in order to estimate, at each time, an outer
approximation for the state vector. To illustrate the statements given above, consider a discrete-time system described by

xt+1 = (A0 + ∆A)xt +But + dt

with:

A0 =
1

10

 0 1 3

0 8 2

−0.1 0 8

 , B =

 0

0

1

 , C =

 1

0

0


T

,

∆A = 0.015

 0.1 1 1

0.1 0.1 1

0.1 0.1 1

 , ∆A = −∆A,

V = 0.2, vt = V sin(t),

dt =

 1

1

0

 sin(Cx) + et, ||e|| ≤ ε = 0.1 .

For simulation we selected

∆A(ρt) = 0.015×

 0.1 sin(ω1t) sin(ω2t) cos(ω1t)

cos(ω2t) 0.1 sin(2ω1t) cos(2ω1t)

0.1 sin(ω1t/2) 0.1 cos(ω2t/2) sin(ω1t) cos(ω2t)

 ,

et = ε

 sin(ω2t)

sin(ω1t)

cos(ω2t)

 , ω1 = 0.2, ω2 = 1/3.

Consider the interval observer proposed in [58] with the gains

L = L = [0 0 0.01]T , P = diag[0.0288 0.1449 0.3619 0.03 0.1479 0.4048].

For this numerical example, the results of simulations with the interval observer of [58] and those computed by the
prediction/correction estimator are plotted in Fig 7. The simulations show clearly that the prediction/correction estimator
generates more conservative results (larger intervals). Instead of outer approximating the feasible state set, subpavings (union
of intervals) are used in [62] which is a time-consuming procedure.
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Figure 7. The results of simulations: interval observer on the left; prediction/correction on the right [58]

D. The case of LTV systems

LTV models can be considered as a special case of LPV ones when the vector of scheduling parameters is available for
measurements. Interval observers have been proposed for LTV systems in [54], [63], where different variants of transformations
of time-varying systems to nonnegative forms are presented. Consider a LTV system described by:

ẋ(t) = A(t)x(t) + d(t), (36)

y(t) = C(t)x(t) + v(t),

x(t0) ∈ Rn, t ≥ t0 ≥ 0,

where x(t) ∈ Rn, d(t) ∈ Rn, y(t) ∈ Rp and v(t) ∈ Rp are respectively the state vector, an unknown but bounded input, the
output vector and a bounded noise.

Assumption 6. Let x(t0) ∈ [x0, x0] for some known x0, x0 ∈ Rn; d(t) ∈ [d(t), d(t)] for all t ≥ t0, where d, d ∈ Ln∞;

v(t) ∈ [v(t), v(t)] for all t ≥ t0, where v, v ∈ Lp∞.

So, as before, the model uncertainty is represented by intervals of initial conditions, state disturbances d(t) and measurement
noises v(t). In [63], an effective technique has been proposed to build an interval observer for systems described by (36).

Assumption 7. There exist bounded matrix functions L : R→ Rn×p, M : R+ → Rn×n, M(·) = M(·)T � 0 such that for all

t ≥ t0,

Ṁ(t) +D(t)TM(t) +M(t)D(t) ≺ 0, D(t) = A(t)− L(t)C(t).

Assumption 7 is a conventional requirement for LTV systems [64]. Under this assumption, the observer gain L(t) and
the matrix function M(t) are such that the stability of the LTV system ẋ(t) = D(t)x(t) can be proven by taking V (t) =

x(t)TM(t)x(t) as a Lyapunov function. It determines the output stabilization conditions of the system (36) which can be
rewritten as:

ẋ(t) = D(t)x(t) + d̃(t), (37)

y(t) = C(t)x(t) + v(t)

with d̃(t) = d(t)− L(t)v(t) + L(t)y(t).

When the gain L(t) is computed such that the closed loop matrix D(t) is stable and Metzler, the observer design is similar
to the ones for LTI and LPV systems. In [63], such a restrictive condition has been avoided. The methodology is based on
the D-similarities approach developed in [65], [66], [67], where any time-varying matrix can be transformed under a Metzler
form.
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Proposition 2. There exists a time-varying transformation z = T (t)x transforming D(t) into a Metzler matrix Γ(t):

Γ(t) = T (t)
(
D(t)T−1(t)− d(T−1(t))/dt

)
(38)

where T (t) = P (t)L−1(t) with

Γ(t) =


λ1(t) 1 · · · 0

0 λ2(t)
. . .

...
...

. . .
. . . 1

0 · · · 0 λn(t)

 . (39)

The elements λi(t) are called Essential D-eigenvalues of D(t) (or ED-eigenvalues, see Definition 3.1 in [65]).

Now, design of an interval observer requires the following classical assumption.

Theorem 10. [63] Let assumptions 6 and 7 be satisfied for (36) and ‖y(t)‖ ≤ Y for all t ≥ t0 for a known constant Y > 0.

Given the matrix T defined in Proposition 2, assume that ∃ M1 ∈ R+ such that ‖T (t)‖ + ‖T−1(t)‖ ≤ M1 for all t ≥ t0.

Then,

ż(t) = Γ(t)z(t) + dobs(t) + Ψobs(t) + Tobs(t)y(t)

ż(t) = Γ(t)z(t) + dobs(t) + Ψobs(t) + Tobs(t)y(t)

is an interval observer for (37) and

z(t) ≤ T (t)x(t) ≤ z(t), ∀t ≥ t0,

where dobs(t) = T+(t)d(t) − T−(t)d(t), Tobs(t) = T (t)L(t), Ψobs(t) = T−obs(t)v(t) − T+
obs(t)v(t), dobs(t) = T+(t)d(t) −

T−(t)d(t), Ψobs(t) = T−obs(t)v(t)− T+
obs(t)v(t).

VI. APPLICATION OF INTERVAL OBSERVERS FOR CONTROL

Recently, interval observers have been used in several works for control design of both continuous and discrete-time systems
[68], [69], [70], [58], [71]. In the following, the methodology is shown only for LPV systems described by (31). Nevertheless,
the reader can refer for instance to [58], [71] for nonlinear and discrete-time models.

The considered previously models (7), (14) and (31) do not contain control, it can be easily introduced, as in (31) for
example:

ẋ = [A0 + ∆A(ρ(t))]x+B(ρ(t))u+ d(t), y = Cx+ v(t), t ≥ 0, (40)

where u ∈ Rm is the control input and B : Π → Rn×m is a piecewise continuous matrix function that known for a given
value of ρ. Then there exist matrices Bmin, Bmax such that the relations

Bmin ≤ B(ρ) ≤ Bmax

are satisfied provided that x ≤ x ≤ x and ρ ∈ Π, and for any u ∈ Rm the inequalities

B(u)u ≤ B(θ)u ≤ B(u)u

are valid for

B(i)(u) =

{
B

(i)
min if ui ≥ 0;

B
(i)
max if ui < 0,

B
(i)

(u) =

{
B

(i)
max if ui ≥ 0;

B
(i)
min if ui < 0,

where the upper index i for a matrix B(i) denotes the i-th column of the matrix, and the lower index i for a vector ui returns
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the i-th element of the vector. In this case the interval observer (35) admits a mild modification:

ẋ = [A0 − LC]x+ [∆A+x+ −∆A
+
x−

−∆A−x+ + ∆A
−
x−] +B(u)u+ Ly − |L|EpV + d(t),

ẋ = [A0 − LC]x+ [∆A
+
x+ −∆A+x− (41)

−∆A
−
x+ + ∆A−x−] +B(u)u+ Ly + |L|EpV + d(t),

x(0) = x0, x(0) = x0,

and the proof that the interval inclusion (34) is satisfied under conditions of Theorem 9 is the same as in the above theorem.

The main idea of control design using interval observers is as follows [69]. From (34), if both x(t) and x(t) converge to
zero, then the state x(t) also has to converge to zero, and boundedness of x(t) follows by the same property of x(t) and x(t).
Thus, it is necessary to design a control u = u(x, x, y) stabilizing the observer (41). In this case the signal y(t) is treated in
the system (40) as a state dependent disturbance with an upper bound

|y(t)| ≤ |C|(|x(t)|+ |x(t)|), ∀t ≥ 0.

Therefore, it is required to stabilize the system (41) uniformly (or robustly) with respect to the input y. The advantages of such
a reduction are that the system (41) is completely known and the state vector x(t), x(t) is available for design. However, the
dimension of (41) is twice bigger than the corresponding dimension of the system (40) while the control vector u preserves
its size. The control can be chosen as a conventional state linear feedback:

u = Kx+Kx, (42)

where K ∈ Rm×n and K ∈ Rm×n are two feedback gains to be designed. All the gains L, L, K and K can be used to
ensure the closed-loop system stability (nonnegativity of the estimation error dynamics has to be ensured by a proper choice
of L and L), thus the restrictions on L, L are relaxed (stability can be provided by the feedback).

To simplify notation consider the case B(ρ) = B and ∆A = −∆A, ∆A ≥ 0, then (41) with the control takes the form
[69]:

ẋ = [A0 − LC +BK]x+BKx−∆A[x+ + x−] + Ly + d(t),

ẋ = [A0 − LC +BK]x+BKx+ ∆A[x+ + x−] + Ly + |L|EpV + d(t),

x(0) = x0, x(0) = x0.

Denote ξ = [xT xT]T,

G =

[
A0 − LC +BK BK

BK A0 − LC +BK

]
, f(ξ, y) =

[
Ly −∆A[x+ + x−]

Ly + ∆A[x+ + x−]

]
,

then

ξ̇ = Gξ + f(ξ, y) +

[
d(t)− |L|EpV
d(t) + |L|EpV

]
,

where |f(ξ, y)| ≤ γ|ξ| for γ = max{||L||2, ||L||2}||C||2 +
√

2||∆A||2.

Theorem 11. Let matrices A0−LC, A0−LC be Metzler, then the relations (34) are satisfied for (40) and (41). In addition,

if there exist matrix P T = P � 0 such that [
GTP + PG+ γ2In P

P −In

]
≺ 0

then the system (40), (41), (42) has bounded solutions.

The above LMI can be rewritten in a way to find also the control gains K and K [69].
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Figure 8. The state trajectories of LPV system [69]

Example 8. Consider an uncertain system:
ẋ = A(θ)x+Bu, y = x1,

A−∆A ≤ A(θ) ≤ A+ ∆A, θ ∈ R,

A =


35.6 50.7 45.6 75.6

−1.8 −25.5 −3.8 −6.3

−18.1 −20 −38.9 −31

−5.8 −7 −6.6 −30.5

 ,

∆A =
1

4


1 1 5 2

1 2 1 3

2 1 2 2

1 4 1 2

 , B =


1 −1

2 3

−2 1

−2 2

 ,
where the matrix ∆A defines the admissible time-varying deviations from the nominal value A. For unstable matrix A there
is no L such that A− LC is Metzler, however for

L =
[

5 2 3 1
]T
, T =


−22.179 8 3 19

8 −21.179 7 5

3 7 −20.179 6

9 5 6 −19.179


the matrix T−1(A−LC)T is Hurwitz and Metzler as it is required. In addition, all other conditions of Theorem 11 are satisfied
for [69]:

K =

[
−50.76 −50.92 −50.59 −50.72

267.17 267.91 266.30 26.08

]
,

K =

[
152.56 151.80 152.05 151.83

−799.02 −795.32 −796.08 −796.11

]
,

For simulation we choose A[θ(t)] = A(t) = A+ V (t), where

V (t) = 1
4


sin(t) cos(0.5t) 5sin(2t) 2cos(t)

sin(0.5t) 2cos(2t) cos(t) 3sin(0.5t)

2cos(2t) sin(t) 2cos(0.5t) 2sin(2t)

cos(t) 4sin(0.5t) cos(2t) 2sin(0.5t)

 .

The results of simulation are presented in figures 8 and 9. On plots Fig. 8,a – Fig. 8,d the state coordinates are shown (solid
line) with the corresponding bounding variables from the interval observer (dashed lines). In Fig. 9 the controls amplitudes
are given in the logarithmic scale.

Control of discrete-time LPV systems is studied in [58], [71] (in [71] the control is dependent only on lower x or upper x
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Figure 9. The control amplitudes for LPV system [69]

estimate).

VII. CONCLUSION AND OPEN PROBLEMS

In the present survey the main approaches to design interval observers are introduced. Interval observers are conceptually
different from standard pointwise observers, and the main advantage of an interval observer is that it also guarantees estimation
error values in the calculated bounds. The given survey is not complete and there are many other important works in the domain
of design of interval observers, which are not mentioned here. Some of them are briefly mentioned below.

Recursive design of ISS interval observers for lower-triangular systems is considered in [72]. An interesting result on
application of interval observers for stability analysis is given in [73], where for a nonlinear time-varying delayed system an
interval observer is proposed enveloping the original system solutions, then stability of the observer implies stability of the
system (similarly as control has been designed above in [69]).

Sliding mode control and estimation algorithms are well known for they compensation of matched disturbances and finite-time
convergence. Combination of sliding mode differentiators (used for decreasing the system uncertainty) and interval observers
is reported in [20].

The interval observers and set-membership estimation techniques are effectively used for fault detection and isolation in
different applications [74], [75], [76]. Another important and traditional application for interval observers is state estimation in
biological systems [21], [15], [17]. Applications of interval observers in automotive domain are considered in [77], [78] (the
problem of air-to-fuel ratio interval estimation and control is studied in [77] and a car positioning problem is solved in [78]
using interval tools).

Despite the fact that interval observers have been already developed for many classes of systems, still there exist a lot of
open problems, mainly for time-delay and distributed (partial differential equations) models, differential inclusions, hybrid and
switched systems. Another generic direction of development deals with constructive tools for observer construction (LMI or LP
formulations [33]) and development of necessary and sufficient conditions of existence of interval observers, optimization of
interval accuracy is also very important in that way. Interval observers confirmed their ability for guaranteed interval estimation
in uncertain systems, expanding the areas of application of interval observers is another open direction of research.
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