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Abstract. In order to study the pseudorandomness of families of finite
binary sequences F ⊂ {−1, 1}N , Gyarmati, Mauduit and Sárközy intro-
duced the cross-correlation measure Φk(F) of order k. In this paper we
study the order of magnitude of the cross-correlation measure Φk(F) for
typical families F .

1 Introduction

Pseudorandom binary sequences play an important role in many applications,
such as cryptography, Monte-Carlo integration, etc. The pseudorandomness of
individual sequences is usually tested by complexity-theoretic (e.g. linear com-
plexity) or statistical (e.g. discrepancy, poker test, runs test or other NIST tests)
methods. Since these two types of tests are in a sense independent (see e.g. [18]),
it is crucial to test the sequences both complexity-theoretically and statistically.

In [14], Mauduit and Sárközy introduced a new kind of measures to study
the pseudorandom behavior of finite binary sequences which are related to both
complexity-theoretic and statistical meaning of pseudorandomness. Namely, con-
sider the binary sequence

EN = (e1, e2, . . . , eN ) ∈ {−1, 1}N .

The well-distribution measure of EN is defined as

W (EN ) = max
a,b,t

∣∣∣∣∣∣
t∑

j=0

ea+jb

∣∣∣∣∣∣ ,
where the maximum is taken over all a, b, t with a, b, t ∈ N, 1 ≤ a ≤ a+(t−1)b ≤
N , while the correlation measure of order k is defined as

Ck(EN ) = max
M,D

∣∣∣∣∣
M∑
n=1

en+d1
en+d2

. . . en+dk

∣∣∣∣∣ ,
where the maximum is taken over all D = (d1, d2, . . . , dk) with non-negative
integers 0 ≤ d1 < d2 < · · · < dk < N and M ∈ N with M + dk ≤ N .



Cassaigne, Mauduit and Sárközy [6] studied the typical values of Ck(EN ),
when the binary sequences EN are chosen equiprobable from {−1, 1}N . Later
Alon, Kohayakawa, Mauduit, Moreira and Rödl [1] improved their result.

Theorem 1 (Alon, Kohayakawa, Mauduit, Moreira, Rödl). For any given
ε > 0, there exist N0 and δ > 0 such that if N ≥ N0, then,

δ
√
N < W (EN ) <

1

δ

√
N

with probability at least 1− ε.

Theorem 2 (Alon, Kohayakawa, Mauduit, Moreira, Rödl). For fixed 0 <
ε0 ≤ 1/16, there is a constant N0 = N0(ε0) such that if N ≥ N0, then, with
probability at least 1− ε0, we have

2

5

√
N log

(
N

k

)
< Ck(EN ) <

√
(2 + ε1)N log

(
N

(
N

k

))

<

√
(3 + ε0)N log

(
N

k

)
<

7

4

√
N log

(
N

k

)
.

for every integer k with 2 ≤ k ≤ N/4, where ε1 = ε1(N) = (log logN)/ logN .

Based on Theorems 1 and 2, the sequence EN be said to have good pseudo-
random property if both these measures W (EN ) and Ck(EN ) (up to sufficiently
large k) are o(N).

The measures W (EN ) and Ck(EN ) are strongly connected to statistical tests.
In particular, Mauduit, Niederreiter and Sárközy studied the connection between
these type of measures and the discrepancy [13], while Rivat and Sárközy showed
that small well-distribution and correlation measures imply strong pseudoran-
domness in terms of many NIST tests [19].

On the other hand small correlation measure ensures large (linear) complex-
ity, (see [5]).

Many sequences have been tested for pseudorandomness in terms of these
measures (see, e.g. [7] [12] [14], [15], [16], [20] and the references therein). For
example, it was shown in [14], that for the Legendre symbol sequence EN =
(e1, e2, . . . , ep) defined by

en =

{(
f(n)
p

)
if p - f(n),

1 otherwise,
(1)

where p is a prime, ( ·p ) is the Legendre symbol modulo p and f ∈ Fp[x], we have

W (Ep) < 10 deg fp1/2 log p and Ck(Ep) < 10k deg fp1/2 log p,

if f satisfies certain conditions, for example if f is irreducible.



The well-distribution and the correlation measures concern only the pseudo-
randomness of an individual sequence. However, in applications one may need
a whole family of sequences which contains “large” number of “independent”
sequences with good pseudorandom properties. One of the notion appearing in
the literature which is connected to such independence is the avalanche effect
(see, e.g. [3], [8],[11],[21], [22]).

Definition 1. If N ∈ N, then the (Hamming) distance d(EN , E
′
N ) between

the sequences EN = (e1, e2, . . . , eN ) ∈ {−1, 1}N and E′N = (e′1, e
′
2, . . . , e

′
N ) ∈

{−1, 1}N is defined as

d(EN , E
′
N ) = |{n : 1 ≤ n ≤ N, en 6= e′n}|.

Moreover, the minimum distance m(F) of a family F ⊂ {1,−1}N is defined as

m(F) = min{d(EN , E
′
N ) : EN , E

′
N ∈ F , EN 6= E′N}.

The family F ⊂ {1,−1}N possesses the strict avalanche property if

m(F) ≥
(

1

2
− o(1)

)
N. (2)

2 The definition of the cross-correlation measure

In [10], Gyarmati, Mauduit and Sárközy introduced a new quantity for families
F ⊂ {−1, 1}N .

Definition 2. Let N, k ∈ N, and for any k binary sequences E
(1)
N , E

(2)
N , . . . , E

(k)
N

with
E

(i)
N = (e

(i)
1 , e

(i)
2 , . . . , e

(i)
N ) ∈ {−1, 1}N , for i = 1, 2, . . . , k,

and any M ∈ N and k-tuple D = (d1, . . . , dk) of non-negative integers with

0 ≤ d1 ≤ d2 ≤ · · · ≤ dk < M + dk ≤ N, (3)

write

Vk

(
E

(1)
N , E

(2)
N , . . . , E

(k)
N ,M,D

)
=

M∑
n=1

e
(1)
n+d1

e
(2)
n+d2

. . . e
(k)
n+dk

.

Let

C̃k

(
E

(1)
N , E

(2)
N , . . . , E

(k)
N

)
= max

M,D

∣∣∣Vk (E(1)
N , E

(2)
N , . . . , E

(k)
N ,M,D

)∣∣∣ ,
where the maximum is taken over all D = (d1, . . . , dk) and M ∈ N satisfying (3)

with the additional restriction that if E
(i)
N = E

(j)
N for some i 6= j, then we must

not have di = dj. Then the cross-correlation measure of order k of the family F
of binary sequences EN ∈ {−1, 1}N is defined as

Φk(F) = max C̃k

(
E

(1)
N , E

(2)
N , . . . , E

(k)
N

)
,

where the maximum is taken over all k-tuples of binary sequences



(
E

(1)
N , E

(2)
N , . . . , E

(k)
N

)
, E

(i)
N ∈ F , for i = 1, . . . , k.

Clearly, for the family F = {EN} of size 1 we have

Φk({EN}) = Ck(EN ).

On the other hand for general F we have

Φk(F) ≥ max
EN∈F

Ck(EN ). (4)

Moreover, families of small cross-correlation measure of order 2 posses the
strict avalanche property [10].

Proposition 1 (Gyarmati, Mauduit, Sárközy). If N ∈ N, F ⊂ {1,−1}N ,
then we have

m(F) ≥ N

2
− 1

2
Φ2(F)

3 Typical values of Φk(F)

In this paper we estimates Φk(F) for ”random” families F of sequences EN with
given length N and family size |F|, i.e. we choose a family F from all subsets of
{−1, 1}N of size |F| with the same probability.

We expect, that for a “random” family F ⊂ {−1, 1}N the cross-correlation
measure is “small” in terms of N (in particular o(N) as N →∞). However, the
value of Φk(F) strongly depends on the size of the family F . If F is large: |F| >
2cN with some 0 < c < 1/2, then it follows from results of coding theory, that (2)
cannot hold (see, e.g. [23]), thus by Proposition 1 Φ2(F) is large: Φ2(F) = c′N
for a constant c′ (here c = 0.18 can be taken).

On the other hand, if |F| < 2cN with c ≤ 1/12 = 0.0833 . . . , then the
behavior of Φk(F) can be controlled.

Theorem 3. For a given ε > 0, there exists N0, such that if N > N0 and
1 ≤ log2 |F| < N/12, then we have with probability at least 1− ε, that

2

5

√
N

(
log

(
N

k

)
+ k log |F|

)
< Φk(F) <

5

2

√
N

(
log

(
N

k

)
+ k log |F|

)
for every integer k with 2 ≤ k ≤ N/(6 log2 |F|).

(Here log2 is the logarithm to base 2: log2 = log / log 2.)

In Appendix we sketch the proof. For details, see the full version of this
abstract [17].



4 An example for a family of pseudorandom binary
sequences

Based on Theorems 1, 3 and (4), a family F ⊂ {−1, 1}N said to have good pseu-
dorandom properties if for all individual sequence EN ∈ F we have W (EN ) =
o(N) and Φk(F) = o(N) (at least for small k). In [10], it was shown by an
example, that such a family can be constructed by the Legendre symbol.

Theorem 4 (Gyarmati, Mauduit, Sárközy). Let d ∈ N, p a prime number,
d < p, and consider all the irreducible polynomials f(x) ∈ Fp[x] of the form

f(x) = xd + a2x
d−2 + a3x

d−3 + · · ·+ ad

(so that there is no xd−1 term) and let F denote the family of sequences Ep =
Ep(f) assigned to these polynomials f by the formula (1). Then

1. for all Ep(f) ∈ F , we have

W (Ep(f)) < 10kp1/2 log p;

2. for all 1 < k < p we have

Φk(F) < 10kdp1/2 log p;

3. if d < p1/2/20 log p, then
|F| ≥ pbd/3c−1.
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Appendix

In this section we sketch the proof. For more details, see the full version of this
abstract [17].

To prove the theorem it is more convenient to work generators instead of
families of sequences. Namely, let S be a given set and N ∈ N be an integer.
Consider the map G : S → {−1, 1}N where

s 7→ EN (s) = (e1(s), e2(s), . . . , eN (s)) ∈ {−1, 1}N .

The cross-correlation measure Φ̃k(G) of the generator G : S → {−1, 1}N can
be defined in the following way.

Let M , k1, . . . , k` ≥ 1 be integers with the restriction k = k1 + · · ·+ k` ≥ 2.
Let D = (d11, . . . , d

1
k1
, . . . , d`1, . . . , d

`
k`

) be a k-tuple such that

0 ≤ di1 < · · · < diki
< M + diki

≤ N, for i = 1, . . . , `. (5)



Then for distinct s1, . . . , s` ∈ S write

Vk1,...,k`
(EN (s1), . . . , EN (s`),M,D)

=

M∑
n=1

en+d1
1
(s1) . . . en+d1

k1
(s1) . . . en+d`

1
(s`) . . . en+d`

k`

(s`).

The cross-correlation measure of order k of the generator G is defined as

Φ̃k(G) = max |Vk1,...,k`
(EN (s1), . . . , EN (s`),M,D)| ,

where the maximum is taken over all integers k1, . . . , k` ≥ 1 such that k =
k1 + · · ·+ k`, all s1, . . . , s` ∈ S, and all M and D satisfying (5).

If the generator G is collision free (injection), then Φ̃k(G) = Φk(F) with the
family

F = F(G) = {EN (s) : s ∈ S}.

On the other hand, if there is a collision: EN (s) = EN (s′) for s 6= s′, then

Φ̃k(G) = N .
Since if log2 |S| < cN with c < 1/2, then for a random generator G, the

probability of collision is small, thus it is enough to estimate the typical values
of Φ̃k(G).

The proof falls naturally into two parts. For the upper bound let

S±(n) =
∑

1≤i≤n

Xi,

where Xi (1 ≤ i ≤ n) are independent random variables with mean 0, that is,

P(Xi = −1) = P(Xi = +1) = 1/2.

Clearly, Vk1,...,k`
(EN (s1), . . . , EN (s`),M,D) has the same distribution as

S±(M).
The following lemma states a well-known estimate for large deviation of

S±(n) (see, e.g. [2, Appendix 2])

Lemma 1. Let Xi (1 ≤ i ≤ n) are independent ±1 random variables with mean
0. Let S±(n) =

∑
1≤i≤nXi. For any real number a > 0, we have

P(S±(n) > a) < e−a
2/2n.

The following lemma gives an upper bound of the maximum of random vari-
ables having the same distribution as S±(n) for some n.

Lemma 2. For 1 ≤ log2 |S| < log2N we have

Φ̃k(G) < 2

√
N

(
log

(
N

k

)
+ k log |S|

)
,



and for log2N ≤ log2 |S| < N/12 we have

Φ̃k(G) < 2

√
N

(
k logN + log

(
|S|
k

))

< 2

√
N

(
log

(
N

k

)
+ (1 + o(1))k log |S|

)
with probability tending to 1 as N → ∞ for every integer k with 2 ≤ k ≤
N/(6 log2 |S|).

For the lower bound let us define S(n, p) as the sum of n independent
Bernoulli random variables with mean p. Clearly, (S±(n)+n)/2 has the same dis-
tribution as S(n, 1/2). We use the following bounds on the symmetric binomial
distribution (see e.g. [4, Chapter 1, Theorem 6] and [1, Fact 10] resp.).

Lemma 3. (i) For any c = c(n) > 0 with c = o(n1/6), we have

P
(
S(n, 1/2) ≥

⌊n
2

⌋
+ c
√
n
)

=
∑

`≥c
√
n

1

2n

(
n

bn/2c+ `

)

=

(√
2

π
+ o(1)

)(∫ ∞
c

e−2x
2

dx

)
. (6)

In particular, if we further have that c→∞, then

P
(
S(n, 1/2) ≥

⌊n
2

⌋
+ c
√
n
)

=
e−2c

2

2c
√

2π
(1 + o(1)). (7)

(ii) The estimates (6) and (7) hold for the lower tail

P
(
S(n, 1/2) ≤

⌊n
2

⌋
− c
√
n
)

as well.

Let {x} = x − bxc. We have the following lower estimate for the symmetric
binomial distribution (see [1, Fact 10])

Lemma 4. Let n and c be integers with

−
⌊n

2

⌋
≤ c ≤

⌈n
2

⌉
.

If n is sufficiently large, then

P
(
S(n, 1/2) =

⌊n
2

⌋
+ c
)

=
1

2n

(
n

bn/2c+ c

)
≥ (1 + o(1))2−4(c+{n/2})

2/n

√
2

πn
.



The following lemma gives a lower bound of maximum of random variable
having the same distribution as S±(n) for some n.

Lemma 5. For 1 ≤ log2 |S| ≤ m1/4 we have

Φ̃k(G) >
4

9

√
N

(
log

(
N

k

)
+ k log |S|

)
,

and for m1/4 < log2 |S| < N/12 we have

Φ̃k(G) >
4

9

√
N

(
k logN + log

(
|S|
k

))

>
4

9

√
N

(
log

(
N

k

)
+ (1− o(1))k log |S|

)
,

with probability tending to 1 as N → ∞ for every integer k with 2 ≤ k ≤
N/(6 log2 |S|).

Proof (Lemma 5). We briefly sketch the proof of the first part, when S is small
1 ≤ log2 |S| ≤ m1/4. Let m = bN/3c and for 1 ≤ log2 |S| ≤ m1/4 consider the
maximal r = rk(m,S) ∈ N such that

P
(
S(m, 1/2) ≥ 1

2
(m+ r)

)
≥ k2 logN(

m+1
k−1

)
|S|k

holds. Then, it can be shown (Lemma 7 in [17]) that

r(m) ≥ 4

9

√
N

(
log

(
N

k

)
+ k log |S|

)
.

On the other hand

Φ̃k(G) ≤ rk(m,S) (8)

holds with probability at most O(1/k2 logN) (see the proof of Lemma 5 in [17]).
Then, summing over all 2 ≤ k ≤ N/(6 log2 |S|) we get that (8) holds for some
k with 2 ≤ k ≤ N/(6 log2 |S|) with probability O(1/ logN) = o(1). Whence (8)
does not hold for all 2 ≤ k ≤ N/(6 log2 |S|) with probability 1 − o(1), which
proves the lemma.
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