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{joschi.brauchle,vladimir.sidorenko}@tum.de

Abstract. Consider a block code C of length n with Hamming distance
d. Assume we have a decoder Φ, which corrects e errors and t erasures,
as soon as λe + t ≤ d − 1, where the real number 1 < λ ≤ 2 is the
error-erasure tradeoff of the decoder Φ. In the classical case of bounded
minimum distance decoder we have λ = 2, while smaller values of λ arise
in decoding, e.g., interleaved or folded Reed–Solomon codes, as well as
in algebraic decoding algorithms like Sudan or Guruswami–Sudan.
Given a word r with reliabilities of symbols, the goal of generalized min-
imum distance (GMD) decoding is to find a nearest codeword c ∈ C in
generalized Hamming metric, defined by these reliabilities. We use multi-
trial GMD Forney’s decoder, which at every trial applies Φ to decode r,
where some low reliable symbols are erased. We investigate different eras-
ing strategies based on either erasing a fraction of the received symbols or
erasing all symbols whose reliability values are below a certain threshold.
The erasing strategy may be either static or adaptive, where adaptive
means that the erasing parameters are a function of the reliabilities. For
every strategy we propose an optimal set of parameters and evaluate the
error-correction radius of m-trial GMD decoder defined by each strategy.
We use an asymptotic approach, i.e., large n, which drastically simplifies
the analysis and presentation of the results over existing literature.

1 Introduction

Generalized minimum distance (GMD) decoding was introduced by Forney [3]
to use reliability of received symbols together with algebraic (or other hard) de-
coding algorithms for error correction. The main idea is to use a simple algebraic
error-erasure decoder in a multi-trial manner. An algebraic decoder can correct
λ times more erasures than errors, where the real number 1 < λ ≤ 2 is called
the error-erasure tradeoff of the decoder. For each trial, a certain number of low
reliable symbols are erased. As a result, at some trial the decoder can correct
more errors than before since the most unreliable symbols, which are most likely
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to be erroneous, are erased. GMD decoding can be applied for an arbitrary code
for which an efficient error-erasure decoder is known. The complexity of GMD
decoding is at most m times the complexity of the algebraic decoder. Thus,
GMD decoding is a universal and simple method for soft decoding.

Many variations, extensions, and improvements to the GMD decoding prin-
ciple have been proposed over the years for the classical case of error-erasure
tradeoff λ = 2, i.e., with a bounded minimum distance decoder correcting up
to (d−1)/2 errors, where d is the code distance in Hamming metric. For example,
Kovalev [5] and Weber and Abdel-Ghaffar [10] studied the effects of reducing the
maximum number of decoding trials. Sidorenko et al. [8] introduced GMD de-
coding with a bounded distance decoder correcting up to (d−t−1)/λ errors, where
t is the number of erasures, and error-erasure tradeoff 1 < λ ≤ 2. Values of λ ≤ 2
are of interest for decoding l-interleaved or l-folded Reed–Solomon codes [1, 6],
for which λ = (l+1)/l, as well as for some modern algebraic decoders like the
Sudan and Guruswami–Sudan [4] algorithms.

In this paper, we investigate different erasing strategies based on either eras-
ing a fraction (F) of the received symbols or erasing all symbols whose reliability
values are below a certain threshold (T). The erasing strategy may be either static
(S) or adaptive (A), where adaptive means that the erasing is a function of the
reliabilities. All four combinations are considered: static strategies SF and ST in
Sections 3 and 4 as well as adaptive strategies AF and AT in Sections 5 and 6.

Like in [9], we use an asymptotic approach, i.e., the case of large code length
n, which drastically simplifies the analysis and presentation of the results over
existing literature, see [2, 5, 7–10] and references inside. In contrast to [9] where
single-trial GMD decoding was considered, the more general case of an m-trial
decoder is presented here, where m = 1, 2, . . . is the number of decoding trials.
For every erasing strategy we propose an optimal set of parameters and evaluate
the error-correction radius of an m-trial GMD decoder with optimal parameters.
An adaptive multi-trial threshold erasing strategy has not been considered before
and is a new result. Known multi-trial erasing strategies as well as the newly
proposed one are evaluated in this context.

2 Definitions and Problem Statement

Assume a codeword c = (c1, . . . , cn) from a code C of length n and Hamming
distance d over alphabet Q is transmitted over a channel which may distort the
transmitted symbols. Let z = (z1, . . . , zn) be the channel output, where zi does
not necessarily belong to the code alphabet Q. A detector delivers a symbol
ri ∈ Q, i = 1, . . . , n, which denotes the detector’s estimate of ci based on zi, and
a reliability value αi ∈ [0, 1], which represents the detector’s confidence in its
estimate. The decoder input consists of the received vector r = (r1, . . . , rn) and
the associated reliability vector α = (α1, . . . , αn). The lower αi, the less reliable
is the symbol ri, with αi = 0 corresponding to “fully unreliable”. Throughout
the rest of the paper we will assume without loss of generality that the ordering
of the received symbols is such that αi ≤ αi+1 for i = 1, . . . , n− 1.



The generalized Hamming distance between a received word r with reliability
vector α and a vector v = (v1, . . . , vn) ∈ Qn is defined as

dα(v, r) =
∑

i:vi=ri

1− αi
2

+
∑

i:vi 6=ri

1 + αi
2

=

n∑
i=1

1− αi
2

+
∑

i:vi 6=ri

αi. (1)

Note that this measure does not satisfy all requirements of a metric, since v = r
does not necessarily imply dα(v, r) = 0. In case αi = 1 for all i, the generalized
distance dα(v, r) reduces to the Hamming distance dH(v, r) between v and r.
Decoding according to generalized distance is equivalent to maximum-likelihood
decoding for some channels. It is also used in concatenated codes.

Let the error-correction radius (ECR) of a code C be the infimum of all r ∈ R
for which there exist vectors c, c′ ∈ C, r ∈ Qn, and α ∈ [0, 1]n such that c′ 6= c
and dα(c′, r) ≤ dα(c, r) = r. It is well known [3,10], that the ECR equals d/2.

We use a bounded distance error-erasure decoder Φ for the code C, which is
assumed to correct e errors and t erasures if and only if

λe+ t ≤ d− 1, (2)

where λ denotes the error-erasure tradeoff from the interval (1, 2]. For λ < 2,
the decoder may fail, however the failure probability approaches zero (and will
be neglected later) as the alphabet size |Q| increases.

The m-trial GMD decoder works as follows. In trial j, where j = 1, . . . ,m,
a set of tj least reliable symbols in r is erased according to a certain strategy,
and the resulting vector is decoded using Φ, which produces either a codeword
estimate ĉj or a decoding failure. Among the (at most) m estimates ĉj , one
minimizing dα(ĉj , r) is chosen as the final decoder output. In case all trials fail,
there is no codeword estimate at the output. Thus, the GMD decoder is defined
by the erasing vector t = (t1, t2, . . . , tm) and is denoted by GMD(t).

The error-correction radius achievable by the decoder is defined as the in-
fimum of all r ∈ R for which there exist c ∈ C, r ∈ Qn, and α ∈ [0, 1]n so
that dα(c, r) = r and decoding is unsuccessful, i.e., the decoder reports a failure
or outputs a codeword ĉ 6= c. The normalized error-correction radius (NECR)
achievable by the decoder, denoted by ρ, is this number divided by the code’s
ECR, which equals d/2. Hence, ρ satisfies 0 ≤ ρ ≤ 1 and may be considered as
the fraction of the code’s ECR achievable by the decoding strategy under consid-
eration. To find the NECR for all decoding strategies the following Lemma 1 is
used. Given a reliability vector α ∈ [0, 1]n and erasing vector t, let Dα(t) denote
the smallest normalized generalized distance between codeword c and received
word r among all pairs, where c is not the output of the GMD(t), i.e.,

Dα(t) = min
c∈C,r∈Qn:GMD(t)6=c

2dα(c, r)

d
.

Lemma 1 (See [2]). For any α ∈ [0, 1]n and t = (t1, t2, . . . , tm),

Dα(t) =
1

d

(
n−

n∑
i=1

αi + 2

m∑
i=1

ti+e(ti)−e(ti+1)∑
j=ti+1

αi

)
, (3)



where

e(t) =

⌊
(d− t− 1)

λ

⌋
+ 1, (4)

denotes the error-correction radius of the decoder Φ in presence of t erasures,
with formally tm+1 = d, such that e(tm+1) = 0.

2.1 Asymptotic Approach

Using Lemma 1 to evaluate the error-correction radii of erasing strategies like in
previous publications leads to cumbersome expressions in which several subcases
need to be distinguished. Here, we will restrict ourselves to asymptotic analysis,
i.e., long codes and represent reliability information by a function h instead of
a vector α, yielding huge simplifications in the evaluation and final expressions.

We normalize the Hamming distance d, number of erasures t and errors e to
the code length n by introducing δ = d/n, τ = t/n, and ε = e/n, where 0 < δ ≤ 1,
0 ≤ τ ≤ 1, and 0 ≤ ε ≤ 1. The error-correction radius of decoder Φ from (4) is
also normalized to n and in the presence of τn erasures simplifies to

ε(τ) =
δ − τ
λ

. (5)

Let h denote a function on the interval (0, 1] taking values from the interval [0, 1].
We assume h to be non-decreasing to comply with the previous assumption αi ≤
αi+1. For any erasing vector τ = (τ1, . . . , τm), where 0 ≤ τ1 < τ2 < . . . < τm ≤ δ,
and such function h, define

∆h(τ ) =
1

δ

(
1−

∫ 1

0

h(φ)dφ+ 2

m∑
i=1

∫ τi+ε(τi)−ε(τi+1)

τi

h(φ)dφ

)
, (6)

where ε(τi)−ε(τi+1) = (τi+1−τi)/λ and formally τm+1 = δ, such that ε(τm+1) = 0.

Lemma 2. When taking h(φ) = αdφne for 0 < φ ≤ 1, it holds that

lim
n→∞

Dα(τn) = ∆h(τ).

Lemma 2 provides a tool to perform asymptotic analysis of erasing strategies
based on the reliability function h which is easier to handle than the reliability
vector α. In our analysis we use special step reliability functions defined by two
vectors µ = (µ1, . . . , µk) and ν = (ν1, . . . , νk), and denoted by

sµ,ν(φ) = νi for µi−1 ≤ φ < µi, i = 1, . . . , k + 1, (7)

where µ0 , 0≤ µ1 ≤ . . .≤ µk ≤ µk+1 , 1 and ν0 , 0≤ ν1 ≤ . . .≤ νk ≤ νk+1 , 1.
For the unit step function with k = 1 and ν1 = 0, we write sµ1

(φ) , s(µ1),(0)(φ).



3 Static Fraction Erasing

When fixing the erasing vector τ prior to reception of a certain reliability func-
tion h, an NECR of ρSF(τ ) = infh∆h(τ ) is achievable. The parameter τ can
be chosen to maximize the achievable NECR. Hence, the maximum achievable
NECR for the static fraction (SF) erasing strategy is given by

ρSF = max
τ

inf
h
∆h(τ ). (8)

Let us consider the following system of difference equations to find the opti-
mal erasing vector τ

τi+1 = λτi − (λ− 1)τi−1, i = 1, . . . ,m, (9)

with boundary conditions τ0 = τ1
1−λ and τm+1 = δ, which is solved by

τi = δ
λ
∑i−1
k=0(λ− 1)k − 1

λ
∑m
k=0(λ− 1)k − 1

=

{
δ 2i−1
2m+1 for λ = 2

δ λ(λ−1)
i−1−2

λ(λ−1)m−2 for λ < 2.
(10)

Note that the solutions are qualitatively different: for the classical case of λ = 2,
τi is a linear function of i, whereas for λ < 2 it is an exponential function!

Lemma 3. For static fraction erasing,

ρSF =
1

δ

δ + (λ− 1)τm
λ

=
1

δ

2δ − τ1
λ

(11)

is achievable by choosing τ = (τ1, τ2, . . . , τm) and τi as in (10).

Proof. First, let us find a lower bound on ρSF. For any h we have

∆h(τ) =
1

δ

(
1−

m∑
i=1

[∫ τi

(λ−1)τi−1+τi
λ

h(φ)dφ−
∫ (λ−1)τi+τi+1

λ

τi

h(φ)dφ

]
−
∫ 1

δ+(λ−1)τm
λ

h(φ)dφ

)
(a)

≥ 1

δ

(
1−

m∑
i=1

h(τi)

[
λτi − (λ− 1)τi−1 − τi+1

λ

]
−
[
1− δ + (λ− 1)τm

λ

])
(b)

≥ 1

δ

δ + (λ− 1)τm
λ

,

where the inequality (a) results from h being non-decreasing and (b) from the
difference equations (9).

To get an upper bound on ρSF we show that for every τ ′ = (τ ′1, τ
′
2, . . . , τ

′
m)

where we formally assign τ ′0(1 − λ) = τ ′1, and τ ′m+1 = δ, there exists a (step)
reliability function h such that ∆h(τ ′) ≤ ρSF. Let j = maxi{{i : τ ′i ≤ τi}, 0} ∈



{0, 1, . . . ,m} and hj(φ) = s(τ ′j+1+(λ−1)τ ′j)/λ(φ). We have

∆hj (τ
′) =

1

δ

(
1−

∫ 1

τ′
j+1

+(λ−1)τ′
j

λ

hj(φ)dφ+ 2

m∑
i=j+1

∫ τ′i+1+(λ−1)τ′i
λ

τ ′i

hj(φ)dφ

)

=
1

δ

(
1−

[
1−

τ ′j+1 + (λ− 1)τ ′j
λ

]
+ 2

m∑
i=j+1

τ ′i+1 − τ ′i
λ

)

=
1

δ

(
τ ′j+1 + (λ− 1)τ ′j

λ
+ 2

δ − τ ′j+1

λ

)
=

1

δ

2δ + (λ− 1)τ ′j − τ ′j+1

λ

(a)

≤ 1

δ

2δ + (λ− 1)τj − τj+1

λ

(b)
=

1

δ

δ + (λ− 1)τm
λ

,

where we define
∑b
a φ = 0 if a > b. Inequality (a) follows from τ ′j+1 ≥ τj+1,

τ ′j ≤ τj , due to the definition of j, and equality (b) results from the difference
equations (9) and boundary condition τ ′m+1 = δ. ut

Theorem 1. For static fraction erasing, the maximum achievable NECR

ρSF =
2
∑m−1
k=0 (λ− 1)k

λ
∑m−1
k=0 (λ− 1)k + 1

=

{
2m

2m+1 for λ = 2

2 (λ−1)m−1
λ(λ−1)m−2 for λ < 2

is achievable by choosing τ = (τ1, τ2, . . . , τm) given by (10).

Proof. By combining Lemma 3 and (10) the theorem follows. ut

4 Static Threshold Erasing

In this section, the erasing strategy is based on erasing symbols with reliability
values below a certain threshold, which is fixed prior to reception. For a static
threshold (ST) erasing parameter θ = (θ1, θ2, . . . , θm), where 0 ≤ θ1 ≤ θ2 ≤
. . . ≤ θm ≤ 1, and reliability function h, let

τh(θi) = min{δ,max{0, sup{0 < φ ≤ 1 : h(φ) < θi}}} (12)

denote the fraction of received symbols, at most δ, to be erased due to relia-
bility values below threshold θi, if any, or zero otherwise. We also define the
vector τh(θ) = (τh(θ1), τh(θ2), . . . , τh(θm)), where 0 ≤ τh(θ1) ≤ τh(θ2) ≤ . . . ≤
τh(θm) ≤ 1 as h is non-decreasing, and the function

Γh(θ) = ∆h(τh(θ)) = ∆h

(
τh(θ1), τh(θ2), . . . , τh(θm)

)
. (13)

For this erasing strategy a NECR of ρST(θ) = infh Γh(θ) is achievable, where
the parameter θ can be chosen to maximize this value. Hence, the maximum
achievable NECR for the static threshold erasing strategy is given by

ρST = max
θ

inf
h
Γh(θ). (14)



To derive an expression for ρST, let us consider the following system of dif-
ference equations

θi−1 = λθi − (λ− 1)θi+1, i = 1, . . . ,m, (15)

with boundary conditions θ0 = −θ1 and θm+1 = 1. The system is solved by

θi =
(λ− 1)m

(λ− 1)i−1
λ
∑i−1
k=0(λ− 1)k − 1

λ
∑m
k=0(λ− 1)k − 1

=

{
2i−1
2m+1 for λ = 2
(λ−1)m
(λ−1)i−1

λ(λ−1)i−1−2
λ(λ−1)m−2 for λ < 2

(16)

for i = 1, . . . ,m. The solutions are linear functions in i for the classical case of
λ = 2, while there is an exponential relationship in i for λ < 2.

Lemma 4. For static threshold erasing,

ρST =
1 + θm
λ

= 1− θ1 (17)

is achievable by choosing θ = (θ1, θ2, . . . , θm) and θi as in (16).

Proof. We show (i) that for any h we have Γh(θ) ≥ ρST and (ii) that there exists
a reliability function h such that for every choice of θ′ it holds that Γh(θ′) ≤ ρST.
Hence, the statement of the theorem follows.

(i) For any h we have

Γh(θ) = ∆h(τh(θ))

=
1

δ

(
1−

m∑
i=1

[ τh(θi)∫
(λ−1)τh(θi−1)+τh(θi)

λ

h(φ)dφ −

(λ−1)τh(θi)+τh(θi+1)

λ∫
τh(θi)

h(φ)dφ

]
−

1∫
δ+(λ−1)τh(θm)

λ

h(φ)dφ

)

(a)

≥ 1

δ

(
m∑
i=1

θi

[
τh(θi)−

(λ− 1)τh(θi−1)− τh(θi+1)

λ

]
+
δ + (λ− 1)τh(θm)

λ

)

≥ 1

δ

(
δ

1+θm
λ
−

m∑
i=1

τh(θi)

[
λθi−(λ− 1)θi+1−θi−1

λ

])
(b)
=

1+θm
λ

(c)
= 1− θ1,

where the inequality (a) results from h being non-decreasing and (b) and (c)
from applying the difference equations (15).

(ii) It can be shown that for every choice of θ′ = (θ′1, θ
′
2, . . . , θ

′
m) the reliability

function h(φ) = s(δ/λ,δ),(θ′j+ζ,θ′j+1−ζ)(φ) yields ∆h(θ′) ≤ ρST, where we let j =

maxi{{i : θ′i ≤ θi}, 0} ∈ {0, 1, . . . ,m}, and ζ > 0 an arbitrarily small value. ut
Theorem 2. For static threshold erasing, the maximum achievable NECR is

ρST =
2
∑m−1
k=0 (λ− 1)k

λ
∑m−1
k=0 (λ− 1)k + 1

=

{
2m

2m+1 for λ = 2

2 (λ−1)m−1
λ(λ−1)m−2 for λ < 2,

and ρST = ρSF.

Proof. By combining Lemma 4 and (16) the statement follows. ut
Note that the maximum achievable NECR of SF and ST strategies is identical,
with an advantage for ST erasing that received symbols need not be ordered
according to their reliabilities, but can be acted on immediately upon receipt.



5 Adaptive Fraction Erasing

In adaptive strategies, the erasing vector τ may be chosen to maximize ∆h(τ )
after the receipt of a certain reliability function h. Thus, the maximum achievable
NECR for the adaptive fraction (AF) erasing strategy is given by

ρAF = inf
h

max
τ

∆h(τ ). (18)

To derive an explicit expression for ρAF, let µ = (µ1, . . . , µ2m−1) denote the
solution of the following system of difference equations

µi+1 = λµi − (λ− 1)µi−1, i = 1, . . . , 2m− 1, (19)

with boundary conditions µ0 = 0 and µ2m = δ, i.e.,

µi = δ

∑i−1
k=0(λ− 1)k∑2m−1
k=0 (λ− 1)k

=

δ
i

2m for λ = 2

δ 1−(λ−1)i
1−(λ−1)2m for λ < 2.

(20)

Notice that the solutions are again qualitatively different: for the classical case
of λ = 2, µi is a linear function of i, and for λ < 2 it is an exponential function!

Theorem 3. For adaptive fraction erasing, the maximum achievable NECR is

ρAF =
1

δ

δ + (λ− 1)µ2m−1

λ
=

1

δ

2δ − µ1

λ
=

1− 1
4m for λ = 2

1− (2−λ)(λ−1)2m
λ(1−(λ−1)2m) for λ < 2

by choosing

τ =

{
τ a if ∆h(τ a) ≥ ∆h(τ b),

τ b otherwise,

with τ a = (µ0,µ2, . . . ,µ2m−2), τ
b = (µ1,µ3, . . . ,µ2m−1) and µi as in (20).

Proof. We show (i) that for any h we have ∆h(τ ) ≥ ρAF for τ = τ a or for τ = τ b

and (ii) that there exists a reliability function h such that for every choice of τ
it holds that ∆h(τ ) ≤ ρAF. Hence, the statement of the theorem follows.

(i) For any h we have

∆h(τ a) +∆h(τ b) =
2

δ

(
1−

∫ 1

0

h(φ)dφ+

2m−1∑
i=0

∫ µi+ε(µi)−ε(µi+2)

µi

h(φ)dφ

)
, (21)

where we formally assign µ2m+1 = δ. Since the 2m integration intervals cover
the interval [0, µ2m−1 + ε(µ2m−1)] without gaps and intersections, we write

∆h(τ a)+∆h(τ b) =
2

δ

1−
1∫

µ2m−1+ε(µ2m−1)

h(φ)dφ

≥ 2

δ

δ + (λ−1)µ2m−1

λ
= 2ρAF. (22)

By Dirichlet’s box principle, for any h, it holds that ∆h(τ ) ≥ ρAF for τ = τ a or
for τ = τ b.



Statement (ii) can be shown for the function h(φ) = sµ,ν(φ), where compo-
nents of vector ν = (ν1, . . . , ν2m−1) satisfy

νi−1 = λνi − (λ− 1)νi+1, i = 1, . . . , 2m− 1, (23)

with boundary conditions ν0 = 0 and ν2m = 1. ut

The maximum NECR of the adaptive fraction erasing strategy can be achieved
using erasing vector τ by considering merely two options: τ a and τ b.

6 Adaptive Threshold Erasing

Upon receipt of a certain reliability function h, the threshold vector θ may be
chosen such that Γh(θ) is maximized. Hence, the maximum achievable NECR
for the adaptive threshold (AT) erasing strategy is given by

ρAT = inf
h

max
θ

Γh(θ).

Theorem 4. For adaptive threshold erasing a maximum NECR of

ρAT = ρAF

is achievable by choosing the vector of thresholds

θ =

{
θa if ∆h(θa) ≥ ∆h(θb),

θb otherwise,

where θa = (ν0, ν2, . . . , ν2m−2), θb = (ν1, ν3, . . . , ν2m−1), νi as in (23) and ρAF

as given by Theorem 3.

Proof. The upper bound ρAT ≤ ρAF follows from Theorem 3 and the inequality

inf
h

max
θ

Γh(θ) = inf
h

max
θ

∆h(τh(θ)) ≤ inf
h

max
τ

∆h(τ ) = ρAF.

To show that the lower bound ρAT ≥ ρAF holds we let µi = τh(νi) and consider

Γh(θa)+Γh(θb) =∆h(τh(θa)) +∆h(τh(θb))

=
2

δ

(
1−

2m−1∑
i=0

[ µi∫
(λ−1)µi−1+µi

λ

h(φ)dφ −

(λ−1)µi+µi+1
λ∫

µi

h(φ)dφ

]
−

1∫
δ+(λ−1)µm

λ

h(φ)dφ

)

(a)

≥ 2

δ

(
1−

2m−1∑
i=0

νi

[
λµi−(λ−1)µi−1−µi+1

λ

]
−
[
1− δ+(λ−1)µm)

λ

])

=
2

δ

(
δ

1 + ν2m−1
λ

−
2m−1∑
i=0

µi

[
λνi − (λ− 1)νi+1 − νi−1

λ

])
(b)

≥ 2
1 + ν2m−1

λ

(c)
= 2ρAF,



where the inequality (a) results from h being non-decreasing and (b) and (c)
from the difference equations (23). By Dirichlet’s box principle, Γh(θ) ≥ ρAF for
any h and θ = θa or θ = θb, and thus ρAT ≥ ρAF, and the theorem follows. ut

7 Conclusion

In this paper, we investigated fraction-based and threshold-based multi-trial
erasing strategies for GMD decoding with arbitrary error-erasure tradeoff. Both
strategies achieve the same normalized error-correction radius (NECR), while
the static threshold erasing strategy has the advantageous property that order-
ing of received symbols is not required. For the same number m of trials, the
NECR of the adaptive strategy is larger than the static one, and the NECR gen-
erally increases with decreasing error-erasure tradeoff λ. To achieve an NECR
of 1 − ξ, the adaptive strategy requires only half the number m(ξ) of trials in
comparison to the static one, where m(ξ) is O(ξ−1) for the classical case of λ = 2
and only O(log(ξ−1)) for the case of λ < 2.
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