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Fast decoding of dual multipoint codes from
algebraic curves up to the Kirfel-Pellikaan bound
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2 Emeritus Professor, The University of Electro-Communications, Tokyo, Japan

Abstract. Multipoint codes are a broad class of algebraic geometry
codes derived from algebraic functions which have multiple poles/zeros
on their defining curves. The one-point codes which are viewed as its
subclass can be decoded efficiently up to the Feng-Rao bound by using
the BMS algorithm with majority logic [1]. Recently we published [2]
a fast method for decoding primal multipoint codes from curves based
on the vectorial BMS algorithm [3]. Although the simulation shows that
the method can correct most error patterns of weight up to 1

2
dG, it is

guaranteed theoretically that every error of weight only up to 1
2
(dG − g)

can be corrected, where g is the genus of the defining curve. In this
paper we present a fast method for decoding dual multipoint codes from
algebraic curves up to the Kirfel-Pellikaan bound, based on the vectorial
BMS algorithm with majority logic.

1 Introduction

Multipoint codes are a broad class of algebraic geometry codes derived from alge-
braic functions which have multiple poles/zeros on their defining curves. Thus,
those are more general than one-point codes which are an important class of al-
gebraic geometry codes in the sense that these codes can be decoded efficiently
by using the Berlekamp-Massey-Sakata (BMS) algorithm [1][4] or by other rele-
vant methods [5], etc. (See also [6][7].) Furthermore, some multipoint codes have
better performance than comparable one-point codes from the same curves [8][9].
The basic lower bound for the minimum distance of algebraic geometry codes
was given by Goppa [10], and for one-point codes, an improved lower bound
called the Feng-Rao bound was shown by Feng and Rao [11], and its generaliza-
tion called the order bound was given (See [12]). By Beelen [13] the order bound
was extended to multipoint codes and it is shown that the Kirfel-Pellikaan bound
[14] is a special case of the order bound. Thus, various kinds of lower bounds
have been given (See Duursma et al. [15]).

Recently we published [2] a fast method for decoding multipoint codes from
curves based on the vectorial BMS algorithm [3]. But, that is for primal codes.
Since primal codes are equivalent to dual codes, one can decode them as ei-
ther primal or dual codes, while their decoding methods are different. Although
the simulation shows that our method for primal codes can correct most error



patterns of weight up to ⌊ 1
2 (dG − 1)⌋, where dG is the Goppa bound of the pri-

mal code, it is guaranteed theoretically that every error of weight only up to
⌊ 1
2 (dG − g − 1)⌋ can be corrected, where g is the genus of the defining curve.

Recently a fast method for decoding dual multipoint codes from curves was
published [16].

In this paper we present a fast method for decoding dual multipoint codes
from algebraic curves up to the Kirfel-Pellikaan bound, based on the vectorial
BMS algorithm with majority logic, and show that algebraic geometry codes
from a general algebraic curve embedded in the M -dimensional affine space
FM
q over a finite field Fq can be decoded up to ⌊ 1

2 (d
⊥
G − 1)⌋ errors efficiently,

where d⊥G is the Goppa bound of the dual code, if the dimension M of the affine
space including the defining curve is small. Our method is motivated by the
observation that any multipoint codes are sub- (or super-)codes of one-point
codes [9], and that the error locator ideal of a dual code is taken in some specific
ideal of the ring of multivariate polynomials. Although the method given by [16]
is based somehow on the Gröbner basis theory and has a similar complexity of
computation, our approach is quite different and it is a natural extension of the
original BMS algorithm for decoding dual one-point codes from curves.

2 Preliminaries

2.1 The codes

A multipoint code from an algebraic curve is defined by the following three
algebraic ingredients:

(1) An information symbol set, i.e. a finite field Fq;
(2) A symbol locator set P := {Pi | 1 ≤ i ≤ n}, which is a subset of

Fq-rational points on an irreducible and non-singular algebraic curve X , where
n(= #P) is the code length.

(3) A divisor G :=
∑

1≤i≤a miQi −
∑

1≤j≤b njRj for any given positive inte-
gers mi, 1 ≤ i ≤ a and nj , 1 ≤ j ≤ b, and any given sets Q := {Qj | 1 ≤ j ≤ a},
R := {Rk | 1 ≤ k ≤ b} of points on the curve s.t. the sets P,Q and R are
pairwise disjoint, or rather the linear space L(G) of algebraic functions f de-
fined by the divisor G, i.e. having only points Qi as poles with (pole) order
oi(f) = −vQi(f) ≤ mi, 1 ≤ i ≤ a, and only points Rj as zeros with (zero) order
vRj (f) ≥ nj , 1 ≤ j ≤ b, where the integer vP (f) is the valuation of function f
at the point P .

Then, we have two kinds of linear codes, which we call primal and dual codes
(often called L-codes and Ω-codes) respectively:

C(G) := {c = eval(f) | f ∈ L(G)},
C⊥(G) := {c ∈ Fn

q | c · eval(f) = 0, f ∈ L(G)},

where eval(f) := (f(Pi))1≤i≤n ∈ Fn
q and c · eval(f) :=

∑
1≤i≤n cif(Pi) ∈ Fq is

the inner product of n-dimensional (n-D) vectors c = (ci)1≤i≤n and eval(f).



In case of G = mP∞, i.e. Q = {P∞} and R = ∅, codes C(G) and C⊥(G)
are called primal and dual one-point codes respectively, where P∞ can be any
rational point of the curve, but we usually take the infinity point. It is shown
[9] that any primal multipoint code C(G) is equivalent to a sub-code C(mP∞ −∑

1≤j≤b njRj) of a one-point code C(mP∞), where m and nj , 1 ≤ j ≤ b are
certain positive integers and R := {Rk | 1 ≤ k ≤ b} is a set of points on the
curve s.t. P∩R = ∅, and P∪R ̸∋ P∞. The inclusion L(mP∞−

∑
1≤j≤b njRj) ⊂

L(mP∞) is parallel to the extended inclusion ∪i≥0L(iP∞ −
∑

1≤j≤b njRj) ⊂
∪i≥0L(iP∞), where

IR := ∪i≥0L(iP∞ −
∑

1≤j≤b

njRj) (1)

is an ideal of the ring R := ∪i≥0L(iP∞). Any f ∈ R has a single pole at P∞,
and so, roughly speaking, the ring is apparently the same as the ring of all
polynomials.

We can use the inclusion IR ⊂ R to decode a generic dual multipoint code
C⊥(mP∞ −

∑
1≤j≤b njRj). The key point is that the syndrome array is taken

in the sigma set Σ of the ideal IR and that the error locator ideal I(E) can be
taken as a sub-ideal of the ideal IR.

From now on we consider for m < n only supercodes of dual one-point codes

C⊥(G)(⊃ C⊥(mP∞)), G = mP∞ −
∑

1≤j≤b

njRj (2)

from an irreducible non-singular algebraic curve X over the finite field Fq. The
linear code C⊥(G) has dimension k ≥ n − (m −

∑
1≤j≤b nj) + g − 1 and the

minimum distance ≥ d⊥G = m−
∑

1≤j≤b nj − 2g+2, where g is the genus of the

defining curve X and d⊥G is the Goppa bound of the code C⊥(G).
We rely on the standard form of algebraic curves introduced by Pellikaan[17]

and by Miura and Matsumoto[18]. The following descriptions are based on its
review given by Geil, Matsumoto and Ruano[19]. We can assume that the Weier-
strass semigroup H(P∞) at P∞, which is the set of pole orders o(f) := −vP∞(f)
of algebraic functions f in R, is generated by positive integers a1, · · · , aM s.t.
o(xi) = ai for certain algebraic functions xi ∈ R, 1 ≤ i ≤ M , and particularly
we take a1 := min{m ∈ H(P∞) | m ̸= 0}. From now on, we call o(f) simply
as order of f . Then, we can express the ring R as a residue class ring Fq[X]/IX
of the polynomial ring Fq[X], X = (X1, · · · , XM ), where X1, · · · , XM are tran-
scendental over Fq, and IX is the kernel of the canonical homomorphism sending
Xi to xi, 1 ≤ i ≤ M . Thus, R = Fq[x], x = (x1, · · · , xM ) and the zero set Vq(IX )
of the ideal IX is just the set of all Fq-rational points on the curve X except for
P∞, which is viewed as a curve embedded in the M -D affine space FM

q .

2.2 The Gröbner bases and standard form of the curve

Let N0 be the set of non-negative integers, and we take the M -D integral lattice
NM

0 which is the set of M -tuples i := (i1, · · · , iM ) of non-negative integers,



and denote for i ∈ NM
0 , xi := xi1

1 · · ·xiM
M . Any polynomial (function) f ∈ Fq[x]

is written as f =
∑

i∈Supp(f) coeff(f, i)x
i with a finite subset Supp(f) := {i |

coeff(f, i)(∈ Fq) ̸= 0} ⊂ NM
0 which is called the support of f . According to

the order o(xi), i ∈ NM
0 , the graded reverse lexicographic term ordering <T

is defined over NM
0 s.t. for i = (i1, · · · , iM ), j = (j1, · · · , jM ) ∈ NM

0 , i >T j

and xi >T xj iff either
∑

1≤k≤M akik >
∑

1≤k≤M akjk or
∑

1≤k≤M akik =∑
1≤k≤M akjk and i1 = j1, · · · , ik−1 = jk−1, ik < jk, 1 ≤∃ k ≤ M holds. For

f ∈ Fq[x], let the definitions of (multi-)degree deg(f) ∈ NM
0 , the head (leading)

term ht(f), the head (leading) coefficient hc(f), etc. be the same as in [20] as
well as in the usual theory of Gröbner basis ([21],etc.).

Only monomials {xi | i ∈ ∆(IX )} are linearly independent over Fq as alge-
braic functions on the curve X , where ∆(IX ) ⊂ NM

0 is the delta set (Gröbner
escalier [21]) of a Gröbner basis B(IX ) ⊂ Fq[X] of the ideal IX w.r.t. the term
ordering <T . This fact can be said in terms of the order o(f), f ∈ Fq[x].
That is, if o(xi) = o(xj) and xi ̸= xj , then xi = cxj + g, where g ∈ R s.t.
Supp(g) ⊂ {k ∈ ∆(IX ) | o(xk) < o(xi)} and c( ̸= 0) ∈ Fq. The set of functions in
a reduced Gröbner basis B(IX ) gives a defining set of equations of the curve X
(in the Pellikann-Miura standard form).

For i = 0, · · · , a1 − 1, we define bi := min{j ∈ H(P∞) | j ≡ i mod a1},
and m(i) = (m

(i)
1 , · · · ,m(i)

M ) ∈ NM
0 to be the minimum element w.r.t. <T s.t.

o(xm(i)

) = bi, 0 ≤ i ≤ a1 − 1. Then, we have b0 = 0, m(0) = (0 · · · , 0) and

m
(i)
1 = 0, 0 ≤ i ≤ a1 − 1. For each m(i) = (m

(i)
1 , · · · ,m(i)

M ), let y(i) := xm(i)

(=

x
m

(i)
2

2 · · ·xm
(i)
M

M ∈ R), 0 ≤ i ≤ a1 − 1. (y(0) = 1.) Two distinct elements of
the set Ω0 := {xm

1 y(i) | m ∈ N0, i = 0, · · · , a1 − 1} have different orders (as
functions over the closure F̄q := ∪j≥0Fqj ). R is a free Fq[x1]-module with a basis

{y(0), · · · , y(a1−1)}. We denote Π := ∪a1−1
i=0 {(m,m

(i)
2 , · · · ,m(i)

M ) ∈ NM
0 | m ∈

N0}, i.e. Ω0 = {xi | i ∈ Π}.
Since L(G) ⊂ R, the free Fq[x1]-submodule L(G) of the free Fq[x1]-module R

has a Gröbner basis BG = {f (i) ∈ ⟨1, y(1), · · · , y(a1−1)⟩Fq [x1] | ht(f (i)) = xl(i)

1 y(i),

0 ≤ i ≤ a1 − 1} for certain nonnegative integers l(i) ∈ N0, 0 ≤ i ≤ a1 − 1. Let
∆(IR) be the delta set of a reduced Gröbner basis BG of the ideal IR (1). Then,
∆(IR) ⊂ Π, and we define

ΠR := Π \∆(IR) = ∪0≤j≤a1−1{(m, 0, · · · , 0) + i(j) ∈ NM
0 | m ∈ N0}, (3)

where deg(f (j)) = i(j) = (l(j),m
(j)
2 , · · · ,m(j)

M ) ∈ NM
0 , 0 ≤ j ≤ a1 − 1. Then,

the linear space L(G) (over Fq) with dimFq (L(G)) = n − k is spanned by the
polynomials {f ∈ L(G) | deg(f) ∈ ΠR(m)}, where ΠR(m) := {i ∈ ΠR | o(xi) ≤
m}, in particular by the polynomials of the form

{g(i) ∈ L(G) | 1 ≤ i ≤ n− k} := {xi1
1 f (j) | 0 ≤ j ≤ a1 − 1, a1i1 + o(f (j)) ≤ m}.

In a summary, h ∈ L(G) is written uniquely by

h =
∑

0≤j≤a1−1

h(j)f (j) (4)



with h(j)(= h(j)(x1)) ∈ Fq[x1], o(h
(j)) + o(f (j)) ≤ m, 0 ≤ j ≤ a1 − 1. There-

fore, we can represent any polynomial h ∈ L(G) as a polynomial vector h =
(h(0), h(1), · · · , h(a1−1)) ∈ (Fq[x1])

a1 .

3 Finding the error locators

3.1 Compound linear recurrence

Given a received word r = (rl)1≤l≤n ∈ Fn
q , we try to find the codeword c =

(cl)1≤l≤n ∈ C⊥(G) and/or the error vector e = (el)1≤l≤n ∈ Fn
q s.t. r = c + e.

Particularly, we want to find the error symbol locator set

E := {Pl ∈ P | el ̸= 0, 1 ≤ l ≤ n} (5)

under the assumption that the number of errors t = #E is less than half of the
Goppa bound d⊥G (or half of a certain order bound).

Instead of the ordinary syndrome S(i) =
∑

1≤l≤n elg
(i)(Pl), 1 ≤ i ≤ n − k

for the basis {g(i) | 1 ≤ i ≤ n − k} of L(G), we introduce a set of M -D error

syndrome arrays u(j) = (u
(j)
i ), i ∈ NM

0 , 0 ≤ j ≤ a1 − 1 defined by

u
(j)
i :=

∑
1≤l≤n

elf
(j)(Pl)x

i(Pl), i ∈ NM
0 , 0 ≤ j ≤ a1 − 1, (6)

where {f (j) ∈ IR | 0 ≤ j ≤ a1 − 1} is a Gröbner basis BG introduced in the
previous section. We remark that, for Π(j)(m) := {i ∈ Π | o(f (j)) + o(xi) ≤
m}, 0 ≤ j ≤ a1 − 1, these components u

(j)
i , i ∈ Π(j)(m) coincide with those

obtained from the received word: S
(j)
i :=

∑
1≤l≤n rlf

(j)(Pl)x
i(Pl), i ∈ Π(j)(m),

because
∑

1≤l≤n clf
(j)(Pl)x

i(Pl) = 0, i ∈ Π(j)(m) in view of f (j)xi ∈ L(G) for

o(f (j)) + o(xi) ≤ m.
Now we introduce the error locator ideal

I(E) := {f ∈ IR | f(Pl) = 0, Pl ∈ E}. (7)

Then, the key for decoding is given by the following

Theorem 1. For h ∈ L(G), we take the corresponding polynomial vector h =
(h(k))0≤k≤a1−1 with the component polynomials

h(k) =
∑

0≤i1≤s(k)

coeff(h(k), i1)x
i1
1 =

∑
i∈Supp(h(k))

coeff(h(k), i)xi,

where s(k) is the degree of polynomial h(k) ∈ Fq[x1] and Supp(h(k)) ⊆ {(i1, 0, · · · , 0)
∈ NM

0 | 0 ≤ i1 ≤ s(k)}. Then, h ∈ I(E) iff the following M -D compound linear
recurrence holds∑

0≤k≤a1−1

∑
i∈Supp(h(k))

coeff(h(k), i)u
(k)
i+j = 0, j ∈ NM

0 . (8)



The following corollary implies that every array u(k) = (u
(k)
i ), 0 ≤ k ≤ a1−1

has intrinsically the same structure w.r.t. the error locator set E .

Corollary 1. For h ∈ Fq[x], it holds that h ∈ I(E) only if every array u(k),
0 ≤ k ≤ a1 − 1 satisfies the following (simple) linear recurrence∑

i∈Supp(h)

coeff(h, i)u
(k)
i+j = 0, j ∈ NM

0 . (9)

Instead of the polynomials h(k) and syndrome arrays u(k), 0 ≤ k ≤ a1 − 1,

we use their shifted versions h̃(k) := xi(k)

h(k) having deg(h̃(k)) = i(k) +deg(h(k))

and Supp(h̃(k)) := {i = i(k) + j ∈ N0 | j ∈ Supp(h(k))} and ũ(k) = (ũ
(k)
i )

with ũ
(k)
i = u

(k)

i−i(k) , i ≥P i(k), where ≤P is the usual partial ordering defined

by i = (i1, · · · , iM ) ≤P j = (j1, · · · , jM ) ⇔ ik ≤ jk, 1 ≤ k ≤ M . Then, we can
rewrite the compound linear recurrence by∑

0≤k≤a1−1

∑
i∈Supp(h̃(k))

coeff(h̃(k), i)ũ
(k)
i+j = 0, j ∈ NM

0 . (10)

3.2 Vectorial BMS algorithm

We invoke the vectorial M -D BMS algorithm [3][20] for purpose of finding a
Gröbner basis of the error locator ideal I(E). Each polynomial h =

∑
0≤k≤a1−1

h(k)f (k) ∈ IR is represented as the shifted polynomial vector h̃ = (h̃(k))0≤k≤a1−1

instead of the polynomial vector h = (h(k))0≤k≤a1−1. For simplicity, we denote

h̃ as h, and so h = (h̃(k))0≤k≤a1−1 from now on.

As in [20], for a polynomial vector h(k), we define its degree and head position

by deg(h(k))(= d(k)) := maxT {deg(h̃(k,k′)) | 0 ≤ k′ ≤ a1 − 1}, hp(h(k)) :=

max{k′ | deg(h̃(k,k′)) = d(k), 0 ≤ k′ ≤ a1 − 1}.
For i(k) +Π := {i(k) + j | j ∈ Π} ⊂ ΠR +Π (:= {i + j | i ∈ ΠR, j ∈ Π}),

we assume that all the components of the error syndrome arrays ũ(k) = (ũ
(k)
j ),

j ∈ i(k) + Π, 0 ≤ k ≤ a1 − 1 are given, so that we have an error syndrome

array vector u = (ũ(k)). We try to find a set of minimal polynomial vectors

H = {h(k) = (h̃(k,k′))0≤k′≤a1−1 | 0 ≤ k ≤ a1 − 1} for the array vector u =

(ũ(k′))0≤k′≤a1−1 s.t. h(k)[u]j :=∑
0≤k′≤a1−1

∑
i∈Supp(h̃(k,k′))

coeff(h̃(k,k′), i)ũ
(k′)

i+j−d(k) = 0, d(k) ≤P i ≤T i(m), (11)

where i(m) ∈ Π is s.t. o(xi(m)) = m (we assume its existence), and the set H
should be a reduced Gröebner basis of the error locator ideal IE . We take the
total ordering <T̃ defined over the components ũ

(k)
i of the given M -D arrays

ũ(k) = (ũ
(k)
i ), i ∈ i(k) +Π, 0 ≤ k ≤ a1 − 1 by (i, k) <T̃ (j, l) ⇔ i <T j ∨ (i =

j ∧ k < l). Then, by adapting the results about the vectorial BMS algorithm[20]
to suit the present case, we have the following:



Proposition 1. We can find a reduced Gröbner basis of the error locator ideal
I(E) by applying the vectorial M -D BMS algorithm[20] to the error syndrome
array vector u (if given) w.r.t. the total ordering <T̃ .

In the whole process of the vectorial BMS algorithm, at each iteration with
(i, k) along the total ordering <T̃ , we find from the set of minimal polynomial

vectors h(k) for the subarray vector u(i,k) := (ũ
(l)
j ), (0, 0) ≤T̃ (j, l) <T̃ (i, k) a set

of minimal polynomial vectors for the appended subarray vector u(i,k)⊕ := (ũ
(l)
j ),

(0, 0) ≤T̃ (j, l) ≤T̃ (i, k), where the discrepancy h(k)[u]i is calculated and used
in updating the set of minimal polynomial vectors. We can keep the identity
hp(h(k)) = k, d(k) = deg(h̃(k,k)), 0 ≤ k ≤ a1 − 1. In addition, we can assume

that every minimal polynomial vector h(k), 0 ≤ k ≤ a1−1 is monic, i.e. the head
coefficient coeff(h̃(k,k), d(k)) = 1.

4 Decoding up to the Kirfel-Pellikaan bound

4.1 Kirfel-Pellikaan bound

As a lower bound for the minimum distance d(C⊥(G)) of the multipoint code
C⊥(G), Kirfel and Pellikaan [14] gave a formula, which is called the Kirfel-
Pellikaan bound, similar to the Feng-Rao bound [11] and the order bound of
one-point codes. The following is a formulation of the Kirfel-Pellikaan bound of
the dual multipoint code (cf. [13]).

For a divisor B and a point Q on a curve, let

H(Q;B) := ρQ(
∞∪

i=− deg(B)

L(iQ+B) \ {0}), (12)

where ρQ(S) is the set of orders (at Q) of functions f ∈ S, and for divisors
B1, B2

N(Q,B1, B2) := {(i, j) ∈ N2
0 | i+ j ∈ ρQ(B1 +B2), i ∈ H(Q;B1), j ∈ H(Q;B2)},

ν(Q,B1, B2) := #N(Q,B1, B2).

In particular, for Q = P∞, B1 = G = mP∞ −
∑

1≤j≤b njRj , B2 = 0, we have

ν(P∞, G, 0) = #{(i, j) ∈ N2
0 | i+ j = m, i ∈ H(P∞;G), j ∈ H(P∞; 0)}, (13)

where H(P∞; 0) (= H(P∞) mentioned in Section 2) is the set of orders (at P∞)
of functions in the ring R, and i =

∑
1≤k≤M akik for i = (i1, · · · , iM ) ∈ ΠR, and

j =
∑

1≤k≤M akjk for j = (j1, · · · , jM ) ∈ Π. We denote ν(l) := ν(P∞, lP∞ −∑
1≤j≤b njRj , 0) for l ∈ N0. As a conclusion, the Kirfel-Pellikaan bound of the

dual multipoint code C⊥(G) with G = mP∞ −
∑

1≤j≤b njRj is given as

dKP := dKP(C
⊥(G)) = min{ν(l) | l ≥ m+ 1}. (14)



It is a kind of order bound similar to the Feng-Rao bound [11] for one-point
codes [1], and it is shown by Riemann’s theorem that dKP ≥ d⊥G.

Now we remark that ν(l) = #(∪i∈ΠR+Π s.t. o(xi)=lΓ (i))∩ΠR, where Γ (i) :=
{j ∈ ΠR +Π | j ≤P i}.

4.2 Decoding with majority logic

First, we mention some definitions and facts necessary for full decoding. For any
point j ∈ (ΠR+Π)\Π there exists a unique point i ∈ ΠR s.t. o(xi) = o(xj). We
call such a pair of points i, j conjugate (with each other). The error syndrome

values u
(k)
i and u

(k)
j at a pair of conjugate points i and j are related by the

following linear recurrence (we call permanent)

fX [u(k)]i = 0, i ∈ i(k) +Π (15)

corresponding to any curve defining polynomial fX ∈ B(IX ).
In connection with majority voting for decoding up to the Kirfel-Pellikaan

bound, we need the following theorem derived from the Buchberger criterion,
which implies a linear dependence among shifted component arrays.

Theorem 2. There exist cl ∈ Fq and δ(l) >T 0, 0 ≤ l ≤ a1−1 s.t. the following
identities hold:

ũ
(j)
i = ũ

(k)
i +

∑
0≤l≤a1−1

clũ
(l)

i−δ(l)
(16)

for any 0 ≤ j ̸= k ≤ a1− 1 and i ∈ Σ(j,k), where Σ(j,k) is a subset of NM
0 which

contains Σ′(j,k) := {i | i ≥P i(j) or i ≥P i(k)} ∩ (∩0≤l≤a1−1{i | i ≥P i(l) + δ(l)}).

In sequel we consider the vectorial BMS algorithm and its application to the
syndrome array vector accompanied with the values extrapolated by using the
identities (14).

In decoding, the method mentioned in 3.2 does not always work because we
are given only the syndrome values calculated from the received word r

u
(k)
j = S

(k)
j , j ∈ Π(k)(m), 0 ≤ k ≤ a1 − 1,

which are called known syndromes and the other are unknown. From the known
syndromes, we can decode correctly provided that the number of errors t ≤
⌊ 1
2 (d

⊥
G − g − 1)⌋. For the full decoding up to the Goppa bound, we need some

majority voting scheme to find the unknown syndrome values u
(k)
j , j ̸∈ Π(k)(m),

0 ≤ k ≤ a1 − 1 as in decoding of one-point codes[1].
From the known syndromes, we can get a minimal polynomial vector set

H and an auxiliary polynomial vector set A of the subarray vector um+1 :=
u(i(m),a1−1). Now, assume that we have got already the syndrome subarray vector



ul for some l > m together with a pair of H and A of ul, which is accompanied
with the following subsets

Σ(H) := {i ∈ ΠR | i ≥P deg(h(j)), h(j) ∈ H, 0 ≤ j ≤ a1 − 1},
∆(A) := {i ∈ Π | i ≤P span(g), g ∈ A},

where the span of a polynomial vector g is defined to be span(g) := i−deg(g) ∈ Π

for the point i where the polynomial vector g had the discrepancy g[u(k)]i ̸= 0

(i.e. g was not valid for u(k), 0 ≤∃ k ≤ a1 − 1) for the first time as a member of
a minimal polynomial vector set at i (About these details, see [20]).

Now, at every i ∈ ΠR +Π s.t. o(xi) = l, for each h(k) ∈ H, 0 ≤ k ≤ a1 − 1

s.t. deg(h(k)) ≤P i, we calculate the candidate values û
(k)
i

û
(k)
i = −

∑
j∈Supp(h̃(k,k))\{d(k)}

coeff(h̃(k,k), j)ũ
(k)

i+j−d(k)

−
∑

k′ ̸=k, 0≤k′≤a1−1

∑
j∈Supp(h̃(k,k′))

coeff(h̃(k,k′), j)ũ
(k′)

i+j−d(k) .

Furthermore, we use also the permanent recurrence to find some additional can-
didate values, if possible. Then, we define a party as a maximal subset H ′ ⊂ H
which satisfies the following condition:

(⋆) All h(k) ∈ H ′ give the candidate values at conjugate points i s.t.
o(xi) = l which are consistent with each other in the sense that any
linear dependence (16) shown in Theorem 2 is not violated.

In addition, the number of votes for a party H ′ is defined as v(H ′) :=

# ∪i∈ΠR+Π s.t. o(xi)=l (Γ (i) ∩ΠR ∩Σ(H ′)) \ (i−∆(A))

and the total number of votes at l is defined as v(l) :=

∪i∈ΠR+Π s.t. o(xi)=l(Γ (i) ∩ΠR ∩Σ(H)) \ (i−∆(A)),

where i − ∆(A) := {i − j ∈ ΠR + Π | j ∈ ∆(A)}. The above-defined number
v(H ′) of votes for a party H ′ ⊂ H is just equal to the increase in the cardinality
of the delta set at the iteration corresponding to the order l when polynomial
vectors h(k) ∈ H ′ are not valid so that they are updated and replaced by new
polynomial vectors. Then, from the nature of iteration of BMS algorithm, we
can prove the following theorem, which assures the validity of the vectorial BMS
algorithm with majority voting for finding the correct values of the unknown
syndrome in case of correctable number of errors (See the similar reasoning in
decoding one-point codes with majority voting [4][1]).

Theorem 3. Provided the actual number of errors is t ≤ tKP, the party of

polynomial vectors h in H which give the correct syndrome values u
(k)
i at points

i conjugate with each other have the majority of votes among H.

Thus, we can decode up to the Goppa bound with computational complexity
O(a1n

2) ∼ O(gn2), where the minimum nonzero pole order a1 ∼ g.
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