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Abstract. RC4 is one of the most popular stream cipher with wide
industrial applications, it has received serious attention in cryptology
literature in the last two decades. In 1995, Roos pointed out that the
elements SN [y] of the permutation SN after the Key Scheduling Algo-
rithm for the first few values of y are biased to certain combinations of
secret key bytes. These correlations were theoretically studied by Paul
and Maitra (SAC 2007). The formula for the correlation probabilities
provided by them gives a wrong impression that the probabilities de-
crease as the value of y becomes larger, which is not true. In this paper,
we point out some gaps in their analysis and present a detailed analysis
of Roos Bias. We provide a more accurate formula for the correlation
probabilities.
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1 Introduction

The stream cipher RC4 was designed by Ron Rivest in 1987. It is one of the
simplest of all commercial ciphers, requiring only a few lines of code for its im-
plementation. It is found in many applications like WEP, WPA, SSL, TLS etc..
The algorithm was kept secret initially and was revealed in 1994 anonymously
over an internet newsgroup. Since then it has received serious attention by cryp-
tology community. However, none of the existing cryptanalytic attacks on RC4
proves to be a serious threat to cipher and it continues to be of significant interest
in the cryptology community.

The RC4 stream cipher has two components, namely, the Key Scheduling
Algorithm (KSA) and the Pseudo-Random Generation Algorithm (PRGA). The
data structure used in RC4 is as follows.

– The state consists of an array S of size N (typically, 256), which contains a
permutation of the integers {0, . . . , N −1}, two indices i (deterministic) and
j (pseudo-random) and a secret key array K.



– Given a secret key key of l bytes (typically 5 to 32), the array K of size N
is such that K[y] = key[y mod l] for any y, 0 ≤ y ≤ N − 1.

Note that all additions in both the KSA and the PRGA are additions modulo
N . The KSA uses an l-byte secret key key[0, . . . , (l− 1)] to scramble an identity
permutation S over ZN . The PRGA uses the scrambled permutation to generate
a pseudo-random sequence of keystream bytes, z1, z2, . . ., that are bitwise XOR-
ed with the plaintext to generate the ciphertext at the sender end and bitwise
XOR-ed with the ciphertext to get back the plaintext at the receiver end.

Both the KSA and the PRGA uses two indices i and j to access the per-
mutation entries and swap a pair at every round. A brief description is given
below.

KSA(K)

Initialization:
For i = 0, . . . , N − 1

S[i] = i;
j = 0;

Scrambling :
For i = 0, . . . , N − 1

j = (j + S[i] +K[i]);
Swap(S[i], S[j]);

PRGA(S)

Initialization:
i = j = 0;

Keystream Generation Loop:
i = i+ 1;
j = j + S[i];
Swap(S[i], S[j]);
t = S[i] + S[j];
Output z = S[t];

In the last two decades many attacks on RC4 have been proposed. In 2001,
Mantin and Shamir [7] proved that the second output byte of RC4 is biased
towards zero. Correlations between the RC4 keystream bytes and the key were
presented in [4]. In Eurocrypt 2011, Sepehrdad et al. [17] presented both distin-
guishing attack and key recovery attack on RC4 in WPA mode. In FSE 2011,
Maitra et al. [6] observed that all the initial output bytes from 3 to 255 have
positive bias towards zero. In FSE 2013, Isobe et al. [3] showed r-th output byte
has positive bias towards r for 3 ≤ r ≤ 255. AlFardan et al. [1](USENIX Secu-
rity 2013) and Paterson et al. [13] (FSE 2014) exploited KSA keystream biases
to recover plaintext in TLS and WPA. In Asiacrypt 2014, Paterson et al. [14]
improved the plaintext recovery attack of [13].

Let Sr, ir, jr denote the permutation and the two indices after round r of
RC4 KSA. Thus, the initial identity permutation is given by S0 and the final
permutation after the KSA is given by SN . By fy, we denote the expression
y(y+1)

2 +
∑y
x=0K[x], 0 ≤ y ≤ N − 1.

In 1995, Roos [15] pointed out a specific class of weak keys in RC4. It was
shown in [15] that the values in the initial locations of SN are correlated to some
linear combination of the secret key bytes. So the permutation SN leaks the secret
key bytes with probability significantly higher than random association. This
observation has immediate applications in WEP [18] and WPA [19] securities
where RC4 is used as a building block.

Roos [15] argued that the most likely value of the y-th element of the per-
mutation SN after the KSA for the first few values of y is given by SN [y] = fy.



The experimental values of the probabilities P (SN [y] = fy) for y reported in [15]
steadily decrease from 0.37 to 0.006 as y varies from 0 to 47 and then slowly
settles down to the random association of 1/N ≈ 0.003906. A theoretical jus-
tification appeared in [12] much later. In [12], authors also discussed how to
reconstruct key from the final permutation SN after KSA. Later Biham et al. [2]
improved the reconstruction algorithm of [12]. Generalizing Roos-type biases,
in [9] the probabilities of P (SN [y] = fy − t) were studied for small t. It was also
shown in [5] that not only the permutation bytes SN [y], but the nested permu-
tation bytes, e.g., the bytes SN [SN [y]], SN [SN [SN [y]]], and so on, are also biased
to fy. These types of biases are used to reconstruct key from the permutation
SN for better success probability. Experimental values of Roos biases reported
in [15] are given in the Table 1.

y P (SN [y] = fy)

0-15 .370 .368 .362 .358 .349 .340 .330 .322 .309 .298 .285 .275 .260 .245 .229 .216

16-31 .203 .189 .173 .161 .147 .135 .124 .112 .101 .090 .082 .074 .064 .057 .051 .044

32-47 .039 .035 .030 .026 .023 .020 .017 .014 .013 .012 .010 .009 .008 .007 .006 .006

Table 1. The probabilities experimentally observed by Roos [15].

Our Contribution: It appears that researchers have looked at only the initial
bytes of the state SN because of the strong bias (observed by Roos as given in
Table 1), and ignored the bias that may be of significance in the latter part.
The theoretical analysis of Roos bias by Paul and Maitra also concentrate on
the initial part and it was claimed in [12] that the probabilities P (SN [y] = fy)
for

“index 48 onwards, both the theoretical as well as the experimental val-
ues tend to 1

N (= 0.0039 for N = 256).”

Moreover, the formula for the correlation probabilities provided in [12] (see also
Proposition 1) gives a wrong impression that the probabilities decrease as the
value of y becomes larger. In this paper, we will show that the above claim
is not correct. In fact, when y = 59 the experimental value P (SN [y] = fy) is
approximately 82% of 1

N . Experimental analysis establishes that the biases show
wavy tendency rather than a steady decrease from the index y = 45 onwards.
We will present a detailed analysis of Roos bias, and we will also see that certain
assumptions lead to less accurate probabilities in the work of [12]. Our analysis
gives much a better approximation of Roos bias.

2 Analysis of Roos Biases

As mentioned in the previous section, Roos biases relate the permutation entry
SN [y] to the key combination fy. The proof sketches of this relation appeared



in [15] and later in [10]. A detailed theoretical justification and analytical formula
for the correlation probabilities was first provided in [12].

2.1 Analysis of Roos Biases by Paul and Maitra

We will now briefly discuss theoretical analysis and formula for the correlation
probabilities given by Paul and Maitra.

Proposition 1. [12, Theorem 1] Assume that the index j takes its value from
ZN independently and uniformly at random at each round of KSA. Then, on
completion of RC4 KSA, we have for 0 ≤ y ≤ N − 1,

P (SN [y] = fy) ≈ 1

N
+
(

1− y

N

)
·
(

1− 1

N

) y(y+1)
2 +N

.

The authors consider the following three events in their analysis and derivation
of the above formula. For any fixed y,

1. Event X : St[t] = t for 1 ≤ t ≤ y
2. Event Y : jy+1 6∈ {0, . . . , y − 1} and also jy+1 is not touched by j1, . . . , jy
3. Event Z : jt 6= y for y + 2 ≤ t ≤ N

The first event X is same as the event jt /∈ {t, . . . , y} for 1 ≤ t ≤ y. In this
case we get

jy+1 =

y∑
t=0

(
K[t] + St[t]

)
=

y∑
t=0

(
K[t] + t

)
=
y(y + 1)

2
+

y∑
t=0

K[t] = fy.

If the second event occurs then Sy[jy+1] = jy+1. Hence after swap we get
Sy+1[y] = jy+1. The third event makes the value in y-th location of the state is
not disturbed after the y-th round of KSA. Hence if all the three events X,Y
and Z occur simultaneously then we get SN [y] = Sy+1[y] = jy+1 = fy.

In [12], it is estimated that P (jy+1 = fy) ≈
(
N−1
N

)1+
y(y+1)

2

+ 1
N assuming

random association on the complementary path of the event X. Probability of

the second and third events hold jointly is estimated as

(
N−y
N

)(
N−1
N

)N−1
.

The formula given in Proposition 1 is derived by Paul and Maitra by assuming
again random association on the complementary path of Y ∩ Z ∩ {jy+1 = fy}.

2.2 Our Concern

We can see that from Proposition 1

P(SN [y] = fy) >
1

N



for any y, and the probabilities decrease as the index y becomes larger. We
observe that this is not true, and the probabilities show wavy tendency over the
line 1

N . In fact, when we take y = 59 we get P (SN [y] = fy) = 0.004183 according
to Proposition 1. However, we have observed experimentally that

P (SN [y] = fy) = 0.003204 =
41

50
· 1

N

for y = 59. This less accurate estimation is due to certain events for which
P (SN [y] = fy) is assumed to be 1

N in [12], which is not the case. To be specific, it
is assumed in [12] that P (jy+1 = fy) ≈ 1

N even whenXc : jt ∈ {t, . . . , y} for some
t ∈ [1, y] holds. But this is not true. Experimentally we see that P (j51 = f50) =
37
100 ·

1
N . In the analysis of [12] the authors have taken P (jy+1 = fy |Xc∩Y ) = 1

N .
However, experiments show that P (j51 = f50 |Xc ∩ Y ) < 0.01

N , and so this event
is very unlikely. This is because if jt ∈ {t, . . . , y} for exactly one t ∈ [1, y] and Y
holds then jy+1 will always be different from fy. Our analysis takes care of this
scenario.

Also in [12], the probability of the first event X is estimated as P (X) =∏y
i=1

(
1− 1

N

)i
. But one can see that this probability should be

∏y
i=1

(
1− i

N

)
.

We will now present our analysis of Roos bias. We will first find P (Sy+1[y] =
fy). Then we use this probability to derive formula for SN [y] = fy.

2.3 Probability of Sy+1[y] = fy

Consider the following three events:

1. Event A : jt /∈ {t, . . . , y} for 1 ≤ t ≤ y
2. Event B : fy /∈ {0, 1, · · · , y − 1}
3. Event C : jt 6= fy for 1 ≤ t ≤ y.

We always assume that jt is uniformly distributed over ZN . We can estimate
the probabilities of the above three events as given below.

P (A) =

y∏
i=1

(
1− i

N

)
, P (B) =

(
1− y

N

)
and P (C) =

(
1− 1

N

)y
.

It is not difficult to see that if the events A,B and C occur simultaneously then
Sy+1[y] will always be equal to fy. That is

P (Sy+1[y] = fy | A ∩B ∩ C) = 1. (1)

On the other hand it can also be seen that

P (Sy+1[y] = fy | A ∩Bc ∩ C) = P (Sy+1[y] = fy | A ∩B ∩ Cc) = 0, (2)

where Bc and Cc are complement of B and C respectively. As discussed we
need to treat the case carefully where the event Ac occurs. In particular we



analyse the event Ac ∩ B ∩ C. For this purpose, we introduce a new variable
vy =

∑y
i=0(i− Si[i]) to keep track of the gap between jy+1 and fy.

One can see that Si[i] ≤ i for i ≤ y. Thus we must always have vy ≥ 0.

Also vy =

y∑
i=0

(
i− Si[i]

)
≤

y∑
i=0

i =
y(y + 1)

2
. It is easy to see that vy measures

the difference between fy and jy+1. That is fy ≡ jy+1 + vy mod N . Thus if
vy 6≡ 0 mod N then jy+1 will be different from fy. Since B and C hold, we get
Sy[fy] = fy. Hence Sy+1[y] 6= fy. Therefore we have

P (Sy+1[y] = fy | {vy 6≡ 0 mod N} ∩B ∩ C) = 0. (3)

On the other hand if vy ≡ 0 mod N then jy+1 = fy. Therefore we have

P (Sy+1[y] = fy | {vy ≡ 0 mod N} ∩B ∩ C) = 1. (4)

Observe that if vy = 0 then we must have Si[i] = i for i ≤ y, and this is
equivalent to the event A. The identity (4) includes occurrence of the event A.
This way we get one negative path and another positive path for Roos bias. Thus
our interest is to find out P

(
{vy 6≡ 0 mod N}

)
and P

(
{vy ≡ 0 mod N} ∩ {vy 6=

0}
)
. Let us denote the latter event by A′. To estimate these probabilities, we first

calculate the expected value E(vy) and the variance V ar(vy) of vy and then use
Central Limit Theorem to obtain the probabilities. Let us first state an useful
result [8, Claim C.3.2].

Lemma 1. For b > a, P (Sb[b] = a) =

(
1− 1

N

)a
1
N

Now we estimate the values E(vy) and V ar(vy).

Theorem 1. The expected value of vy is given by

E(vy) =

y∑
r=0

r−1∑
x=0

(
1− 1

N

)x
1

N

(
r − x

)
with variance

V ar(vy) =

y∑
r=0

[ r−1∑
x=0

(
1− 1

N

)x
1

N

(
r − x

)2

−
( r−1∑
x=0

(
1− 1

N

)x
1

N

(
r − x

))2]
.

Proof. Let us set vr,y = r − Sr[r] for 0 ≤ r ≤ y. Clearly vy =
∑y
r=0 vr,y. So

E(vy) =
∑y
r=0E(vr,y). Hence we first calculate E(vr,y). Now from Lemma 1, we

have P (Sr[r] = x) =

(
1 − 1

N

)x
1
N for x < r. Also Sr[r] can not be larger than

r. Therefore we get

E(vr,y) =

r−1∑
x=0

P (Sr[r] = x) · (r − x) =

r−1∑
x=0

(
1− 1

N

)x
1

N

(
r − x

)
.



Thus

E(vy) =

y∑
r=0

r−1∑
x=0

(
1− 1

N

)x
1

N

(
r − x

)
.

Also

V ar(vr,y) = E(v2r,y)− (E(vr,y))2

=

r−1∑
x=0

(
1− 1

N

)x
1

N

(
r − x

)2

−
( r−1∑
x=0

(
1− 1

N

)x
1

N

(
r − x

))2

.

If we assume
{
vr,y
}y
r=0

are independent then we get V ar(vy) =
∑y
r=0 V ar(vr,y)

and it is given by

y∑
r=0

[ r−1∑
x=0

(
1− 1

N

)x
1

N

(
r − x

)2

−
( r−1∑
x=0

(
1− 1

N

)x
1

N

(
r − x

))2]
.

ut

From Central Limit Theorem [11], we can assume that vy follows Truncated
Normal distribution and lies within the interval [0, b] with mean µ = E(vy) and

variance σ2 = V ar(vy), where b = y(y+1)
2 . So we have

P (vy 6≡ 0 mod N) ≈
∞∑
c=0

1

Φ( b−µσ )− Φ( 0−µ
σ )
· 1

σ

∫ min{(c+1)N−0.5,b}

0.5+cN

φ
(x− µ

σ

)
,

P (A′) ≈
∞∑
c=1

1

Φ( b−µσ )− Φ( 0−µ
σ )
· 1

σ

∫ min{cN+0.5,b}

cN−0.5
φ
(x− µ

σ

)
,

where φ(x) = e−
x2

2√
2π

is the probability density function of the standard Normal

distribution and Φ(·) is its cumulative distribution function. Recall that the event
vy = 0 is exactly same as A. Hence we exclude the case vy = 0.

Thus from identities (1), (2), (3) and (4) and considering random situation
in the other cases, the probability P (Sy+1[y] = fy) can be expressed as:
P (Sy+1[y] = fy | A ∩B ∩ C)P (A ∩B ∩ C) +
P (Sy+1[y] = fy | A ∩Bc ∩ C)P (A ∩Bc ∩ C) +
P (Sy+1[y] = fy | A ∩B ∩ Cc)P (A ∩B ∩ Cc) +
P (Sy+1[y] = fy | {vy 6≡ 0 mod N} ∩B ∩ C)P ({vy 6≡ 0 mod N} ∩B ∩ C) +
P (Sy+1[y] = fy | A′ ∩B ∩ C)P (A′ ∩B ∩ C) +
1
N

(
1−P (A∩B∩C)−P (A∩Bc∩C)−P (A∩B∩Cc)−P (A′∩B∩C)−P (A′∩B∩C)

)
= P (A ∩ B ∩ C) + P (A′ ∩ B ∩ C) + 1

N

(
1 − P (A ∩ B ∩ C) − P (A ∩ Bc ∩ C) −

P (A ∩B ∩ Cc)− P ({vy 6≡ 0 mod N} ∩B ∩ C)− P (A′ ∩B ∩ C)
)
.

By putting all the probabilities in the above identity we get a formula for
P (Sy+1[y] = fy) as stated in the following lemma.



Lemma 2. The probability of P (Sy+1[y] = fy) can be given by( y∏
i=1

(
1− i

N

)
+ p1

)
·
(
1− y

N

)
·
(
1− 1

N

)y
+

1

N
·
[
1−

((
1− y

N

)
·
(
1− 1

N

)y
+

y

N
·
(
1− 1

N

)y
+
(
1− y

N

)
·
(
1− (1− 1

N
)y
))
·
y∏
i=1

(
1− i

N

)
−
(
p1 + p2

)(
1− y

N

)(
1− 1

N

)y]
where

p1 =

∞∑
c=1

1

Φ( b−µa )− Φ(−µσ )
· 1

σ

∫ min{cN+0.5,y(y+1)/2}

cN−0.5
φ
(x− µ

σ

)
,

p2 =

∞∑
c=0

1

Φ( b−µa )− Φ(−µσ )
· 1

σ

∫ min{(c+1)N−0.5,y(y+1)/2}

0.5+cN

φ
(x− µ

σ

)
,

µ =

y∑
r=0

r−1∑
x=0

(
1− 1

N

)x
1

N

(
r − x

)
,

σ2 =

y∑
r=0

[ r−1∑
x=0

(
1− 1

N

)x
1

N

(
r − x

)2

−
( r−1∑
x=0

(
1− 1

N

)x
1

N

(
r − x

))2]

2.4 Probability of P (SN [y] = fy) and Comparative Study

Now one can easily find the value of P (SN [y] = fy) from P (Sy+1[y] = fy) as
given below.

Theorem 2. We get

P (SN [y] = fy) = P (Sy+1[y] = fy) ·
(
1− 1

N

)N−1−y
+
(
1− P (Sy+1[y] = fy)

)
·
N−1∑
t=y+1

1

N2

(
1− 1

N

)N−1−t
Proof. We have two cases:

– Case 1: Let Sy+1[y] = fy. Then if any jy+2, · · · , jN touches the y-th location
then SN [y] 6= fy. And jy+2, · · · , jN all are different from y happens with

probability
(
1− 1

N

)N−1−y
.

– Case 2: Let Sy+1[y] 6= fy. If suppose Sy+1[t] = fy for some t < y then fy
can not moved to yth location in further rounds of KSA. So let us consider
the scenario where St[t] = fy for some t > y. Suppose that jt+1 = y and
jt+2, · · · , jN all are different from y. Hence after the swap we get St+1[y] = fy



and this location is not disturbed in further rounds of KSA. This path holds

with probability 1
N2 ·

(
1− 1

N

)N−1−t
. Since t ∈ [y + 1, N − 1], we have

P
(
SN [y] = fy | Sy+1[y] 6= fy

)
=

N−1∑
t=y+1

1

N2

(
1− 1

N

)N−1−t
Adding the cases we get the formula as stated. ut

Using Table 2 we present our comparative study of the correlation probabil-
ities. We present theoretical values of P(SN [y] = fy) for 0 ≤ y ≤ 95 according
to Theorem 2 and also according to the formula of [12, Theorem 1]. We have
calculated the values p1 and p2 in Lemma 2 using numerical methods available in
Sage [16]. The experimental values are averaged over 10 billion key schedulings,
where the key is of length 16 and are randomly generated.

From Table 2, it is clear that our estimation gives a much better approx-
imation than [12]. One can note that from Table 2, P (SN [y] = y) < 1

N for
y ∈ [51, 69]. After that it again becomes positive up to y = 83.

y P (SN [y] = fy)

Paul et al. [12] 0.371066 0.368203 0.363945 0.358342 0.351457 0.343369 0.334169 0.323958
0-7 Exp. 0.368563 0.365907 0.361276 0.356108 0.348788 0.340914 0.331431 0.321580

Thm. 2 0.371066 0.368203 0.363940 0.358320 0.351403 0.343264 0.333990 0.323680

Paul et al. [12] 0.312847 0.300951 0.288393 0.275297 0.261789 0.247991 0.234026 0.220008
8-15 Exp. 0.309965 0.298342 0.285258 0.272382 0.258284 0.244326 0.230165 0.216406

Thm. 2 0.312443 0.300396 0.287661 0.274365 0.260635 0.246600 0.232383 0.218108

Paul et al. [12] 0.206048 0.192248 0.178701 0.165492 0.152696 0.140375 0.128583 0.117363
16-23 Exp. 0.201742 0.188135 0.174017 0.161007 0.147677 0.135578 0.123297 0.112364

Thm. 2 0.203887 0.189829 0.176034 0.162589 0.149575 0.137059 0.125099 0.112486

Paul et al. [12] 0.106748 0.096759 0.087412 0.078711 0.070654 0.063231 0.056426 0.050219
24-31 Exp. 0.101313 0.091684 0.081978 0.073656 0.065246 0.058080 0.051557 0.045035

Thm. 2 0.101762 0.091699 0.082310 0.073601 0.065568 0.058199 0.051478 0.045380

Paul et al. [12] 0.044586 0.039497 0.034923 0.030830 0.027186 0.023956 0.021106 0.018604
32-39 Exp. 0.039709 0.034941 0.030516 0.026688 0.023179 0.020069 0.017615 0.015267

Thm. 2 0.039878 0.034941 0.030534 0.026621 0.023165 0.020130 0.017478 0.015173

Paul et al. [12] 0.016416 0.014512 0.012862 0.01144 0.010218 0.009174 0.008285 0.007532
40-47 Exp. 0.013233 0.011523 0.010019 0.008734 0.007606 0.006747 0.006056 0.005372

Thm. 2 0.013180 0.011466 0.009999 0.008752 0.007696 0.006807 0.006063 0.005444

Paul et al. [12] 0.006897 0.006363 0.005917 0.005545 0.005237 0.004982 0.004773 0.004602
48-55 Exp. 0.004929 0.004502 0.004142 0.003866 0.003650 0.003481 0.003370 0.003276

Thm. 2 0.004931 0.004509 0.004165 0.003886 0.003665 0.003492 0.003362 0.003271

Paul et al. [12] 0.004462 0.004349 0.004257 0.004183 0.004124 0.004077 0.004040 0.004010
56-63 Exp. 0.003220 0.003199 0.003190 0.003203 0.003235 0.003295 0.003360 0.003455

Thm. 2 0.003216 0.003192 0.003198 0.003229 0.003282 0.003352 0.003433 0.003522

Paul et al. [12] 0.003986 0.003968 0.003954 0.003943 0.003934 0.003927 0.003922 0.003918
64-71 Exp. 0.003484 0.003576 0.003667 0.003740 0.003817 0.003886 0.003945 0.003988

Thm. 2 0.003612 0.003699 0.003779 0.003849 0.003907 0.003950 0.003981 0.003998

Paul et al. [12] 0.003915 0.003913 0.003911 0.003910 0.003909 0.003908 0.003908 0.003907
72-79 Exp. 0.004024 0.004045 0.004057 0.004054 0.004047 0.004033 0.004014 0.003992

Thm. 2 0.004003 0.003998 0.003987 0.003970 0.003952 0.003933 0.003916 0.003901

Paul et al. [12] 0.003907 0.003907 0.003907 0.003907 0.003906 0.003906 0.003906 0.003906
80-87 Exp. 0.003970 0.003948 0.003931 0.003912 0.003899 0.003891 0.003886 0.003883

Thm. 2 0.003891 0.003884 0.003880 0.003880 0.003882 0.003885 0.003890 0.003894

Paul et al. [12] 0.003906 0.003906 0.003906 0.003906 0.003906 0.003906 0.003906 0.003906
88-95 Exp. 0.003881 0.003886 0.003888 0.003892 0.003895 0.003900 0.003899 0.003909

Thm. 2 0.003897 0.003900 0.003902 0.003904 0.003904 0.003905 0.003905 0.003905

Paul et al. [12] 0.003906 0.003906 0.003906 0.003906 0.003906 0.003906 0.003906 0.003906
96-103 Exp. 0.003892 0.003897 0.003899 0.003898 0.003899 0.003902 0.003902 0.003902

Thm. 2 0.003905 0.003905 0.003905 0.003905 0.003905 0.003905 0.003905 0.003906

Table 2. Comparison of our work with the work of [12] and experimental values.

To emphasize the difference, we also compare pictorially in Figure 1 for the
index y values between 45 and 103. One can see that from the Figure 1 our
formula gives a much better approximation of Roos bias. To be specific, our
analysis captures the wavy tendency of the experimental values.



The theoretical estimation according to [12, Theorem 1] becomes ≈ 1
N when

y ≥ 81. But according to our analysis, the estimation becomes ≈ 1
N when

y ≥ 104. However, we have observed experimentally that there are still significant
biases beyond y ≥ 104. With 16 byte key, our experimental data shows that
maximum positive value occurring P (SN [127] = f127) = 1

N + 1.6
N2 and maximum

negative value occurring P (SN [128] = f128) = 1
N −

2.8
N2 for y ≥ 104. We do not

see such significant biases when the key length is of 17 bytes. It seems that these
biases at locations beyond 104 are dependent on the key length. We take this
opportunity to present our experimental values pictorially in Figure 2 for both
16 bytes and 17 bytes key.

y →

P
(S

N
[y

])
=

f y
→

P(SN [y] = fy)

Thm.2

Paul et al. [12]
1
N

Fig. 1. Distribution of P (SN [y] = fy) for y ∈ [45, 103].

Remark: Maitra and Paul studied Roos-type nested biases P(SN [SN [y]] = fy)
in FSE-2008 paper. We observe that there is significant difference between theo-
retical values and empirical values. We would like to work on this in the future.
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