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Abstract

In this paper we investigate the traversal time of a file across N communication links (or ledges) subject to
stochastic changes in the sending rate of each link. Each link’s sending rate is modeled by a finite-state Markov
process. Two cases, one where links evolve independently of one another (N mutually independent Markov
processes), and the second where their behaviors are dependent (these N Markov processes are not mutually
independent) are considered. A particular instance where the above is encountered is in ad hoc delay/tolerant
networks where edges are subject to intermittent unavailability.

Keywords: Dynamic communication path; Traversal time; Markov process; Laplace-Stietljes transform; Pearson
correlation coefficient; Stochastic bound.

1 Introduction

In this paper we investigate the traversal time of a file across N communication links (or edges) subject to stochastic
changes. Throughout the paper the state of each link is modeled by a finite-state Markov process to account for
the link’s sending rate over time. We will address two cases, one where links are independent of each other and a
second where they exhibit local dependencies.

The situation depicted above is encountered in mobile ad hoc and disruption/delay tolerant networks (DTNs),
where edges are typically intermittently unavailable. Specifically, the state of an edge at any time t (i.e., absent,
present) may be random, as well as possibly dependent on its state just before time t. In this case each Markov
process has two states, on and off. If a packet is committed towards traversing such a route (as in source routing),
it will simply wait in a node’s buffer until the next edge in the path becomes available. Apart from source routing
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in DTNs (which could be applicable in general topologies), dynamic links are observed in naturally occurring
linear network topologies such as military convoys, underwater networks, traffic light networks, and linear sensor
networks, e.g., for monitoring bridges. Edges in these networks exhibit varying levels of intermittence due to a
variety of factors such as relative mobility of vehicles, significant signal propagation loss due to rugged terrain, or
multi-path fading and shadowing.

The time spent traversing a path with such intermittent connectivity includes both the time spent crossing the edges
along the path and the time spent waiting (in node buffers) for the edges to appear. Unlike the case of a static path
where each edge is always available for use (and thus the path’s traversal time is simply the sum of the delays to
cross the constituent edges), computing the end-to-end traversal time (its distribution to be more precise as this
quantity is a random variable) along a dynamic path is not trivial. This is the problem we study in this paper.

The organization and the main results of the paper are as follows. Related works are discussed in Section 2.
Throughout this paper we will mainly provide an in-depth study of the case where the link dynamics are modeled
by a two-state (or on-off) Markov processes, a situation of practical interest. This setting has also the advantage
of yielding many qualitative as well as quantitative results without resorting to intense numerical computations as
is usually the case with more general Markov models. We start in Section 3.3 by presenting a recursive scheme
for the calculation of the joint Laplace-Stieltjes Transform (LST) of the joint traversal times across each link when
links behave as independent Markov processes with a general state-space (under the technical condition (6)). This
result holds for any initial state. When links are initially in steady-state the LST of the stationary joint link traversal
times can easily be obtained as shown in Section 3.2.

Section 3.4 addresses the situation when links behave as independent on-off Markov processes. We show that the
expected path traversal time can be obtained in O(n2) operations, with n the number of links. We also show that
this quantity is minimized (resp. maximized) when all links are initially active (resp. inactive), thereby providing
lower and upper bounds on the expected path traversal time. All these results hold for any initial link state and
under various transmission scenarii and assumptions for the file size distribution - see Sections 3.5-3.6. Section
4 discusses the application of the results obtained in the latter two sections to the analysis developed in Sections
3.3-3.4.

Section 5 investigates the case where specific local - positive and negative - dependencies exist between the links.
Both the stationary LST and the stationary expected path traversal time are obtained in explicit form as a function of
the Neyman-Pearson correlation coefficient which characterizes the amount of linear dependence between adjacent
links.

The paper ends with numerical results in Section 6 and concluding remarks in Section 7.

Notation: For any mapping s → f (s), f ′(a) denotes the derivative of f (s) w.r.t. s evaluated at s = a. For any
number a ∈ [0, 1] we denote ā = 1 − a. The |J| × |J| diagonal matrix with diagonal elements x j, j ∈ J, is denoted
by diag(x j, j ∈ J). Here, |J| denotes the cardinality of the set J. Last, vT is the transpose of the row vector v.
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2 Related work

Our work can be cast into the framework of weighted graphs with stochastic weights, where in our case weights are
the edge traversal times. [1] is the first paper to consider stochastic time-dependent travel times in a network. The
author shows that for such networks classical shortest path algorithms (e.g. Dijkstra algorithm) do not necessarily
find the best route between two nodes and proposes an adaptive decision rule to find the optimal route. More
recently, a general framework for finding the optimal routing policy for stochastic time-dependent weights has
been proposed in [2]. A literature review on optimal routing for graphs with both deterministic and stochastic
time-dependent weights can be found in the latter paper.

Time-varying graphs [3] are useful in the study of communication networks with intermittent connectivity such as
delay tolerant networks [4]. Markov random graphs have been proposed in [5], studied in the context of random
walks in [6], and used to derive asymptotic scaling laws for flooding times in such networks [7]. The closest
work to ours is [8], which computes the expected traversal time between a source-destination pair across a linear
network where all links are described by independent and identical discrete time two state on-off models under
the assumptions that service requires either zero or one unit of time. Our work considers a continuous time model
where links are described by finite state, non-identical and possibly correlated Markov chains with a richer set of
transmission models.

Last, our correlated link model based on local interactions is an example of an interacting particle system on a line.
Typically, studies of such systems concern themselves with the existence and characterization of the stationary
distribution. They are in general not concerned with metrics such as traversal times. See [9] for a background of
this area and other examples. An exception is [10] where edge traversal times are modeled by correlated random
variables with phase-type distributions (if the traversal time of edge u ends in phase x it will begin at edge v in
phase y with probability Pu,v(x, y) if the path (u, v) is followed). This Markovian setting is different from our setting
which need not be Markovian and also does not account for different transmission models.

3 Independent links in series

3.1 Notation, definition, model

Consider N links in series, labeled 1, 2, . . . ,N. Unless otherwise mentioned in the following n is an arbitrary
integer in {1, . . . ,N}. Let Xn(t) ∈ En denote the state of link n at time t ≥ 0, where En is a countable and finite
set, and let X(t) = (X1(t), . . . , XN(t)) ∈ E := E1 × · · · × EN be the state of all links at time t. Link states may be
associated with different transmission rates to account for channel physical conditions, as discussed later on.

In the following, Px and Ex will denote the probability and the expectation operator, respectively, given that X(0) =

x := (x1, . . . , xN) ∈ E.
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Throughout the paper we assume that, for each n, Xn := {Xn(t), t ≥ 0} is an irreducible Markov process on En with
infinitesimal generator Qn = [qn(i, j)]i, j∈En . Let πππn(t) := (P(Xn(t) = j), j ∈ En) for t ≥ 0.

We define by Dn the traversal time across link n so that Tn :=
∑n

i=1 Di is the traversal time across links 1, . . . , n,
also called hereafter the end-to-end traversal time. Define Yn := Xn(Tn−1) ∈ En, the state of link n at the time Tn−1

when the file becomes available for transmission on that link (by convention T0 = 0).

The traversal time across a link is the sum of the transmission time, the link propagation delay and the total time
during which the link was unavailable during the file transmission. For instance, if the link sending rate is constant
and the file is sent according to the store-and-forward protocol (the first bit of the file cannot be transmitted across
a link before the entire file is ready for transmission across that link), the transmission time is simply the length
of the file (say in bits) divided by the sending rate of link n (say in bits/sec.); adding the propagation delay to the
transmission time gives the link traversal time in this case.

For further use in this section, we introduce the following assumptions:

Assumption 1: The Markov processes X1, . . . ,XN are mutually independent.

Assumption 2: P(Dn < x | {(Y j,D j), j = 1, . . . , n − 1},Yn = i) = P(Dn < x |Yn = i) for all x > 0, i ∈ En,
n = 1, . . . ,N.

In words, Assumption 2 says that if the state of link n is known at the time Tn−1 when the file becomes ready for
transmission across that link, the traversal time across this link depends neither on the traversal times across links
1, . . . , n − 1 nor on the state of links 1, . . . , n − 1 when the file became ready for transmission across these links.
When the links behave independently of each other – which will be assumed throughout Section 3 thanks either to
Assumption 1 in Sections 3.2-3.3 or to the more restrictive Assumption 3 in Section 3.4 – Assumption 2 is very
weak as it only requires that the transmission time of the file on a link does not depend on its transmission times
across previous links. For instance, this is true when transmission rates are constant, possibly dependent on the
link state and the file has a constant size or if the lengths of the file to be transmitted across links 1, . . . ,N form
mutually independent rvs.

Our first objective is to calculate

GN,x(s1, . . . , sN) := Ex[e−(s1D1+···+sN DN )] (si ≥ 0, i = 1, . . . ,N) (1)

the LST of the joint traversal times across links 1, . . . ,N, given that the links are initially in state x ∈ E. This
calculation will require the knowledge of

Fn, j(s) := Ex[e−sDn |Yn = j] (s ≥ 0, j ∈ En) (2)

the LST of the traversal time across link n given that the link is in state j when the file becomes available for
transmission at the link. Last, introduce the conditional expectation

γn, j = Ex[Dn|Yn = j] = −F′n, j(0) ( j ∈ En). (3)
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When Assumption 1 holds the dependence on the initial state x can be dropped in both definitions (2) and (3) as
Dn does not depend on x when the state of link n is known at time Tn−1.

3.2 Stationary initial link state distribution

When the Markov processes X1, . . . ,XN are in steady-steady at time t = 0, with (π?n ( j), j ∈ En) the stationary dis-
tribution vector of Xn, rvs D1, . . . ,DN are mutually independent under Assumptions 1 and 2 as shown in Appendix
A, so that the unconditional LST of the joint link traversal times is given by

E
[
e−(s1D1+···+sN DN )

]
=

N∏
n=1

∑
j∈En

π?n ( j)Fn, j(sn) (4)

under Assumptions 1 and 2. In particular,

E[TN] =

N∑
n=1

∑
j∈En

π?n ( j)γn, j. (5)

Quantities Fn, j(·) are calculated in Section 3.5 when the file size is exponentially distributed, and in Section 3.6 for
general file size distributions and for different file retransmission scenarii when X1, . . . ,XN are two-state Markov
processes.

3.3 Arbitrary initial link state distribution

In this section we do not assume that X1, . . . ,XN are in steady-steady at time t = 0. This introduces a dependence
between the rvs D1, . . . ,DN since, for instance, Dn depends on the state of link n when the file gets ready to be
transmitted on that link (given by X(Tn−1)), a quantity that itself depends on both the initial state of link n and on
D1 + · · · + Dn−1, the traversal time across links 1, . . . , n − 1.

Assumption 3: There exist constants {cn(i, j, k), λn(k)}i, j,k∈En such that (i, j ∈ En, t > 0)

P(Xn(t) = j|Xn(0) = i) =
∑
k∈En

cn(i, j, k) e−λn(k)t. (6)

Thanks to the (Kolmogorov) result πππn(t) = πππn(0)eQnt (t ≥ 0), it is well known that (6) holds when Qn is diag-
onalizable. In this case, the constants {−λn(k)}k∈En in (6) are the eigenvalues of the matrix Qn and the constants
{cn(i, j, k)}i, j,k∈En relate to the eigenvectors of Qn .

A particular case when Qn is diagonalizable is when the Markov process Xn is reversible [11, p. 116]. This
includes the two-state Markov process, which is investigated in Section 3.4. Being reversible for each n does not
help in the calculation of GN,x(s1, . . . , sN) (even when these Markov processes are mutually independent) beyond
the fact that (6) holds, a fact that we exploit in Section 3.4 when we investigate two-state Markov processes.
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Proposition 3.1 below provides a recursive scheme for calculating Gn,x(s1, . . . , sn) in terms of the mappings {Fn, j(·)}n, j
introduced in (2).

Proposition 3.1 (LST of joint traversal times)

Under Assumptions 1, 2, and 3
G1,x(s1) = F1,x1 (s1) (7)

and, for n = 2, . . . ,N,

Gn,x(s1, . . . , sn) =
∑

j,k∈En

cn(xn, j, k)Fn, j(sn)Gn−1,x(s1 + λn(k), . . . , sn−1 + λn(k)) (8)

for any x = (x1, . . . , xN) ∈ E.

Proof. Fix x = (x1, . . . , xN) ∈ E. Eq. (7) directly follows from definitions (1) and (2) thanks to T0 = 0. Now let
n ≥ 2. With the shorthandAn((yi, di)) := {(Yi = yi,Di = di), i = 1, . . . , n − 1}, we find that

Gn,x(s1, . . . , sn) =
∑
yi∈Ei

i=1,...,n−1

∑
j∈En

∫ ∞

d1=0
· · ·

∫ ∞

dn−1=0
e−

∑n−1
i=1 sidi

×Ex

[
e−snDn | An((yi, di)), Xn(D1 + · · · + Dn−1) = j

]
×Px(Xn(d1 + · · · + dn−1) = j | An((yi, di))) dPx(Yi = yi,Di < di, i = 1, . . . , n − 1)

=
∑
yi∈Ei

i=1,...,n−1

∑
j∈En

∫ ∞

d1=0
· · ·

∫ ∞

dm−1=0
e−

∑n−1
i=1 sidi Fn, j(sn)Px(Xn(d1 + · · · + dn−1) = j) (9)

× dPx(Yi = yi,Di < di, i = 1, . . . , n − 1)

=
∑
j∈En

∫ ∞

d1=0
· · ·

∫ ∞

dm−1=0
e−

∑n−1
i=1 sidi Fn, j(sn)Px(Xn(d1 + · · · + dn−1) = j) dPx(Di < di, i = 1, . . . , n − 1)

=

∫ ∞

d1=0
· · ·

∫ ∞

dn−1=0

∑
j,k∈En

Fn, j(sn) cn(xn, j, k)e−
∑n−1

i=1 (si+λn(k))di dPx(Di < di, i = 1, . . . , n − 1) (10)

=
∑

j,k∈En

Fn, j(sn) cn(xn, j, k)Gn−1,x(s1 + λn(k), . . . , sn−1 + λn(k))

where (10) is a consequence of Assumption 3.

To establish (9) we have used the fact that (i) Ex

[
e−snDn | An((yi, di)), Xn(D1 + · · · + Dn−1) = j

]
= Fn, j(sn) since

Xn(D1+· · ·+Dn−1) = Yn from the definition of Yn along with the fact that condition on the event {An((yi, di)),Yn = j}
the rv Dn only depends on {Yn = j} the latter holding from Assumption 2, and (ii) Xn(d1 + · · · + dn−1) does not
depend onAn((yi di)) thanks again to Assumption 1. This concludes the proof.

Any statistics of the random vector (D1, . . . ,DN) can be obtained from (7)-(8). As an illustration, consider

Tn(x) := Ex[Tn] (11)
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the expected traversal time across links 1, . . . , n given that the system is in state x at time t = 0. From the relation

Tn(x) = −g′n,x(0) (12)

with gn,x(s) := Gn,x(s, . . . , s) and Proposition 3.1 we immediately get the following result:

Corollary 3.1 (Expected end-to-end traversal times)

Under Assumptions 1, 2, and 3

T1(x) = −F′1,x1
(0) (13)

Tn(x) =
∑

j,k∈En

cn(xn, j, k)
[
γn, j gn−1,x(λn(k)) − g′n−1,x(λn(k))

]
(14)

for any x = (x1, . . . , xN) ∈ E, s ≥ 0, where

g1,x(s) = F1,x1 (s) (15)

gn,x(s) =
∑

j,k∈En

cn(xn, j, k)Fn, j(s)gn−1,x(s + λn(k))

(16)

g′1,x(s) = F′1,x1
(s)

g′n,x(s) =
∑

j,k∈En

cn(xn, j, k)
[
F′n, j(s)gn−1,x(s + λn(k)) + Fn, j(s)g′n−1,x(s + λn(k))

]
for n = 2, . . . ,N.

In the next section we address the case whereX1, . . . ,XN are identical and mutually independent two-state Markov
processes. We will show that TN(x) can be calculated in O(N2) operations from Corollary 3.1.

3.4 The case of on-off links

We specialize the framework of Section 3.1 to the important case where links behave as independent two-state
(on-off) Markov processes.

Furthermore, all links are assumed to be identical, namely they have the same state space En = {0, 1} and infinites-
imal generator

Q =

 −λ λ

µ −µ

 (17)

with λ > 0 (resp. µ > 0) the transition rate from state 0 (resp. state 1) to state 1 (resp. state 0). In this case Fn,i(s)
and γn,i do not depend on n and will be denoted by Fi(s) and γi, respectively, for i ∈ {0, 1}. Let β := µ + λ.

The above typically models the situation where in state 0 the link is down (or off) and cannot transmit anything
while in state 1 it is up (or on) and ready to transmit at the same rate at every link.
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Assumption 4: Links behave as independent and identical two-state Markov processes with state-space {0, 1},
and no transmission takes place in state 0.

Define Pi, j(t) = P(Xn(t) = j | Xn(0) = i) for (i, j) ∈ {0, 1}2, where we recall that Xn(t) is the state of link n at time t.
Note that the l.h.s. of this definition does not depend on n since all links are identical.

The matrix Q is diagonalizable since it has two distinct eigenvalues, given by 0 and −β, so that (6) holds. More
specifically

P1,0(t) = π0(1 − e−βt), P0,0(t) = π0 + π1e−βt (18)

P0,1(t) = π1(1 − e−βt), P1,1(t) = π1 + π0e−βt (19)

where π0 =: µ/β and π1 := λ/β are the stationary probabilities that the link is in state 1 and in state 0, respectively.

We are interested in calculating TN(x), the expected end-to-end traversal time.

Proposition 3.2 (Expected end-to-end traversal time for on-off links)

Under Assumptions 2 and 4 for any x = (x1, . . . , xN) ∈ {0, 1}N

T1(x) = x1γ1 + x̄1γ0 (20)

Tn(x) = Tn−1(x) + π0γ0 + π1γ1 + (γ0 − γ1)(π1 x̄n − π0xn)gn−1,x(β) (21)

for n = 2, . . . ,N, which yields

TN(x) = N(π0γ0 + π1γ1) + (γ0 − γ1)
N∑

n=1

(π1 x̄n − π0xn)gn−1,x(β) (22)

with g0,x(β) := 1 and where coefficients {gn−1,x(β), n = 2, . . . ,N} are calculated from the recursions

g1,x(kβ) = x1F1(kβ) + x̄1F0(kβ), k = 1, . . . ,N − 1

(23)

gn,x(kβ) = φ(kβ)gn−1,x(kβ) + (x̄nπ1 − xnπ0)ψ(kβ)gn−1,x((k + 1)β), (24)

k = 1, . . . ,N − n, n = 2, . . . ,N − 1,

with
φ(s) := π0F0(s) + π1F1(s), ψ(s) := F0(s) − F1(s). (25)

Proof. Since both Assumption 1 (this is obvious) and Assumption 3 (thanks to (18)-(19)) hold when Assumption
4 is satisfied we can use the results in Corollory 3.1. First, note from (18)-(19) that coefficients cn(xn, j, k) in (14)
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are given by

cn(0, 0, 0) = cn(1, 0, 0) = cn(1, 1, 1) = −cn(1, 0, 1) = π0

(26)

cn(0, 0, 1) = cn(0, 1, 0) = cn(1, 1, 0) = −cn(0, 1, 1) = π1.

(27)

By writing cn(xn, j, k) as
cn(xn, j, k) = xncn(1, j, k) + x̄ncn(0, j, k), (28)

and by substituting the values in (26)-(27) into (14), we find after elementary algebra

Tn(x) = −g′n−1,x(0) + π0γ0 + π1γ1 + (γ0 − γ1)(π1 x̄n − π0xn)gn−1,x(β)

= Tn−1(x) + π0γ0 + π1γ1 + (γ0 − γ1)(π1 x̄n − π0xn)gn−1,x(β) (29)

for n = 2, . . . ,N − 1, where the latter identity follows from (12). From (13) we get

T1(x) = γx1 = x1γ1 + x̄1γ0. (30)

Let us focus on the calculation of gn−1,x(β) in (29).

From (16), (26)-(27) and (28) we get

gn,x(s) = φ(s)gn−1,x(s) + (x̄nπ1 − xnπ0)ψ(s)gn−1,x(s + β) (31)

for n = 2, . . . ,N, where φ(s) and ψ(s) are defined in (25), with g1,x(s) = Fx1 (s) = x1F1(s) + x̄1F0(s) from (15). It
is easily seen from (31) that coefficients {gn−1,x(β), n = 2, . . . ,N} are given by (23)-(24) (Hint: gN,x(β) is known if
one knows gN−1,x(β) and gN−1,x(2β) which are both known if one knows gN−2,x(β), gN−2,x(2β) and gN−2,x(3β), etc.).

Finally, (22) is derived from (29)-(30) (Hint: x1γ1 + x̄1γ0 − (γ0 − γ1)(πi x̄1 − π0x1) = π0γ0 + π1γ1), which completes
the proof.

Remark 3.1 Proposition 3.2 extends to more general initial conditions than simply xi ∈ {0, 1}. In particular, given
an initial state distribution for all of the links at t = 0, πn,1(0), n = 1, . . . ,N, then Proposition 3.2 continues to hold
in this case with the replacement of xn and x̄n by πn,1(0) and (1 − πn,1(0)) respectively, for n = 1, . . . ,N.

Since Dn = Tn − Tn−1 we deduce from (21) that

Ex[Dn] = π0γ0 + π1γ1 + (γ0 − γ1)(π1 x̄n − π0xn)Ex[e−βTn−1 ].

The sum π0γ0 + π1γ1 is nothing but the expectation of Dn when link n is in steady-state at time t = 0. Therefore,
the second term can be seen as a deviation term when the system is not in steady-state at time 0.
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Let us determine the numerical complexity of calculating Ex[TN] or, equivalently thanks to (22), the complexity
of calculating g1,x(β), g2,x(β), . . . , gN−1,x(β). The coefficient g1,x(β) can be calculated with (23) in O(N) operations.
For each n = 1, . . . ,N − 1, introduce the (N − n)-dimensional vector vvvn := (gn,x(β), . . . , gn,x(β(N − n)))T and the
(N − (n − 1))-by-(N − n) matrix Mn : [Mn(i, j)]i, j where non-zero entries are given by

Mn(i, i) := φ(iβ) for i = 1, . . . ,N − (n − 1)

and
Mn(i, i + 1) := (x̄nπn − xnπ0)ψ(iβ) for i = 1, . . . ,N − (n − 1).

In this notation, the recursive scheme defined by (23)-(24) can be expressed as

vvvn = Mn vvvn−1 (32)

in matrix form, for n = 2, . . . ,N − 1. Since the matrix Mn has only two non-zero entries per row, the calcula-
tion of vvvn requires O(N − (n − 1)) operations and therefore the calculation of vvv1, . . . ,vvvN−1 or, equivalently, that of
g1,x(β), ...,gN−1,x(β) requires O(N2) operations. Therefore, O(N2) operations are required to compute Ex[TN] for
any x ∈ {0, 1}N .

We conclude this section by showing that the traversal time across links 1, . . . ,N is stochastically minimized (resp.
maximized) when all links are initially in state one (resp. state zero). A more general result is actually proved
below. The proof relies on the following assumption, which states that the time to traverse a link depends only on
the state of the link at the time of arrival and not on the previous history of the link.

Assumption 5: P(Dn < x | {Xn(t), 0 ≤ t < Tn−1}, Xn(Tn−1) = i) = P(Dn < x |Yn = i) for i ∈ {0, 1} and for all x > 0,
n = 1, . . . ,N.

Let Dn,i denote the traversal time for link n when Yn = i, i ∈ {0, 1} and denote by Dn,? the traversal time for link n
when the transmission starts at the beginning of an on period (this is the case when the file arrives at a link and finds
it in the off state). Clearly Dn,0 =d I + Dn,?, with I is an exponentially distributed rv with parameter λ, independent
of Dn,?. Assumptions 4 and 5 ensure that Dn,? =d Dn,1, so that

Dn,0 =d I + Dn,1 (33)

with Dn,1 independent of I.

Note that under Assumption 4 the relation (33) will be automatically satisfied if the link’s transmission rate is
constant (Hint: on periods are exponentially distributed).

Last, Assumptions 4 and 5 can be used to establish the following non-pass property.

Lemma 3.1

Under Assumptions 4 and 5 P(Tn < x |Tn−1 = t) ≥ P(Tn < x |Tn−1 = t′) for all x > 0, 0 ≤ t < t′, n = 2, . . . ,N.
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Proof. This follows from the above relationship between Dn,0 and Dn,1 and a standard sample path coupling
argument.

We say that vector y = (y1, . . . , yN) dominates vector x = (x1, . . . , xN), and write x � y, if
∑n

i=1 xi ≤
∑n

i=1 yi for
n = 1, . . . ,N.

Proposition 3.3 (Stochastic dominance)

Under Assumptions 2, 4 and 5 if x � y with x, y ∈ {0, 1}N then Py(TN ≤ t) ≥ Px(TN ≤ t).

The proof makes use of the following two lemmas.

Lemma 3.2

Under Assumptions 2, 4 and 5 if x = (x1, . . . , x j−1, 0, x j+1, . . . , xN) and y = (x1, . . . , x j−1, 1, x j+1, . . . , xN), then
Py(TN ≤ t) ≥ Px(TN ≤ t), j = 1, . . . ,N.

Proof. Consider n links with initial state configurations x = (0, x2, . . . , xn) and y = (1, x2, . . . , xn), x j ∈ {0, 1} for
j = 2, . . . , n and let T x

n and T y
n denote the times at which the file departs link n under x and y respectively. We

couple the two systems so that T x
n ≥ T y

n . We couple link 1 under x and y as follows. Let Dy
1 (resp. Dx

1) denote
the traversal time of link 1 under configuration y (resp. x). Assumptions 4 and 5 allow us to couple the link under
x and y as Dx

1 = I + Dy
1, where I is an exponential rv with parameter λ independent of Dy

1. Hence T x
1 = I + Dy

1

and T y
1 = Dy

1. Since the initial states of the remaining links are the same under x and y, we can apply Lemma
3.1 to propagate the delay inequality through the links thus arriving at Py(Tn < t) ≥ Px(Tn < t) for all t > 0 and
n = 1, . . . ,N.

Consider now the initial configurations

x j = (x1, . . . , x j−1, 0, x j+1, . . . , xN)

and
y j = (x1, . . . , x j−1, 1, x j+1, . . . , xN)

for j = 2, . . . ,N. We couple links 1, . . . , j − 1, j + 1, . . . ,N as above under x and y and we perform a similar
coupling of links j as we did for links 1 above.

The file reaches link j at the same time, say at time W, under both configurations since links 1, . . . , j − 1 behave
the same. By conditioning on the state of link j at time W = w we readily get

Py j (TN ≤ t |W = w) − Px j (TN ≤ t |W = w) =
[
P(1,x′j+1,...,x

′
N )(TN− j+1 ≤ t − w) − P(0,x′j+1,...,x

′
N )(TN− j+1 ≤ t − w)

]
×(P1,1(w)P0,0(w) − P0,1(w)P1,0(w)) (34)

where Xi(w) = x′i , i = j + 1, . . . ,N and we have used the fact that the traversal time across links j, . . . ,N will be the
same under configurations x and y (thanks to the coupling) when link j is in the same state under x and y at time
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w. We know from the first part of the lemma that

P(1,x′j+1,...,x
′
N )(TN− j+1 ≤ t − w) ≥ P0,x′j+1,...,x

′
N )(TN− j+1 ≤ t − w).

On the other hand, we find from (18)-(19) that

P1,1(w)P0,0(w) − P0,1(w)P1,0(w) = e−βt (35)

which proves that the r.h.s. of (34) is nonnegative. Removing the conditioning on w in (34) yields

Py j (TN ≤ t) ≥ Px j (TN ≤ t).

This completes the proof.

Lemma 3.3

Under Assumptions 2, 4 and 5 if x = (x1, . . . , x j−1, 0, 1, x j+2, . . . , xN) and y = (x1, . . . , x j−1, 1, 0, x j+2, . . . , xN), then
Py(TN ≤ t) ≥ Px(TN ≤ t), t > 0, j = 1, . . . ,N − 1.

Proof. Consider n links with initial state configurations x = (0, 1, x3, . . . , xn) and y = (1, 0, x3, . . . , xn), x j ∈ {0, 1}
for j = 3, . . . , n. As in the previous lemma, we will couple the systems under x and y so that T x

n ≥ T y
n . We couple

the first link under x and y as in the proof of Lemma 3.2, namely, Dx
1 = I + Dy

1, where I is an exponential rv with
parameter λ independent of Dy

1. We now couple the second link under x and y. We denote by Dy
2 (resp. Dx

x) the
traversal time of link 2 under configuration y (resp. x). We distinguish four cases:

(1) under y (resp. x) link 2 is in state 1 at time T y
2 (resp. T x

2 ). Then Dy
2 = Dx

2 yielding T y
2 = Dy

1 + Dy
2 ≤

I + Dy
1 + Dx

2 = T x
2 ;

(2) under y (resp. x) link 2 is in state 1 (resp. state 0) at time T y
2 (resp. T x

2 ). Then Dx
2 = I′ + Dy

2 with I′ an
exponential rv with parameter λ, yielding T y

2 = Dy
1 + Dy

2 ≤ I + I′ + Dy
1 + Dy

2 = T x
2 ;

(3) under y (resp. x) link 2 is in state 0 (resp. state 1) at time T y
2 (resp. T x

2 ). Then Dy
2 = I + Dx

2, yielding
T y

2 = I + Dy
1 + Dx

2 = T x
2 ;

(4) under y (resp. x) link 2 is in state 0 at time T y
2 (resp. T x

2 ). Then Dy
2 = D2

x, yielding T y
2 = Dy

1 + Dy
2 ≤

I + Dy
1 + Dy

2 = T x
2 .

This shows that T y
2 ≤ T x

2 . Removing the conditioning gives Py(T2 < t) ≥ Px(T2 < t) for all t > 0. Since the initial
states of the remaining links are the same under x and y, we can apply Lemma 3.1 to propagate the delay inequality
through the links thus arriving at Py(Tn < t) ≥ Px(Tn < t) for all t > 0 and n = 1, . . . ,N.

Consider now the initial configurations

x j = (x1, . . . , x j−1, 0, 1, x j+2, . . . , xN)
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and
y j = (x1, . . . , x j−1, 1, 0, x j+2, . . . , xN)

for j = 2, . . . ,N.

We can use a similar argument to that used in Lemma 3.2 to prove that Py(TN < t) ≥ Px(TN < t) for this case.

We are now in position to prove Proposition 3.3: Proof. The proof of Proposition 3.3 proceeds by constructing a
sequence of link state vectors x = x0 � x1 � · · · � xm = y where xi and xi+1 differ in either only one position, say
j with xi

j = 0 and xi+1
j = 1, or in two consecutive positions, say j and j + 1 with xi

j = 0 and xi
j+1 = 1, and xi+1

j = 1
and xi+1

j+1 = 0. When such a construction exists, then Lemmas 3.2 and 3.3 can be applied to yield the desired result.
It is a straightforward exercise to show that such a construction exists when x � y. This completes the proof.

Corollary 3.2 (Stochastic bounds)

Under Assumptions 2, 4 and 5 for any initial configuration x = (x1, . . . , xN) ∈ {0, 1}N

P1(TN ≤ t) ≥ Px(TN ≤ t) ≥ P0(TN ≤ t)

for t > 0, where the N-dimensional vectors 1 and 0 are (1, . . . , 1) and (0, . . . , 0) respectively. In particular,

TN(x1) ≤ TN(x) ≤ TN(x0). (36)

3.5 Calculation of Fn, j(s) for exponential file size distribution and arbitrary set En

The goal of this section is to calculate Fn, j(s), the LST of the traversal time Dn across link n when the link is in
state j at the time the file is ready for transmission (see (2)) and the length of the file (expressed in bits) has an
exponential distribution with average length 1/η. Assume that Kn = |En|. From now on we assume that the link
propagation delay is zero. The case when the propagation delay on link n, denoted by ∆n, is non-zero and constant
can simply be obtained from the analysis below by multiplying Fn, j(s) by e−s∆n and by adding ∆n to γ j for j ∈ En.

When link n is in state j ∈ En we assume that the transmission rate (in bits/second) is constant and given by
rn( j) ≥ 0. Whenever rn( j) > 0 the file is transmitted at this rate. If rn( j) = 0 for some j ∈ En transmission halts
and resumes as soon as the transmission rate becomes positive. In Section 3.6.1 we will consider the case where
transmissions are restarted after a link failure.

To simplify notation we drop the subscript n in Kn, rn( j), Fn, j(s), γn, j as well as in Qn (the infinitesimal generator
of the Markov chain Xn governing the behavior of link n – see Section 3.1) for the rest of this section.

It is easily seen that the traversal time Dn of link n is the absorption time of the absorbing continous-time Markov
chain on the set En × {a}, with infinitesimal generator

M =

 Q − ηR ηr
0 0

 (37)
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where R := diag(r( j), j ∈ En), r:= (r( j), j ∈ En)T and 0 is the row vector of dimension K with all entries equal to
zero. States in En are transient states and {a} is an absorbing state corresponding to the file transmission completion
time on link n.

The vector of the pdf of the conditional travel times is obtained as (see e.g. [12, Lemma 2.2.2.])

(P(Dn < t |Yn = j), j ∈ En)T = (I − e(Q−ηR)t)1

with 1 the column vector of dimension K whose entries equal one and I the K × K identity matrix. Hence

F(s) := (F j(s), j ∈ En) =

(∫ ∞

0
e−ste(Q−ηR)tdt

)
(ηR −Q)1 = η(B(s) −Q)−1r (38)

where B(s) := diag(s + ηr( j), j ∈ En) (Hint:
∫ ∞

0 e−steAtdt = (I − A)−1 for any square matrix A and (ηR −Q)1 = r
since Q1 = 0T ).

In particular, the vector of the expected traversal times of link n starting from state Yn = j, j ∈ En (defined in (3))
is given by

(γ j, j ∈ En)T = η (B(0) −Q)−2 r. (39)

In the next section we show that Fi(s) can be obtained in explicit form for any pdf distribution of Z when En has
two states and the transmission rate in one of the states is zero (on-off link).

3.6 Calculation of Fn, j(s) for on-off links, arbitrary file size distribution and different
transmission scenarii

In this section, we calculate Fn, j(s) when link n is described by an on-off Markov process with state space En =

{0, 1} and transition rates qn(0, 1) = λn and qn(1, 0) = µn. Let rn(i) denote the transmission rate of link n when in
state i ∈ {0, 1}. We assume that rn(0) = 0 and without loss of generality rn(1) = 1. Let Z ∈ R+ be a rv and denote
by Z(s) := E[exp(−sZ)] its LST. We do not make any assumption on the distribution of Z (in particular, Z may be
a constant).

For the reason explained at the beginning of Section 3.5 we will assume without loss of generality that the link
propagation delay is zero.

To simplify the notation we will drop the superscript n in Fn, j(s), γn, j, λn and µn.

Two transmission scenarii are investigated. In the first scenario (Section 3.6.1) the file has to be entirely retrans-
mitted if the link switches to the down state during the transmission. We will consider two cases:

(a) Successive retransmission times across a link are all identical;

(b) Successive retransmission times across a link are iid rvs {Z,Z1,Z2, . . .}.
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Clearly, cases (a) and (b) will yield the same result if Z is a constant. In the second scenario the file transmission
is resumed after a link failure (Section 3.6.2).

Throughout {U,U1,U2, . . .} and {V,V1,V2, . . .} are non-negative independent sequences of iid rvs, with P(U < x) =

1 − e−µx and P(V < x) = 1 − e−λx. The rv Ui (resp. Vi) corresponds to the ith on period (resp. off period) of a link
since the first attempt to transmit the file.

In scenario 1, case (a) (resp. in scenario 2) we assume that sequences {U,U1,U2, . . .} and {V,V1,V2, . . .} are inde-
pendent of Z. In scenario 1, case (b) we assume that sequences {U,U1,U2, . . .}, {V,V1,V2, . . .} and {Z,Z1,Z2, . . . , }

are mutually independent.

Since Assumption 2 is satisfied here as the link transmission rate is constant, we get from (33) that

F0(s) =
λ

λ + s
F1(s). (40)

As a consequence,

γ0 =
1
λ

+ γ1. (41)

Let 1A be the indicator function of the event A. By convention
∑0

l=1 · = 0.

In the remainder of this section we compute F1(s) and γ1 for the different scenarii.

3.6.1 Scenario 1: File entirely retransmitted after link failure

Case (a): Conditioned on X(Tn−1) = 1, we have

Dn =d

∑
i≥0

1Bi(Z)

Z +

i∑
l=1

(Ul + Vl)
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with Bi(u) := {U1 < u, . . . ,Ui < u,Ui+1 ≥ u}. Note that Bi(u) ∩ B j(u) = ∅ for i , j and
∑

i≥0 1Bi(u) = 1 for any u.
We have

F1(s) =

∫ ∞

0
E

[
e−s

∑
i≥0 1Bi(u)(u+

∑i
l=1(Ul+Vl)) |Z = u

]
dP(Z < u)

=

∫ ∞

0

∑
i≥0

P(Bi(u))E
[
e−s(u+

∑i
l=1(Ul+Vl))|Z = u,Bi(u)

]
dP(Z < u)

=

∫ ∞

0
e−su

∑
i≥0

P(Bi(u))E
[
e−sV

]i
E

[
e−s

∑i
l=1 Ul | Bi(u)

]
dP(Z < u)

=

∫ ∞

0
e−su

∑
i≥0

(
1 − e−µu)i e−µu

(
λ

λ + s

)i
 i∏

l=1

∫ u

xl=0
e−sxl

µe−xlµdxl

1 − e−µu

 dP(Z < u)

=

∫ ∞

0
e−(µ+s)u

∑
i≥0

(
λ

λ + s
·

µ

µ + s

(
1 − e−(µ+s)u

))i

dP(Z < u)

= (λ + s)(µ + s)
∫ ∞

0

e−(µ+s)u

(λ + s)(µ + s) − λµ(1 − e−(µ+s)u)
dP(Z < u). (42)

If Z is exponentially distributed with parameter η, we find

F1(s) = (λ + s)(µ + s)
∫ ∞

0

ηe−(µ+s+η)u

(λ + s)(µ + s) − λµ(1 − e−(µ+s)u)
du. (43)

The integral in (43) has no explicit form but can be easily computed numerically for given parameters µ, λ, η, s.

If Z is a constant, we find

F1(s) =
(λ + s)(µ + s)e−(µ+s)Z

(λ + s)(µ + s) − λµ(1 − e−(µ+s)Z)
(44)

and

γ1 =

(
1
λ

+
1
µ

) (
eµZ − 1

)
. (45)

Case (b): Conditioned on X(Tn−1) = 1, we have

Dn =d

∑
i≥0

1Ci(Z1,...,Zi+1)

Zi+1 +

i∑
l=1

(Ul + Vl)


with

Ci(u1, . . . , ui+1) := {U1 < u1, . . . ,Ui < ui,Ui+1 ≥ ui+1}.
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Hence,

F1(s) =
∑
i≥0

P(Ci(Z1, . . . ,Zi))E
[
e−s(Zi+1+

∑i
l=1(Ul+Vl)) | Ci(Z1, . . . ,Zi)

]
=

∑
i≥0

P(U < Z)iP(U > Z)E
[
e−sV

]i
E

[
e−s(Zi+1+

∑i
l=1 Ul) | Ci(Z1, . . . ,Zi)

]
=

∑
i≥0

(1 − Z(µ))i Z(µ)
(

λ

λ + s

)i

hi(s) (46)

by using the identities

P(U > Z) =

∫ ∞

0
µe−µxP(Z < x)dx = Z(µ)

where hi(s) := E
[
e−s(Zi+1+

∑i
l=1 Ul) | Bi(Z1, . . . ,Zi) = 1

]
.

Let us evaluate hi(s). We have

hi(s) =

∫ ∞

z1=0
· · ·

∫ ∞

zi+1=0

∫ z1

x1=0
· · ·

∫ zi

xi=0

∫ ∞

xi+1=zi+1

µi+1e−(µ+s)
∑i+1

l=1 xl
dxi+1dP(Z < zi+1)∏ i

l=1

dxldP(Z < zl)
P(Zl > Xl)

=

(∫ ∞

z=0

µ

µ + s

(
1 − e−(µ+s)z

) dP(Z < z)
1 − Z(µ)

)i ∫ ∞

z=0
e−(µ+s)z dP(Z < z)

Z(µ)

=

(
µ

µ + s

(
1 − Z(µ + s)

1 − Z(µ)

))i Z(µ + s)
Z(µ)

.

Introducing the above into (46) gives

F1(s) =
(λ + s)(µ + s)Z(µ + s)

(λ + s)(µ + s) − λµ(1 − Z(µ + s))
(47)

from which we get

γ1 =

(
1
λ

+
1
µ

) (
1 − Z(µ)

Z(µ)

)
. (48)

If Z is constant, yielding Z(µ + s) = e−(µ+s)Z , then (47) (resp. (48)) reduces to (44) (resp. (45)), as expected.

3.6.2 Scenario 2: File retransmission resumes after link failure

Conditioned on X(Tn−1) = 1, we have

Dn = Z +
∑
i≥0

1Di(Z)

i∑
l=1

Vl

withDi(u) := {U1 + . . . + Ui < u ≤ U1 + . . . + Ui+1}.
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We have

F1(s) =

∫ ∞

0
e−suE

[
e−s

∑
i≥1 1Di (u)

∑i
l=1 Vl |Z = u

]
dP(Z < u)

=
∑
i≥0

E
[
e−sV

]i
∫ ∞

0
e−suP(Ci(u)) dP(Z < u)

=
∑
i≥0

(
λ

λ + s

)i ∫ ∞

0
e−su(P(U1 + · · · + Ui < u) − P(U1 + · · · + Ui+1 < u)) dP(Z < u)

=
∑
i≥0

(
λ

λ + s

)i ∫ ∞

0
e−(µ+s)u (µu)i

i!
dP(Z < u) (49)

=

∫ ∞

0
e−(µ+s)u

∑
i≥0

((λµu)/(λ + s))i

i!
dP(Z < u)

=

∫ ∞

0
e−u((µ+s)(λ+s)−µλ)dP(Z < u)

= Z
(

(λ + s)(µ + s) − λµ
λ + s

)
(50)

where we have used the identity P(U1 + · · · + Ul < u) = 1 −
∑l−1

j=0 e−µu(µu) j/ j! (distribution of an Erlang rv with l
stages) to derive (49). From (50) we find

γ1 =

(
1 +

µ

λ

)
E[Z]. (51)

4 Application of the results in Sections 3.6-3.5

In this section we briefly discuss when results in Sections 3.5-3.6 can be used to calculate the joint LST of the end-
to-end traversal time obtained in Proposition 3.1 or the expected end-to-end traversal time obtained in Proposition
3.2. We only need to ensure that Assumption 2 is met. This will be the case if the file sizes for links 1, . . . ,N are
mutually independent. In particular, all the results obtained in Section 3.6 can be used when the file has a constant
size.

5 Dependent on-off links in series: the case of local interactions

In this section we consider a special class of dependent on-off links where the dependencies are described by local
interactions among the links. Consider N on-off links in series, labeled 1, 2, . . . ,N. Let Xn(t) ∈ {0, 1} be the state
of link n at time t ≥ 0, where link n is up if Xn(t) = 1 and down otherwise. Let X(t) = (X1(t), . . . , XN(t)) ∈ {0, 1}N

be the state of all links at time t.

We are interested in constructing a stationary process {X(t)}t where the link states are dependent and where we can
induce the Pearson correlation coefficient ξXn(t),Xn+1(t) := ξ to take any value between -1 and 1, and whose value will
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be specified shortly. Here, the Pearson correlation coefficient for two real valued rvs X and Y is defined as

ξX,Y =
cov(X,Y)
σXσY

.

Moreover, we would like the link state process {Xn(t)}t to be described by a stationary Markov chain with infinites-
imal generator

Q =

 −λ λ

µ −µ

 (52)

for all n. In the following, Xn will denote the stationary state of link n. The distribution of Xn is given by π(0) :=
P(Xn = 0) = 1/(1 + ρ) and π(1) := P(Xn = 1) = ρ/(1 + ρ) where ρ := λ/µ.

5.1 Stationary expected end-to-end traversal time

We consider two cases, ξ ≥ 0 (positive correlations) and ξ < 0 (negative correlations).

5.1.1 Positive correlations

We couple the link process at link n + 1 to the link process of link n as follows. Here 0 ≤ r ≤ 1,

• link n behaves according to a Markov chain with infinitesimal generator Q;

• when link n transitions from zero to one (Xn(t) : 0→ 1) at time t, and link n + 1 is in state zero at that time,
then link n + 1 transitions to one (Xn+1(t) : 0 → 1) with probability r and remains unchanged otherwise.
Furthermore, link n + 1 transitions from state zero to one according to a Poisson process with parameter r̄λ
independent of the behavior of link n while in state zero;

• if link n transitions from one to zero (Xn(t) : 1 → 0) at time t, and link n + 1 is in state one at that time,
then link n + 1 transitions to zero (Xn+1(t) : 1 → 0) with probability r and remains unchanged otherwise.
Furthermore, link n + 1 transitions from state one to zero according to a Poisson process with parameter r̄µ
independent of the behavior of link n while in state one;

• otherwise transitions proceed independently for the two links.

Note that the resulting process exhibits a combined spatial-temporal Markov property, i.e.,

P(Xn1 (t1) = x1|Xn2 (t2) = x2, . . . Xnm (tm) = xm) = P(Xn1 (t1) = x1|Xn2 (t2) = x2), x j ∈ {0, 1}, 1 ≤ j ≤ m
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for all n1 ≥ n2 ≥ · · · ≥ nm ≥ 1, t1 ≥ t2 ≥ · · · ≥ tm, and m = 3, . . .. The link states Xn(t) and Xn+1(t) evolve according
to the following equations:

dXn = (1 − Xn)dNn,0 − XndNn,1

dXn+1 = (1 − Xn)[(1 − Xn+1)(Bn+1(t)dNn,0(1 − Bn+1(t))dNn+1,0) − Xn+1dNn+1,1]

+Xn[(1 − Xn+1)dNn+1,0 − Xn+1(Bn+1(t)dNn,1 + (1 − Bn+1)(t)dNn+1,1)].

where, {Ni,0(t)}t and {Ni,1(t)}t are mutually independent Poisson processes with rates λ and µ respectively, and Bi(t)
is a Bernoulli rv that takes value one with probability r satisfying Bi(t1), . . . , Bi(tk) is an independent sequence for
any 0 < t1 < · · · < tk, k = 2, . . ., i = 1, . . . ,N.

It follows that the process {(Xn(t), Xn+1(t))}t is described by a Markov chain with the infinitesimal generator

R = µ


−(2 − r)ρ r̄ρ r̄ρ rρ

1 −(1 + ρ) 0 ρ

1 0 −(1 + ρ) ρ

r r̄ r̄ −(2 − r)

 (53)

and has stationary distribution

π(0, 0) =
2 − r + rρ

(2 − r)(1 + ρ)2 , π(0, 1) = π(1, 0) =
2(1 − r)ρ

(2 − r)(1 + ρ)2 , π(1, 1) = ρ
(2 − r)ρ + r

(2 − r)(1 + ρ)2 .

These can be used to compute ξXn,Xn+1 := ξ yielding

ξ =
π(1, 1) − π(1)2

π(1)π(0)
=

r
2 − r

. (54)

As expected the correlation coefficient is positive, increases in r, and takes values zero when r = 0 and one when
r = 1. Expressing the stationary distribution in terms of ξ yields

π(0, 0) =
1 + ξρ

(1 + ρ)2 , π(0, 1) = π(1, 0) =
ρ(1 − ξ)
(1 + ρ)2 , π(1, 1) =

ρ(ρ + ξ)
(1 + ρ)2 . (55)

We focus now on the time required to transmit a file through this network. As before, Dn denotes the time required
for the file to traverse link n. This time consists of two components. The first is the delay incurred waiting for the
link to first come up (it is zero if the link is already up when the file arrives). The second component, S n, is the
time required to service the file once the link comes up for the first time; it depends on the retransmission scenario
that is used. We assume that that S 1, . . . , S N are mutually independent rvs and define S n(s) := E[exp(−sS n)].

Observe that S (s) = F1(s), where F1(s) is computed in Section 3.6 for different retransmission scenarii and file
size distributions.

Our objective is to calculate GN(s) := E[e−sTN ], with Tn =
∑N

n=1 Dn the path traversal time. Recall that Yn is the
state of link n at the time that the file arrives at that link. Clearly, P(Y1 = i) = π(i) for i = 0, 1. The conditional
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probability distribution for Yn+1 given that Yn = j, j = 0, 1, is

P(Yn+1 = i|Yn = j) = P(Xn+1 = i|Xn = 1), i, j = 0, 1

= π(1, i)/π(1).

Hence {Yn}n≥1 is a sequence of mutually independent rvs with distribution given by P(Y1 = i) = π(i) and for n ≥ 2,

P(Yn = i) =


(1 − ξ)/(1 + ρ) if i = 0

(ρ + ξ)/(1 + ρ) if i = 1.

It follows that {Dn}n≥1 is also a sequence of mutually independent rvs, and moreover the sequence {Dn}n≥2 is iid.
This yields (Hint: Dn = S n + 1(Yn=0)τ with τ an exponential rv with rate λ, independent of S n and Yn)

GN(s) =
(λ + (λ + s)ρ)(λ(1 − ξ) + (λ + s)ρ)N−1

(λ + s)N(1 + ρ)N

N∏
n=1

S n(s) (56)

where we have used the fact that P(Y1 = 0) = 1/(1 + ρ) and P(Y1 = 1) = ρ/(1 + ρ).

The expected path traversal time is given by

E[TN] = N
N∑

n=1

E[S n] +
N

λ(1 + ρ)
−
ξ(N − 1)
λ(1 + ρ)

. (57)

Note that the link correlation affects E[TN] through the third term and that positive correlation decreases the
expected path traversal time in a linear fashion. In the absence of correlation (i.e. when ξ = 0) we retrieve
the expected result that E[TN] =

∑N
n=1 E[S n] + N/(λ(1 + ρ)), since in this case E[Dn] = E[S n] + π(0)/λ =

E[S n] + 1/(λ(1 + ρ)). When the correlation is maximum (i.e. ξ = 1) we retrieve the expected result that E[TN] =∑N
n=1 E[S n] + 1/(λ(1 + ρ)) where the latter term is the average wait of the file before beginning its transmission

on link 1. The expected path traversal time is minimized when ξ = 1 since the file will always find an active link
except possibly at link 1.

5.1.2 Negative dependencies

As in the previous section each link to be governed by a two-state Markov chain with infinitesimal Q given by (52)
but exhibiting negative correlation. Except for the case λ = µ, it is not possible to generate a setting where ξ = −1
as will be observed below. We propose the following algorithm for constructing the link process at link n + 1 in
terms of the process at link n. We assume that λ ≥ µ or equivalently ρ ≥ 1.

We couple the link process at link n + 1 to the link process of link n as follows:

• link n behaves according to the Markov chain with infinitesimal generator Q;
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• if links n and n + 1 are in states zero and one respectively, then if link n transitions to state one, then, with
probability rµ/λ link n + 1 transitions to state zero. Furthermore, link n + 1 transitions from state one to state
zero according to a Poisson process with rate r̄µ independent of the behavior of link n while in state zero;

• if links n and n + 1 are in states one and zero respectively, then if link n transitions to zero, then with
probability r link n + 1 transitions to state one. Furthermore, link n + 1 transitions from state zero to state
one according to a Poisson process with rate λ − rµ independent of the behavior of link n while in state one;

• otherwise transitions proceed independently for the two links.

This process also exhibits the combined spatial-temporal Markov property (53).

Link states Xn(t) and Xn+1(t) evolve according to the following dynamics:

dXn = (1 − Xn)dNn,0 − XndNn,1

dXn+1 = (1 − Xn)[(1 − Xn+1)dNn+1,0 − Xn+1(Cn+1(t)dNn,0 + dNn+1,1)]

+Xn[(1 − Xn+1)(Bn+1(t)dNn,1 + dNn+1,2) − Xn+1dNn+1,1].

Here, {Ni,0(t)}t, {Ni,1(t)}t and {Ni,2(t)}t are mutually independent Poisson processes with rates λ, µ and λ − rµ
respectively, Bi(t) is a Bernoulli rv taking value one with probability r and {Bi(t j)}kj=1 is an independent sequence
of these rv’s for any 0 < t1 < · · · < tk, k = 2, . . ., and Ci(t) is a Bernoulli rv taking value one with probability rµ/λ
and {Ci(t j)}kj=1) is an independent sequence of these rv’s for any 0 < t1 < · · · < tk, k = 2, . . ., i = 1, . . . ,N.

It follows that the process {(Xn(t), Xn+1(t))}t is described by a Markov chain with the following infinitesimal gener-
ator,

R = µ


−2ρ ρ ρ 0

r̄ −(r̄ + ρ) r ρ − r
r̄ r −(r̄ + ρ) ρ − r
0 1 1 −2


and has stationary distribution

π(0, 0) =
r̄

(1 + ρ)(r̄ + ρ)
, π(0, 1) = π(1, 0) =

ρ

(1 + ρ)(r̄ + ρ)
, π(1, 1) =

ρ(ρ − r)
(1 + ρ)(r̄ + ρ)

. (58)

This yields the Pearson correlation coefficient

ξ =
π(1, 1) − π(1)2

π(1)π(0)
=
−r

r̄ + ρ
. (59)

for 0 ≤ r ≤ 1, which generates a Pearson coefficient within the range [−1/ρ, 0]. As expected the correlation is
negative and decreases in r. Expressing the stationary distribution (58) in terms of ξ yields

π(0, 0) =
1 + ρξ

(1 + ρ)2 , π(0, 1) = π(1, 0) =
ρ(1 − ξ)
(1 + ρ)2 , π(1, 1) =

ρ(ρ + ξ)
(1 + ρ)2 . (60)
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Observe that the stationary distributions found for positive (see (55)) and negative (see (60)) correlations are
identical as a function of ξ. This implies that in both cases the stationary performance measures will have the
same form as function of ξ under the enforced assumption that the rvs S 1, . . . , S N are mutually independent rvs,
with S n the transmission time across link n once that link comes up for the first time. In particular (see (57)),

E[TN] =

N∑
n=1

E[S n] +
N

λ(1 + ρ)
−
ξ(N − 1)
λ(1 + ρ)

(61)

for negative correlations.

The case where µ > λ (corresponding to ρ < 1) proceeds along similar lines as the case ρ ≥ 1 yielding a Pearson
correlation coefficient ξ = −ρr/(1 + ρr̄) within the range [−ρ, 0] and same stationary distribution (58) and, in
particular same expected path traversal time (61), as function of ξ. This shows that for every ρ we can generate
correlations for ξ ∈ [−min{ρ, 1/ρ}, 0]. As announced earlier this is in contrast with the case of positive correlations
where one can generate a Pearson coefficient in the entire range [0, 1] for any value of the model parameter ρ.

We conclude from the analysis in Sections 5.1.1-5.1.2 that the mapping ξ → E[TN] is a linear and non-increasing.
This mapping is plotted in Figure 7 when E[S ] := E[S n] for all n and for different values of ρ (see Section 6 for
detail).

6 Numerical results

We first consider the transmission scenario investigated in Section 3.6.1 where all links are independent and iden-
tical on-off links with λ (resp. µ) the transition from state 0 (off) to state 1 (on) (resp. from state 1 to state 0). On
each link the transmission rate is one and the propagation delay is taken to be zero (introducing a propagation delay
for each link is straightforward as explained at the beginning of Section 3.5). Recall that the stationary distribution
to find a link in state 1 (resp. in state 0) is π(0) = µ/(λ + µ) (resp. π(1) = λ/(λ + µ)). When the link switches to
the off-state during the transmission the file is entirely retransmitted when the link switches back to the on-state.
In this scenario F1(s) and γ1 are given by (44) and (45), respectively, and F0(s) and γ0 are obtained from (40) and
(41), respectively.

We assume that the length of the file is constant and equals Z, namely, in the absence of failures Z units of time
are needed to transmit the file on a link. Recall that cases (a) and (b) in scenario 1 are identical when Z is constant.
Without loss of generality we take Z = 1.

We select the expected on period duration, 1/µ, so that the file will be successfully transmitted during this period
with probability 0.95, i.e. P(Z < U) = 0.95 with U an exponential r.v. with parameter µ (and Z = 1). We find
µ = − log(0.95) which gives 1/µ ≈ 19.495.

We are interested in calculating and comparing the expected end-to-end file transmission time for different number
of links in series and different initial link states. More precisely, Figures 1-2 display the mappings N → TN(x) for
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N ∈ [1, 2, . . . , 20], for x = x1 (all links are initially in state 1), x = x0 (all links are initially in state 0) and x = x?

(all links are initially in steady-state). In Figure 1 (resp. Figure 2) λ = 3µ (resp. λ = 9µ) so that 75% of the time
(resp. 90% of the time) a link will be in state on, namely π(1) = 0.75 (resp. π(1) = 0.9).

For x ∈ {x1, x0}, TN(x) is computed for each N by using Proposition 3.2. As to the calculation of TN(x?) we used
(5) and (41) to find that TN(x?) = N(π1γ1 + π0γ0) = N/(λ + µ) + Nγ1.

We now consider the setting in Section 5 when E[S ] := E[S n] for n = 1, . . . ,N: we have plotted the mapping
ξ → E[TN] in Figure 7 for three different values of ρ and µ = − log(0.95), where E[TN] = NE[S ] + (N − ξ(N −
1))/(λ(1 + ρ)) is the expected traversal time of N = 10 correlated links in series and ξ is the Pearson correlation
coefficient that quantifies the degree of correlation between two adjacent links as defined in Section 5. As noted
in Section 5 the local dependency scheme that we have introduced allows one to generate any value of ξ in [0, 1]
when ρ = 1 while when ρ = 1/2 and ρ = 2 it can only take value in the interval [−1/2, 0]. Here, the transmission
scenario is that of Section 3.6.2 with constant file size Z = 1, so that E[S ] = 1 + 1/ρ from (51). When ρ=1, E[T10]
ranges from 205.20 obtained for ξ = −1 (maximum negative correlation) to 29.74 obtained for ξ = 1 (maximum
positive correlation).

7 Concluding remarks

In this paper, we have investigated the time needed for a file to traverse a series of communication links whose
physical conditions may vary over time. We have modeled the dynamics of each link as a finite-state Markov
process. For statistically independent links we have obtained a recursive scheme for computing the LTS of the
transient joint traversal time across the links, from which we have derived a recursive scheme for calculating the
transient expected traversal time of a path. When specialized to a series on N on-off links, the latter result yields
a scheme of complexity O(N2). We have also considered particular dependency structures between adjacent links
(positive and negative) and have obtained explicit results for the stationary expected traversal time across a series
of communication links as a function of the Pearson correlation coefficient between two adjacent links. All of these
results require the knowledge of either the LST or the expectation of the link’s traversal time given the state of the
link when the file becomes available for transmission is fixed. These quantities have been calculated for various
file transmission scenarii. We have also provided numerical examples of the lower and upper bounds that we have
established for the transient expected path traversal times across a path composed of independent and identical
on-off links and have displayed the expected traversal times of dependent links as a function of the correlation
coefficient between adjacent links.
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Figure 1: N → TN(x) for x ∈ {x1, x0, x∗}, λ = 3µ, µ = − log(0.95) (yielding (π(0), π(1)) = (0.25, 0.75)) when
transmission scenario 1 is used with Z = 1.

A Appendix: Independence of link traversal times when links initially in
steady-state

Recall that π?n (i) is the stationary probability that link n is in state i ∈ En.

For any xn > 0, in ∈ En, n = 1, . . . ,N,

P(D1 ≤ x1, . . . ,DN ≤ xN) =
∑
i j∈E j

j=1,...,N

P(D1 ≤ x1, . . . ,DN ≤ xN ,Y1 = i1, . . . ,YN = iN)

=
∑
i j∈E j

j=1,...,N

P(DN ≤ xN |D1 ≤ x1, . . . ,DN−1 ≤ xN−1,Y1 = i1, . . . ,YN = iN)

×P(D1 ≤ x1, . . . ,DN−1 ≤ xN−1,Y1 = i1, . . . ,YN = iN)

=
∑
i j∈E j

j=1,...,N

P(DN ≤ xN |YN = iN)P(D1 ≤ x1, . . . ,DN−1 ≤ xN−1,Y1 = i1, . . . ,YN = iN)
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Figure 2: N → TN(x) for x ∈ {x1, x0, x∗}, λ = 9µ, µ = − log(0.95) (yielding (π(0), π(1)) = (0.1, 0.9)) when
transmission scenario 1 is used with Z = 1.

by using Assumption 2 with n = N. On the other hand,

P(D1 ≤ x1, . . . ,DN−1 ≤ xN−1,Y1 = i1, . . . ,YN = iN)

= P(YN = iN |D1 ≤ x1, . . . ,DN−1 ≤ xN−1,Y1 = i1, . . . ,YN−1 = iN−1)

×P(D1 ≤ x1,DN−1 ≤ xN−1,Y1 = i1, . . . ,YN−1 = iN−1)

= π?N(iN)P(D1 ≤ x1, . . . ,DN−1 ≤ xN−1,Y1 = i1, . . . ,YN−1 = iN−1).

To derive the above we have used the property that link N does not depend on links 1, . . . ,N − 1 from Assumption
1, along with the assumption that link N is in steady-state which implies that P(YN = iN) = π?N(iN). Because links
1, . . .N − 1 are mutually independent, we can iterate this process to yield

P(D1 ≤ x1, . . . ,DN ≤ xN) =
∑
i j∈E j

j=1,...,N

N∏
k=1

P(Dk ≤ xk |Yk = ik) π?k (ik)

= P(D1 ≤ x1) × · · · × P(DN ≤ xN).
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