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matrices via systems of modular polynomial equations
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Abstract

We give a Las Vegas algorithm which computes the shifted Popov form of a nonsin-
gular polynomial matrix A ∈ K[X]m×m in expectedO (̃mωdσ(A)/me) ⊆ O (̃mω deg(A))
operations in K, where deg(A) is the degree of A, σ(A) is some quantity such that
σ(A)/m is bounded from above by both the average row degree and the average column
degree of A, ω is the exponent of matrix multiplication, and O (̃·) indicates that loga-
rithmic factors are omitted. This improves upon the cost bound of the fastest known
algorithms for row reduction and Hermite form computation, which are deterministic.
This is the first algorithm for shifted row reduction with cost bound O (̃mω deg(A))
for an arbitrary shift.

This algorithm uses partial linearization to reduce to the case deg(A) 6 σ(A), and
builds a system of modular equations whose solution set is the row space of A. It
remains to find the basis in shifted Popov form of this solution set: we give a deter-
ministic algorithm for this problem in O (̃mω−1σ) operations, where m is the number
of unknowns and σ is the sum of the degrees of the moduli. This extends previous
results with the same cost bound in the specific cases of order basis computation and
M-Padé approximation, in which the moduli are products of known linear factors.

Keywords: Shifted Popov form, polynomial matrices, row reduction, Hermite form,
system of modular equations.

1 Introduction

In this paper, we consider two problems of linear algebra over the ring K[X] of univariate
polynomials, for some field K: computing the shifted Popov form of a matrix, and solving
systems of modular equations.

1.1 Shifted Popov form

A polynomial matrix P is reduced [21, Section 6.3.2] if its rows have some type of minimal
degree (we give precise definitions below). Besides, if P satisfies an additional normalization
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property, then it is said to be in Popov form [21, Section 6.7.2]. Given a matrix A, the
computation of a reduced form and of the Popov form of A has received a lot of attention [25,
21, 6, 30, 24, 14, 26, 16].

In many applications one rather considers the degrees of the rows of P shifted by some
integers which specificy degree weights on the columns of P, for example in list-decoding
algorithms [1, 7], robust Private Information Retrieval [12], and more generally in polynomial
versions of the Coppersmith method [9, 10]. In particular, there has been progress recently
on the fast computation of the Hermite form [17, 15, 32], which is a specific shifted Popov
form. The case of an arbitrary shift has been studied in [5].

For a shift s = (s1, . . . , sn) ∈ Zn, the s-degree of a row p = [p1, . . . , pn] ∈ K[X]1×n is
max16j6n(deg(pj) + sj); the s-row degree of P ∈ K[X]m×n is rdegs(P) = (d1, . . . , dm) with
di the s-degree of the i-th row of P. Then, the s-leading matrix of P = [pij]ij is the matrix
lms(P) ∈ Km×n whose entry (i, j) is the coefficient of degree di − sj of pij.

Now, we assume that m 6 n and P has full rank. Then, P is said to be s-reduced [21, 5]
if lms(P) has full rank. For a full rank A ∈ K[X]m×n and a shift s, an s-reduced form of A
is an s-reduced matrix P whose row space is the same as that of A; by row space we mean
the K[X]-module generated by the rows of the matrix.

In particular, P is left-unimodularly equivalent to A, and the tuple rdegs(P) sorted in
nondecreasing order is lexicographically minimal among the s-row degrees of all matrices
left-unimodularly equivalent to A.

Specific s-reduced matrices are those in s-Popov form [21, 4, 5], as defined below. One
interesting property is that the s-Popov form is canonical: there is a unique s-reduced form
of A which is in s-Popov form, called the s-Popov form of A.

Definition 1.1 (Pivot of a row). Let p = [pj]j ∈ K[X]1×n be nonzero and let s ∈ Zn. The s-
pivot index of p is the largest column index j ∈ {1, . . . , n} such that rdegs(p) = deg(pj)+sj.
Then, pj and deg(pj) are called the s-pivot entry and the s-pivot degree of p, respectively.

We remark that adding a constant to the entries of s does not change the notion of
s-pivot; for example, we will sometimes assume min(s) = 0 without loss of generality.

Definition 1.2 (Shifted Popov form). Let m 6 n, let P ∈ K[X]m×n be full rank, and let
s ∈ Zn. Then, P is said to be in s-Popov form if the s-pivot indices of its rows are strictly
increasing, the corresponding s-pivot entries are monic, and in each column of P which
contains a pivot the nonpivot entries have degree less than the pivot entry.

In this case, the s-pivot degree of P is δ = (δ1, . . . , δm) ∈ Nm, with δi the s-pivot degree
of the i-th row of P.

Here, we focus on computing shifted Popov forms of square nonsingular matrices ; for the
general case, studied in [5], a fast solution would require further developments. (We still
need the definition in the rectangular case for nullspace bases in Section 2.) A square matrix
in s-Popov form has its s-pivot entries on the diagonal, and its s-pivot degree is the tuple
of degrees of its diagonal entries and coincides with its column degree. Here is our main
problem.
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Problem 1 (Shifted Popov normal form).
Input:

• the base field K,

• the dimension m,

• a nonsingular matrix A ∈ K[X]m×m,

• a shift s ∈ Zm.

Output: the s-Popov form of A.

Two well-known particular cases are the Popov form for the uniform shift s = 0 [25, 21],
and the Hermite form [18, 21] for the shift h = (0, δ, 2δ, . . . , (m − 1)δ) ∈ Nm with δ =
m deg(A) [5, Lemma 2.6]. For a broader perspective on shifted reduced forms, we refer the
reader to [5].

For this kind of problems involving m×m matrices of degree d, one often wishes to obtain
a cost bound similar to that of polynomial matrix multiplication in the same dimensions:
O (̃mωd) operations in K. Here, ω is so that we can multiply m×m matrices in O(mω) ring
operations on any ring, the best known bound being ω < 2.38 [11, 23]. For example, given
a nonsingular A ∈ K[X]m×m, in O (̃mω deg(A)) operations one can compute a 0-reduced
form of A [14, 16], the 0-Popov form of A [26], and the Hermite form of A [15, 32].

Nevertheless, in some cases deg(A) is significantly larger than the average degree of the
entries of A, in which case the cost O (̃mω deg(A)) may be unsatisfactory. Recently, for the
computation of order bases, nullspace bases, interpolation bases, and matrix inversion [28,
31, 33, 34, 19, 20], fast algorithms do take into account the average row or column degree of
the matrices rather than their degree. Here, in particular, we achieve a similar improvement
for the computation of 0-Popov and Hermite forms of a matrix.

Given A = [ai,j]ij ∈ K[X]m×m, we denote by σ(A) the generic bound for deg(det(A)) [16,
Section 6], that is,

σ(A) = max
π∈Sm

∑
16i6m

deg(ai,πi) (1)

where Sm is the set of permutations of {1, . . . ,m}, and deg(p) is defined over K[X] as
deg(0) = 0 and deg(p) = deg(p) for p 6= 0. We have deg(det(A)) 6 σ(A) 6 m deg(A), and
σ(A) 6 min(|rdeg(A)|, |cdeg(A)|) with |rdeg(A)| and |cdeg(A)| the sum of the row and
column degrees of A. We note that σ(A) can be substantially smaller than |rdeg(A)| and
|cdeg(A)|; for example if A has one row and one column of uniformly large degree and other
entries of low degree.

Theorem 1.3. There is a Las Vegas randomized algorithm which solves Problem 1 in ex-
pected O (̃mωdσ(A)/me) ⊆ O (̃mω deg(A)) operations in K.

We are mostly interested in the case m ∈ O(σ(A)); the cost bound above can then
be written O (̃mω−1σ(A)), which is both in O (̃mω−1|rdeg(A)|) and O (̃mω−1|cdeg(A)|).
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Having σ(A) small compared to m implies that A has mostly constant entries, and the
algorithm uses O (̃mω) operations.

Previous work on 0-reduction includes [6, 30, 1, 24, 14, 26, 16]. The fastest known
algorithm for the 0-Popov form is deterministic and has cost O (̃mω deg(A)); it computes
first a 0-reduced form [16], and then its 0-Popov form via normalization [26]. Fast algorithms
for the Hermite form have been given in [30, 17, 15, 32]; the cost O (̃mω deg(A)) was first
achieved by a probabilistic algorithm in [15], and then deterministically in [32].

For an arbitrary s, the algorithm in [5] is fraction-free and uses a number of operations
that is, depending on s, at least quintic in m and quadratic in deg(A).

A folklore solution is based on the fact that, assuming min(s) > 0, Q is in s-Popov form
if and only if QD is in 0-Popov form, with D = Diag(Xs1 , . . . , Xsm). Then, this solution
computes the 0-Popov form P of AD using [16, 26], and returns PD−1. In general, this
approach uses O (̃mω(deg(A)+max(s)−min(s))) operations, which is not satisfactory when
max(s) is large. For example, its cost for computing the Hermite form is O (̃mω+2 deg(A)).
(This is the worst case since, as recalled in Appendix A, one can assume without loss of
generality that max(s)−min(s) ∈ O(m2 deg(A)).)

Here we obtain, to the best of our knowledge, the best known cost boundO (̃mωdσ(A)/me)
⊆ O (̃mω deg(A)) for Problem 1. In general, this removes the dependency in max(s)−min(s),
which means in some cases a speedup by a factor m2. Besides, this is also an improvement
for both cases s = 0 and s = h when A has unbalanced degrees.

We note that, in order to obtain a cost which depends on σ(A) rather than deg(A), when
the initial problem is for the uniform shift we still reduce it to another instance of Problem 1
with a non-uniform shift which has large entries.

One of the main difficulties in row reduction algorithms is to control the size of the
matrices, that is, the number of coefficients from K needed for their dense representation. A
first remark when dealing with arbitrary shifts is that, for some input (A, s), the size of an
s-reduced form of A may be beyond our target cost.

For example, consider A =
[
I 0
0 B

]
∈ K[X]2m×2m for any 0-reduced B ∈ K[X]m×m. Then,

for s = (0, . . . , 0, d, . . . , d) with d > 0,
[

I 0
C B

]
is an s-reduced form of A for any C ∈ K[X]m×m

with deg(C) 6 d; for some C it has size Θ(m2d), with d arbitrary large independently of
deg(A).

This is a further motivation for focusing on the computation of the s-Popov form of A:
by definition, the sum of its column degrees is deg(det(A)), and therefore its size is at most
m2 +m deg(det(A)), independently of s.

Furthermore, it is well-known that the size of the unimodular transformation leading
from A to P can be beyond the target cost: in particular, fast algorithms for 0-reduction
and Hermite form [14, 16, 17, 15, 32] do not directly perform unimodular transformations
on A to reduce its degrees.

Instead, they proceed in two steps: first, they work on A to find some equations which
describe its row space, and then they find a basis of solutions to these equations in 0-reduced
form or Hermite form. In both cases, the mentioned algorithms take advantage of the shift
in input.
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In [14, Section 3], the fact that a 0-reduced form of A has degree at most deg(A) allows
to compute it as an order basis with the uniform shift. We have no similar property for
an arbitrary s, even for the s-Popov form of A: its column degree may be any tuple whose
entries add up to deg(det(A)).

As for the Hermite form H of A, its triangular shape is used to pre-compute its h-
pivot degree [17, Section 2.2] [32, Section 3]: for an arbitrary s, it is unclear to us how to
pre-compute the s-pivot degree of the output efficiently.

As in [17], our algorithm first computes the Smith form S of A along with partial infor-
mation on a right unimodular transformation V; this is where the probabilistic aspect comes
from. This gives a description of the row space of A as the set of row vectors p ∈ K[X]1×m

such that pV = qS for some q ∈ K[X]1×m. Since S is diagonal, this can be seen as a system
of modular equations: it remains to compute a basis of solutions in s-Popov form.

1.2 Systems of modular equations

Hereafter, K[X] 6=0 denotes the set of nonzero polynomials. We fix some moduli M =
(m1, . . . ,mn) ∈ K[X]n6=0, and for A,B ∈ K[X]m×n we write A = B mod M if there ex-
ists Q ∈ K[X]m×n such that A = B + QDiag(M). Given F ∈ K[X]m×n specifying the
equations, we call solution for (M,F) any p ∈ K[X]1×m such that pF = 0 mod M.

The set of all solutions for (M,F) is a K[X]-submodule of K[X]1×m which contains
lcm(m1, . . . ,mn)K[X]1×m, and is thus free of rank m [22, p. 146]. Then, we represent any
basis of this module as the rows of a matrix P ∈ K[X]m×m, called a solution basis for (M,F).

Furthermore, for example for the application to Problem 1, we are interested in such a
P which is s-reduced, in which case P is said to be an s-minimal solution basis for (M,F).
In particular, the unique such basis which is in s-Popov form is called the s-Popov solution
basis for (M,F).

Problem 2 (Minimal solution basis).
Input:

• the base field K,

• dimensions m and n,

• polynomials M = (m1, . . . ,mn) ∈ K[X]n6=0,

• a matrix F ∈ K[X]m×n with deg(F∗,j) < deg(mj),

• a shift s ∈ Zm.

Output: an s-minimal solution basis for (M,F).

A particular case of this problem is Hermite-Padé approximation, for which the moduli
are powers of X. More precisely, following [31, Definition 2.2], an s-order basis for F and
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(σ1, . . . , σn) is an s-minimal solution basis for (M,F) with M = (Xσ1 , . . . , Xσn). When
σ1 = · · · = σn, fast algorithms have been studied in [3, 14, 28, 31].

More generally, when the moduli in M are products of known linear factors, Problem 2
is known as M-Padé approximation [2, 29, 4, 19]. For this problem, the algorithm given
recently in [20] computes the s-Popov solution basis using O (̃mω−1σ) operations, with σ =
deg(m1) + · · ·+ deg(mn); it covers in particular the computation of the s-Popov order basis
for any σ1, . . . , σn [20, Theorem 1.4]. Here, for n ∈ O(m), we extend this result to arbitrary
moduli.

Theorem 1.4. Assuming n ∈ O(m), there is a deterministic algorithm which solves Prob-
lem 2 using O (̃mω−1σ) operations in K, with σ = deg(m1) + · · ·+ deg(mn), and returns the
s-Popov solution basis for (M,F).

A similar cost bound for computing one solution of small s-degree was obtained in [8,
Theorem 2] with a probabilistic algorithm based on fast structured linear algebra over K.

When the moduli are known as products of linear factors, one can rely on recurrence
relations to solve the problem iteratively [2, 29, 3, 4], using at each step a multiplication by
one of the linear factors. The fast algorithms in [3, 14, 31, 19, 20], beyond the techniques
used to achieve efficiency, are essentially divide-and-conquer versions of the iterative solution
and are thus based on the same recurrence relations.

However, for arbitrary moduli there are no such recurrence relations in general. Then, a
key idea is to relate solution bases to nullspace bases: Problem 2 asks to find P such that
there is Q with [P|Q]N = 0 for N = [FT| − Diag(M)]T. More precisely, we will see that
[P|Q] can be obtained as a u-minimal nullspace basis of N for u = (s−min(s),0) ∈ Nm+n.

Still, this is not enough to solve Problem 2 efficiently: the algorithm in [33] performs
this nullspace computation in O (̃(m + n)ω(σmax + η)) operations, where η is the average
of the largest n entries of u and σmax = maxj(deg(mj)). In particular, for n = 1 this is
O (̃mω(σ + max(s)−min(s))).

Here, for n = 1, we solve this nullspace basis problem in O (̃mω−1σ) operations using
its specific properties: N is the column [FT|m1]T with deg(F) < deg(m1) = σ, and the last
entry of u is min(u). First, when max(u) ∈ O(σ), we show that [P|Q] can be obtained from
an u-Popov order basis for N and order O(σ), computed in O (̃mω−1σ) using [20]. Now,
when max(u) is large compared to σ, and assuming that u is sorted non-decreasingly, P has
a lower block triangular shape. We show how this shape can be revealed, along with the
s-pivot degree of P, using a divide-and-conquer approach which splits u into two shifts of
amplitude about max(u)/2.

Then, for n > 1, we use a divide-and-conquer approach similar to those in [3, 14], although
here the recursion is on n. Once two solution bases P(1) and P(2) in shifted Popov form have
been obtained recursively, their product P(2)P(1) is an s-minimal solution basis for (M,F);
however it may not be in s-Popov form and may even have size beyond our target cost.
Instead of computing P(2)P(1), we use P(2) and P(1) to deduce the s-pivot degree of P.

In both recursions above, we focus on finding the s-pivot degree δ of P. Using ideas similar
to those in [20], and results therein, to obtain P we give a fast algorithm for computing
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a shifted Popov nullspace basis when we have a priori knowledge about the degrees and
locations of the pivots in the output. Assuming n ∈ O(m), and using partial linearization to
reduce the degrees in the output, this allows to recover P from δ usingO (̃mω−1σ) operations.

We note that Problem 2 is a minimal interpolation basis problem [4, 19] when the so-
called multiplication matrix M is in Frobenius form, as detailed below. Previous algorithms
in O (̃mω−1σ) for minimal interpolation bases are known in two cases: when M is in Jordan
form [20, Theorem 1.3], which corresponds to M-Padé approximation, and when σ ∈ O(m)
for any M [19, Theorem 1.4]. Here, we use the former case for order bases computations,
and the latter case when σ ∈ O(m), which may arise in particular in recursive calls.

The correspondence is as follows: p is a solution for (M,F) if and only if p is an inter-
polant for (E,M) [19, Definition 1.1], where E ∈ Km×σ is the concatenation of the coefficient
vectors of the columns of F and M ∈ Kσ×σ is Diag(M1, . . . ,Mn) with Mj the companion
matrix associated to mj. In this context, the multiplication p ·E defined by M as in [4, 19]
precisely corresponds to pF mod M.

2 Fast computation of the shifted Popov solution basis

In what follows, we call s-minimal degree of (M,F) the s-pivot degree δ of the s-Popov solu-
tion basis for (M,F). The sum of its entries |δ| is at most σ = deg(m1) + · · ·+ deg(mn); this
is classical for Hermite-Padé and M-Padé approximation (see for example [29, Theorem 4.1]),
and this is proved for minimal interpolation bases in general in [19, Lemma 7.17].

2.1 Solution bases from nullspace bases

First, we show that the s-Popov solution basis for (M,F) is the principal m×m submatrix
of the u-Popov nullspace basis of [FT|Diag(M)]T for some well-chosen u ∈ Zm+n.

Lemma 2.1. Let M = (m1, . . . ,mn) ∈ K[X]n6=0, s ∈ Zm, F ∈ K[X]m×n with deg(F∗,j) <
deg(mj), P ∈ K[X]m×m, and w ∈ Zn with max(w) 6 min(s). Then, P is the s-Popov
solution basis for (M,F) if and only if [P|Q] is the u-Popov nullspace basis of [FT|Diag(M)]T

for some Q ∈ K[X]m×n and u = (s,w) ∈ Zm+n. In this case, deg(Q) < deg(P) and [P|Q]
has s-pivot index (1, . . . ,m).

Proof. We write D = Diag(M), and N = [FT|D]T.
First, we assume that P is a solution basis for (M,F). Then, Q = −PFD−1 ∈ K[X]m×n

is such that [P|Q]N = 0. Let us consider [p|q] ∈ K[X]1×m+n in the nullspace of N and show
that it is a K[X]-linear combination of the rows of [P|Q]. Indeed, p is a solution for (M,F),
so that p = λP for some λ ∈ K[X]1×m. Then, −qD = pF = λPF = −λQD yields q = λQ,
so that [p|q] = λ[P|Q].

Now, we assume that there is Q ∈ K[X]m×n such that [P|Q] is a nullspace basis of N.
Then, PF = 0 mod M. We consider a solution p for (M,F) and show that it is a K[X]-linear
combination of the rows of P. Defining q = −pFD−1, we have that [p|q]N = 0. Thus, there
is some λ ∈ K[X]1×m such that [p|q] = λ[P|Q], which gives p = λP.
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Finally, using deg(F∗,j) < deg(mj) we obtain that any [p|q] ∈ K[X]1×m+n in the nullspace
of N satisfies deg(q) < deg(p), and since max(w) 6 min(s) this implies rdegw(q) <
rdegs(p). In particular, for any matrix [P|Q] ∈ K[X]m×m+n such that [P|Q]N = 0, we
have lmu([P|Q]) = [lms(P)|0]. This implies that P is in s-Popov form if and only if [P|Q]
is in u-Popov form with s-pivot indices {1, . . . ,m}.

2.2 Fast solution for known minimal degree

We now show that, when we have a priori knowledge about the s-pivot entries of a s-Popov
nullspace basis, it can be computed efficiently via an s-Popov order basis.

Lemma 2.2. Let s ∈ Zm+n, and F ∈ K[X]m+n×n of full rank with column degree (σ1, . . . , σn).
Let B ∈ K[X]m×m+n be the s-Popov nullspace basis for F, (π1, . . . , πm) its s-pivot index,
(δ1, . . . , δm) its s-pivot degree, and δ > deg(B) a degree bound. Then, let u = (u1, . . . , um+n) ∈
Zm+n

60 with

uj =

{
−δ − 1 if j 6∈ {π1, . . . , πm},
−δi if j = πi.

Let τj = σj+δ+1, for 1 6 j 6 n, and let A be the u-Popov order basis for F and (τ1, . . . , τn).
Then, B is the submatrix of A formed by its rows at indices {π1, . . . , πm}.

Proof. First, B is in u-Popov form with rdegu(B) = 0. Define C ∈ K[X]m+n×m+n whose
i-th row is Bj,∗ if i = πj and Ai,∗ if i 6∈ {π1, . . . , πm}: we want to prove C = A.

Let p = [pj]j ∈ K[X]1×m+n be a row of A, and assume rdegu(p) < 0. This means
deg(pj) < −uj for all j, so that deg(p) < max(−u) = δ + 1. Then, for all 1 6 j 6 n we
have deg(pF∗,j) < σj + δ + 1 = τj, and from pF∗,j = 0 mod Xτj we obtain pF∗,j = 0, which
is absurd by minimality of B. As a result, rdegu(A) > 0 = rdegu(B) componentwise.

Besides, CF = 0 mod (Xτ
1 , . . . , X

τ
n) and since C has its u-pivot entries on the diagonal,

it is u-reduced: by minimality of A, we obtain rdegu(A) = rdegu(C). Then, it is easily
verified that C is in u-Popov form, hence C = A.

In particular, computing the s-Popov nullspace basis B, when its s-pivot index, its s-pivot
degree, and δ > deg(B) are known, can be done in O (̃mω−1(σ+nδ)) with σ = σ1 + · · ·+σn
using the order basis algorithm in [20].

As for Problem 2, with Lemma 2.1 this gives an algorithm for computing P and the
quotients Q = −PF/Diag(M) when we know a priori the s-minimal degree δ of (M,F).
Here, we would choose δ = max(δ) > deg([P|Q]): in some cases δ = Θ(σ) and this has cost
bound O (̃mω−1(σ + nσ)), which exceeds our target O (̃mω−1σ).

One issue is that Q has sizeO(mnσ) when P has columns of large degree; yet in Problem 2
we are not interested in Q. Then, we can find P using the partial linearization approach in
the following result, which consists in reducing the degrees of the columns of large degree of
P and is proved in general for interpolation bases in [20, Lemma 4.2].
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Lemma 2.3. Let M = (m1, . . . ,mn) ∈ K[X]n6=0 of degrees (σ1, . . . , σn), F ∈ K[X]m×n, and
s ∈ Zm. Furthermore, let δ = (δ1, . . . , δm) denote the s-minimal degree of (M,F).

Writing σ = σ1 + · · · + σn, let δ = dσ/me > 1, and for i ∈ {1, . . . ,m} write δi =

(αi − 1)δ + βi with αi > 1 and 0 6 βi < δ, and let m̃ = α1 + · · ·+ αm. Define δ̃ ∈ Nm̃ as

δ̃ = (δ, . . . , δ, β1︸ ︷︷ ︸
α1

, . . . , δ, . . . , δ, βm︸ ︷︷ ︸
αm

) (2)

and the expansion-compression matrix E ∈ K[X]m̃×m as in [20, Equation (3)]. Let d = −δ̃ ∈
Zm̃ and P ∈ K[X]m̃×m̃ be the d-Popov solution basis for (M, EF mod M).

Then, P has d-pivot degree δ̃ and the s-Popov solution basis for (M,F) is the submatrix
of PE formed by the rows at indices α1 + · · ·+ αi for 1 6 i 6 m.

Algorithm 1 (KnownDegPolModSys).
Input:

• polynomials M = (m1, . . . ,mn) ∈ K[X]n6=0,

• a matrix F ∈ K[X]m×n with deg(F∗,j) < deg(mj),

• a shift s ∈ Zm,

• δ = (δ1, . . . , δm) the s-minimal degree of (M,F).

Output: the s-Popov solution basis for (M,F).

1. δ ← d(deg(m1) + · · ·+ deg(mn))/me,
αi ← bδi/δc+ 1 for 1 6 i 6 m, m̃← α1 + · · ·+ αm,

δ̃ ∈ Nm̃ ← as in (2), E ∈ K[X]m̃×m as in [20, Eq. (3)],

F̃← EF mod M

2. u← (−δ̃,−δ − 1, . . . ,−δ − 1) ∈ Zm̃+n

τ ← (deg(mj) + δ + 1)16j6n

3. P̃← the u-Popov order basis for [F̃T|Diag(M)]T and τ

P ← the principal m̃× m̃ submatrix of P̃

4. Return the submatrix of PE formed by the rows at indices
α1 + · · ·+ αi for 1 6 i 6 m

Lemma 2.4. The computation of EF mod M at Step 1 of Algorithm 1 can be done in
O (̃mσ) operations in K.
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Proof. The matrix E has m̃ = α1 + · · · + αm rows, with αi = 1 + bδi/δc 6 1 + mδi/σ,
hence m̃ 6 2m. Now, write F = [fij]ij and let j ∈ {1, . . . , n}. The column EF∗,j mod mj

is formed by the m subcolumns [Xkδfij mod mj]
T
06k<αi for each i ∈ {1, . . . ,m}. The entries

of the i-th subcolumn are computed iteratively in a total of O (̃αiσj) operations using fast
polynomial division with remainder [13, Chapter 9]. Summing these costs over i and j gives
the conclusion.

Proposition 2.5. Algorithm KnownDegPolModSys is correct. Writing σ = deg(m1) +
· · ·+ deg(mn) and assuming σ > m > n, it uses O (̃mω−1σ) operations in K.

Proof. By Lemmas 2.3 and 2.1, since min(−δ̃) > −δ − 1 and u = (−δ̃,−δ − 1, . . . ,−δ − 1),

the −δ-Popov solution basis for (M, F̃) is the principal m̃ × m̃ submatrix of the u-Popov

nullspace basis B for [F̃T|Diag(M)]T, and B has u-pivot index {1, . . . , m̃}, u-pivot degree

δ̃, and deg(B) 6 δ. Then, by Lemma 2.2, B is formed by the first m̃ rows of P̃ at Step 3,
hence P is the d-Popov solution basis for (M,F). The correctness follows from Lemma 2.3,
and the cost bound follows from Proposition 2.2 and [20, Theorem 1.4], since τ1 + · · ·+ τn =
σ + n(1 + dσ/me) ∈ O(σ).

2.3 The case of one equation

Now focusing on n = 1, we show that when the shift s has a small amplitude amp(s) =
max(s)−min(s), one can solve Problem 2 via an order basis computation at small order.

Lemma 2.6. Let m ∈ K[X]6=0, s ∈ Zm, and F ∈ K[X]m×1 with deg(F) < deg(m) = σ.
Then, for any τ > amp(s) + 2σ, the s-Popov solution basis for (m,F) is the principal m×m
submatrix of the u-Popov order basis for [FT|m]T and τ , with u = (s,min(s)) ∈ Zm+1.

Proof. Let A =
[
P q
p q

]
denote the u-Popov order basis for [FT|m]T and τ , where P ∈

K[X]m×m and q ∈ K[X]. Consider B = [P̄|q̄] the u-Popov nullspace basis of [FT|m]T:
thanks to Lemma 2.1, it is enough to prove that B = [P|q].

First, we have rdeg(p) 6 deg(q) by choice of u, so that qm 6= 0 implies deg(pF + qm) =
deg(q) + σ. Since pF + qm = 0 mod Xτ , this gives deg(q) + σ > τ . This also shows that the
u-pivot entries of B are located in P̄.

Then, since the sum of the u-pivot degrees of A is at most τ , the sum of the s-pivot
degrees of P is at most σ; with [P|q] in u-Popov form, this gives deg(q) < σ+amp(s) 6 τ−σ.
We obtain deg(PF + qm) < τ , so that PF + qm = 0. Thus, the minimality of B and A
gives the conclusion.

When amp(s) ∈ O(σ), this gives a fast solution to our problem. In what follows, we
present a divide-and-conquer approach on amp(s), with base case amp(s) ∈ O(σ); we first
give an overview, assuming that s is non-decreasing.

A key ingredient is that when amp(s) is large compared to σ, then P has a lower block
triangular shape, since it is in s-Popov form with sum of s-pivot degree at most σ. Typically,

if si+1 − si > σ for some i then P =
[
P(1) 0
∗ P(2)

]
with P(1) ∈ K[X]i×i. Even though the block
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sizes are unknown in general, we show that they can be revealed efficiently along with δ by
a divide-and-conquer algorithm, as follows.

First, we use a recursive call with the first j entries s[:j] of s and F[:j] of F, where j is
such that amp(s[:j]) is about half of amp(s). This reveals i 6 j entries δ[:i] of δ and the first i
rows P[:i,:] = [P(1)|0] of P, with P(1) ∈ K[X]i×i. A central point is that amp(s[i+1:]) is about
half of amp(s) as well, where s[i+1:] is the tail of s starting at the entry i+ 1.

Then, knowing the degrees δ[:i] allows us to set up an order basis computation in order
to obtain a residual ; that is, a column G ∈ K[X]m−i×1 and a modulus n so that we can
continue the computation of P via a second recursive call which computes the s[i+1:]-Popov
solution basis for (n,G). Finally, from these two bases obtained recursively we deduce the
s-pivot degree of P, and then P using Algorithm 1.

Now, we give the details. We fix F ∈ K[X]m×1, m ∈ K[X] 6=0 with σ = deg(m) > deg(F),
s ∈ Zm, P the s-Popov solution basis for (m,F), and δ its s-pivot degree. In what follows,
πs = (π1, . . . , πm) is any permutation of {1, . . . ,m} such that (sπ1 , . . . , sπm) is non-decreasing.

Then, for a tuple t = (t1, . . . , tm) ∈ Zm, we write t[i:j] for the subtuple of t of its entries
at indices {πi, . . . , πj}; for a matrix M ∈ K[X]m×m, we write M[i:j,k:l] for the submatrix
of M formed by its rows at indices {πi, πi+1, . . . , πj} and columns {πk, πk+1, . . . , πl}. The
main ideas of the rest of this subsection can be understood by focusing on the case of a
non-decreasing s, taking πi = i for all i.

We now introduce the notion of splitting index, which will help us to locate the zero
blocks in P.

Definition 2.7 (Splitting index). Let d ∈ Nm, t ∈ Zm and πt = (µi)i. Then, i ∈ {1, . . . ,m−
1} is a splitting index for (d, t) if dµj + tµj − tµi+1

< 0 for all j ∈ {1, . . . , i}.

In particular, if i is a splitting index for (δ, s), then we have [P[:i,:i]|P[:i,i+1:]] = [P[:i,:i]|0].
Our algorithm first looks for such a splitting index, and then uses P[:i,i+1:] = 0 to split the
problem into two subproblems of dimensions i and m− i.

To find a splitting index, we use the following property: if (d, t) does not admit a splitting
index, then |d| > amp(t). This allows us to build subtuples of s which all contain a splitting
index, as follows.

First, given α ∈ Z>0, we let ` = 1+b(max(s)−min(s))/αc, and we consider the subtuples
s1, . . . , s` of s where sk consists of the entries of s in {min(s)+(k−1)α, . . . ,min(s)+kα−1};
this gives a subroutine Partition(s, α) = (s1, . . . , s`).

Now, we choose α > 2σ and we assume sπi+1
− sπi 6 σ for each 1 6 i < m; this is

without loss of generality as explained in Appendix A. Then, for 1 6 k < `, since |δ| 6 σ
and amp(t) > σ with t = (sk,min(sk+1)), by the above remark sk contains a splitting index
for (δ, s).

Still, we do not know in advance which entries of sk are splitting indices for (δ, s). Thus,
we will recursively compute the s-Popov solution basis P(0) for s1, . . . , s`/2, and we are now
going to prove that this gives us a splitting index which allows us to divide the computation
into two subproblems, the first of which we have already solved by computing P(0).

For j ∈ {2, . . . ,m}, let s(0) = s[:j], P(0) the s(0)-Popov solution basis for (m,F[:j]), and

δ(0) its s(0)-pivot degree. Suppose that there is a splitting index i 6 j for (δ(0), s(0)).
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Lemma 2.8. Let P(1) ∈ K[X]i×i be the s(1)-Popov solution basis for (m,F[:i]) with s(1) = s[:i],

and δ(1) be its s(1)-pivot degree. Then, i is a splitting index for (δ, s), and [P[:i,:i]|P[:i,i+1:]] =
[P(1)|0].

Proof. Since i is a splitting index for (δ(0), s(0)), we have [P
(0)
[:i,:i]|P

(0)
[:i,i+1:]] = [Q|0] for some

Q ∈ K[X]i×i. Then Q is in s(1)-Popov form and QF[:i] = 0 mod m. Let p ∈ K[X]1×i be
a solution for (m,F[:i]); we will prove that p is a combination of the rows of Q, so that
Q = P(1). Let q ∈ K[X]1×j defined by [q[:i]|q[i+1:]] = [p|0]: q is a solution for (m,F[:j])

and then q = λP(0) for some λ ∈ K[X]1×j. Besides, since P(0) is nonsingular, P
(0)
[:i,i+1:] = 0

implies that [λ[:i]|λ[i+1:]] = [µ|0] with µ ∈ K[X]1×i. Thus, p = µQ.
Now, the matrix B ∈ K[X]i×m with [B[:i,:i]|B[:i,i+1:]] = [P(1)|0] is in s-Popov form and

its rows are solutions for (M,F). Thus by minimality of P, P[:i,:] has s-pivot degree at

most δ(1) componentwise. This implies that i is also a splitting index for (δ, s), so that
[P[:i,:i]|P[:i,i+1:]] = [R|0] for some R ∈ K[X]i×i, hence the conclusion.

The next two lemmas show that this knowledge of δ(1) allows us to compute a so-called
residual, from which we can continue the computation of P.

Lemma 2.9. Let s(2) = s[i+1:], d = −δ(1) + min(s(2)) − 2σ ∈ Zi, u = (v,min(d)) ∈ Zm+1

where v[:i] = d and v[i+1:] = s(2). Let
[
A q
p q

]
be the u-Popov order basis for [FT|m]T and

2σ, with A ∈ K[X]m×m and q ∈ K[X]. Then, deg(q) > σ, A[:i,i+1:] = 0, p[i+1:] = 0, and
[A[:i,:i]|q[:i]] = [P(1)|q(1)] with q(1) = −P(1)F(1)/m.

Proof. By choice of u, we have deg(p) 6 deg(q). Since deg(F) < deg(m) = σ, the degree of
pF + qm is deg(q) + σ; then pF + qm = 0 mod X2σ implies that deg(q) + σ > 2σ.

Besides, since A is in u-Popov form with sum of u-pivot degrees at most the order 2σ,
from min(s(2)) > max(d) + 2σ we obtain A[:i,i+1:] = 0 and p[i+1:] = 0.

Now, Lemma 2.1 implies that [P(1)|q(1)] is the (d,min(d))-Popov nullspace basis for
[FT

[:i]|m]T, with (d,min(d))-pivot index {1, . . . , i}, (d,min(d))-pivot degree δ(1) and degree

at most max(δ(1)). Then, as in the proof of Lemma 2.2, one can show that [A[:i,:i]|q[:i]] =
[P(1)|q(1)].

Thus, up to row and column permutations this order basis is

[
P(1) 0 q(1)

∗ P(2) ∗
∗ 0 q

]
with P(2) =

A[i+1:,i+1:] ∈ K[X]m−i×m−i in s(2)-Popov form; let δ(2) denote its s(2)-pivot degree.

Lemma 2.10. Let n = X−2σ(p[i+1:]F[i+1:] + qm) ∈ K[X] and G = X−2σ(A[i+1:,:]F[i+1:] +

q[i+1:]m) ∈ K[X]m−i×1. Then deg(G) < deg(n) 6 σ − |δ(1)| − |δ(2)|. Let P(3) the t-Popov

solution basis for (n,G) with t = rdegs(2)(P
(2)) and δ(3) its t-pivot degree, then (δ[:i], δ[i+1:]) =

(δ(1), δ(2) + δ(3)).

Proof. The sum |δ(1)|+ |δ(2)|+deg(q) of the u-pivot degrees of
[
A q
p q

]
is at most the order 2σ.

Thus, deg(n) = deg(q)− σ 6 σ− |δ(1)| − |δ(2)|. On the other hand, we have deg(A[i+1:,:i]) <
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|δ(1)| 6 σ, deg(A[i+1:,i+1:]) 6 |δ(2)| 6 2σ − |δ(1)| − deg(q) 6 σ − |δ(1)| 6 σ, and deg(q[i+1:]) <
deg(q); thus, deg(G) < deg(q)− σ = deg(n).

Let q(3) = −P(3)G/n and t = rdegu([p|q]); then, t = deg(q)−max(δ(1))+min(s(2))−2σ 6
min(s(2)) 6 min(t). By Lemma 2.1, [P(3)|q(3)] is the (t, t)-Popov nullspace basis for [GT|n]T.

Thus, defining B ∈ K[X]m×m and c ∈ K[X]m×1 by
[

B[:i,:i] B[:i,i+1:] c[:i]
B[i+1:,:i] B[i+1:,i+1:] c[i+1:]

]
=
[

I 0 0
0 P(3) q(3)

]
,

by [33, Theorem 3.9], [ B c ]
[
A q
p q

]
is a u-minimal nullspace basis of [FT|m]T. Lemma 2.1

implies that P̄ = [ B c ]
[
A
p

]
is a v-minimal solution basis for (m,F).

It is easily checked that P is in v-Popov form, so that the v-Popov form of P̄ is P

its v-pivot degree is δ. Besides
[

P̄[:i,:i] P̄[:i,i+1:]

P̄[i+1:,:i] P̄[i+1:,i+1:]

]
=
[

P(1) 0
P(3)A2,1+q(3)A3,1 P(3)P(2)

]
, so that

(δ[:i], δ[i+1:]) = (δ(1), δ(2) + δ(3)) [20, Lemmas 3.2 and 3.4].

Here is the resulting algorithm. As an input, we have a parameter α as above, which
dictates the amplitude of the subtuples used to partition the shift s into sub-shifts which all
contain a splitting index. As explained above, the initial call can be made with α = 2σ.

Proposition 2.11. Algorithm PolModSysOne is correct and uses O (̃mω−1σ) operations
in K.

Proof. The correctness follows from the results in this subsection. By [20, Theorem 1.4],
the order bases computations at Steps 1.a and 2.c use O (̃mω−1σ) operations. Using partial
linearization as in Lemma 2.12 below, the computation of G and n at Step 2.c can be done
in O (̃mω−1σ); from Proposition 2.5, Step e uses O (̃mω−1σ) operations.

Running the algorithm with initial input α = 2σ, the recursive tree has depthO(log(`)) =
O(log(amp(s)/2σ)), which is in O(m2). Besides, all sub-problems are for a modulus of degree
at most σ, and on a given level of the tree, the sum of the dimensions of the column vector
in input of each sub-problem is in O(m). Thus, since aω−1 + bω−1 6 (a+ b)ω−1 for a, b > 0,
each level of the tree uses a total of O (̃mω−1σ) operations.

2.4 Fast divide-and-conquer algorithm

Now that we have an efficient algorithm for n = 1, our main algorithm uses a divide-and-
conquer approach on n. From the two bases obtained recursively, it first deduces the s-pivot
degree of the sought basis P and then uses this additional knowledge to compute P with
Algorithm 1.

When the sum σ = deg(m1)+ · · ·+deg(mn) is in O(m), we use the algorithm Lineariza-
tionMIB from [19, Section 7].

The computation of the so-called residual at Step 3.c can be done efficiently using partial
linearization, as follows.

Lemma 2.12. Let M = (m1, . . . ,mn) ∈ K[X]n6=0 of degrees (σ1, . . . , σn), P ∈ K[X]m×m, and
F ∈ K[X]m×n with m > n and deg(F∗,j) < σj. Let σ > m such that σ > σ1 + · · · + σn and
|cdeg(P)| 6 σ. Then, one can compute PF mod M using O (̃mω−1σ) operations in K.
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Algorithm 2 (PolModSysOne).
Input:

• a polynomial m ∈ K[X] 6=0 of degree σ,

• a column F ∈ K[X]m×1 with deg(F) < deg(m),

• a shift s ∈ Zm,

• a parameter α ∈ Z>0 with α > 2σ.

Output: the s-Popov solution basis for (m,F) and the s-
minimal degree δ of (m,F).

1. If max(s)−min(s) 6 4σ:

a. A ← the (s,min(s))-Popov order basis for [FT|m]T and
6σ; return the principal m×m submatrix of A and the
degrees of its diagonal entries

2. Else:

a. (s1, . . . , s`)← Partition(s, α),
j ← sum of the lengths of s1, . . . , sd`/2e, s(0) ← s[:j],

(P(0), δ(0))← PolModSysOne(m,F[:j], s
(0), α)

b. i← the largest splitting index for (δ(0), s(0)),

δ(1) ← δ
(0)
[:i] , s(2) ← s[i+1:], d = −δ(1) + min(s(2)) − 2σ,

v ∈ Zm with v[:i] = d and v[i+1:] = s(2), u = (v,min(d))

c.
[
A q
p q

]
← u-Popov order basis for [FT|m]T and 2σ,

δ(2) ← the s(2)-pivot degree of A[i+1:,i+1:],
G← X−2σ(A[i+1:,:]F[i+1:] + q[i+1:]m),
n← X−2σ(p[i+1:]F[i+1:] + qm)

d. t← s(2) + δ(2) = rdegs(2)(A[i+1:,i+1:]),

(P(3), δ(3))← PolModSysOne(n,G, t, α)

e. δ ∈ Nm with (δ[:i], δ[i+1:])← (δ(1), δ(2) + δ(3)),
P← KnownDegPolModSys(m,F, s, δ)

f. Return (P, δ)

Proof. Using notation from Lemma 2.3, let P̃ ∈ K[X]m×m̃ such that P = P̃E and deg(P̃) <

d|cdeg(P)|/me. Then, by Lemma 2.4 F̃ = EF mod M can be computed using O (̃mσ)

operations; we want to compute PF mod M = P̃ F̃ mod M.
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Algorithm 3 (PolModSys).
Input:

• polynomials M = (m1, . . . ,mn) ∈ K[X]n6=0,

• a matrix F ∈ K[X]m×n with deg(F∗,j) < deg(mj),

• a shift s ∈ Zm.

Output: the s-Popov solution basis for (M,F) and the s-
minimal degree δ of (M,F).

1. If σ = deg(m1) + · · ·+ deg(mn) 6 m:

a. Build E ∈ Km×σ and M ∈ Kσ×σ as in Section 1.2

b. Return LinearizationMIB(E,M, s, 2dlog2(σ)e)

2. Else if n = 1: Return PolModSysOne(m1,F, s, 2σ)

3. Else:

a. M(1),F(1) ← (m1, . . . ,mbn/2c), F∗,1...bn/2c
M(2),F(2) ← (mbn/2c+1, . . . ,mn), F∗,bn/2c+1...n

b. P(1), δ(1) ← PolModSys(M(1),F(1), s)

c. R← P(1)F(2) mod M(2)

d. P(2), δ(2) ← PolModSys(M(2),R, rdegs(P
(1)))

e. P← KnownDegPolModSys(M,F, s, δ(1) + δ(2))

f. Return (P, δ(1) + δ(2))

We have deg(P̃) 6 dσ/me 6 2σ/m. Since |cdeg(F̃)| < σ and n 6 m 6 m̃ 6 2m, F̃

can be partially linearized into O(m) columns of degree O(σ/m). Then, P̃ F̃ is computed

in O (̃mω−1σ) operations. The j-th column of P̃ F̃ has m̃ 6 2m rows and degree less than
σj+2σ/m: it can be reduced modulo mj in O (̃σ+mσj) operations [13, Chapter 9]; summing
over 1 6 j 6 n with n 6 m, this is in O (̃mσ).

Proof of Theorem 1.4. The correctness and the cost O (̃mω−1σ) for Steps 1 and 2 follow
from [19, Theorem 1.4] and Proposition 2.11. With the cost of Steps 3.c and 3.e in Propo-
sition 2.5 and Lemma 2.12, we obtain the announced cost bound.

Now, using notation in Step 3, suppose P(1) and P(2) are the s- and rdegs(P
(1))-Popov

solution bases for (M(1),F(1)) and (M(2),R). Then P(2)P(1) is a solution basis for (M,F):
if p is a solution for (M,F), it is one for (M(1),F(1)) and thus p = λP(1) for some λ, and it
is one for (M(2),F(2)) so that pF(2) = λP(1)F(2) = λR = 0 mod M(2) and thus λ = µP(2)

for some µ; then p = µP(2)P(1).
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Then, [20, Lemmas 3.2 and 3.4] imply that P(2)P(1) is an s-minimal solution basis for
(M,F) and that its s-Popov form has s-pivot degree δ(1) +δ(2). The correctness then follows
from Proposition 2.5.

3 Fast computation of the shifted Popov form of a

polynomial matrix

3.1 Reduction to Problem 2

The following result shows that the s-Popov form of a nonsingular A ∈ K[X]m×m is the
s-Popov solution basis for a specific instance of Problem 2.

Lemma 3.1. Let A ∈ K[X]m×m be nonsingular. Let S = UAV be the Smith form of
A, where U and V are unimodular. Writing S = Diag(M) for some M ∈ K[X]m6=0, let
F ∈ K[X]m×n be any matrix such that F = V mod M. Then, the row space of A is the set
of solutions for (M,F).

Proof. Any K[X]-combination of the rows of A is a solution for (M,F) since AV = U−1S,
with U−1 in K[X]m×m. Now, if p ∈ K[X]1×m is such that pF = 0 mod M, this implies that
pV = qS for some q; then, p = qUA is in the row space of A.

With the randomized algorithms in [27, 15] to compute M and F and the results in
Section 2, this gives an algorithm inO (̃mω deg(A)) operations for Problem 1. The rest of this
section is devoted to the use of partial linearization to obtain the cost bound O (̃mω−1σ(A)),
with σ(A) the generic determinant bound as in (1).

3.2 Partial linearization

Here is a summary of what we will use from the partial linearization framework in [16,
Section 6].

Definition 3.2 (Column partial linearization). Let A ∈ K[X]m×m, and let δ = (δ1, . . . , δm) ∈
Nm. Then, let δ = 1 + b(δ1 + · · ·+ δm)/mc. For i ∈ {1, . . . ,m}, write δi = (αi−1)δ+βi with
αi > 1 and 0 6 βi < δ, and let m̃ = α1 + · · ·+ αm. Then, define the expansion-compression
matrix E ∈ K[X]m̃×m as

E =



1
...

1
Xδ

...
X(α1−1)δ

...
Xδ

...
X(αm−1)δ


. (3)

The column partial linearization Lc
δ(A) ∈ K[X]m̃×m̃ of A is defined as follows:
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• the first m rows of Lc
δ(A) form the unique matrix Ã ∈ K[X]m×m̃ which is such that

A = ÃE and has all columns of degree less than δ except possibly those at indices
m+ (α1 − 1) + · · ·+ (αi − 1) for 1 6 i 6 m,

• for 1 6 i 6 m, the row at index m + (α1 − 1) + · · · + (αi−1 − 1) + 1 of Lc
δ(A)

is [0, · · · , 0,−Xδ, 0, · · · , 0, 1, 0, · · · , 0] with the entry −Xδ at column index i and the
entry 1 on the diagonal,

• for 1 6 i 6 m and 2 6 j 6 αi− 1, the row at index m+ (α1− 1) + · · ·+ (αi−1− 1) + j
of Lc

δ(A) is [0, · · · , 0,−Xδ, 1, 0, · · · , 0] with the entry 1 on the diagonal.

We will use the following properties from [16, Section 6].

Lemma 3.3. Let A ∈ K[X]m×m and δ ∈ Nm. Then,

• Lc
δ(A) is right-unimodularly equivalent to

[
A ∗
0 I

]
,

• the Smith form of Lc
δ(A) is S = Diag(I,S) where S is the Smith form of A.

Similarly, for a matrix A ∈ K[X]m×m and δ ∈ Nm, the row partial linearization Lr
δ(A)

is defined as the transpose of Lc
δ(AT); translating the lemma above for the row partial

linearization is straightforward.

3.3 Reducing to small average column degree

To obtain a cost bound involving σ(A), we use in particular the following remark from [16].
Let π1, π2 be permutation matrices such that B = π1Aπ2 = [bij]i,j satisfies

deg(bii) > deg(Bi...m,i...m) for every i ∈ {1, . . . ,m}. (4)

Then, we define d = (d1, . . . , dm) ∈ Nm by

di =

{
deg(bii) if bii 6= 0,
0 otherwise;

(5)

we have d1 + · · ·+ dm = σ(A) by definition of σ(A) in (1). We consider δ = π−1
1 d, where d

is seen as a column vector.
Now we show how to obtain the s-Popov form of A from the u-Popov form of Lr

δ(A)
for a well-chosen u. Besides, Lr

δ(A) has dimension at most twice that of A, and its average
column degree is in O(dσ(A)/me).

Lemma 3.4. Let A ∈ K[X]m×m nonsingular and s ∈ Zm. Let δ ∈ Nm as above and let m
be the dimension of Lr

δ(A). Then, m < 2m and the sum of the column degrees of Lr
δ(A) is

less than m+ 2σ(A). Besides, let u = (s, t, . . . , t) ∈ Zm with t = max(s) +m deg(A) and P

the s-Popov form of A. Then the u-Popov form of Lr
δ(A) is

[
P 0
∗ I

]
.
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Proof. By definition, αi = 1 + bδi/δc < 1 + δim/|δ|; summing over i we obtain m < 2m. By
construction, the first m columns of Lr

δ(A) have column degree at most dπ−1
2 componentwise

(where d is seen as a row vector), and its last m−m < m columns have degree δ 6 1+|d|/m.
Thus, |cdeg(Lr

δ(A))| < |d|+mδ 6 m+ 2|d| = m+ 2σ(A).
Lemma 3.3 states that there is B ∈ K[X]m−m×m such that Lr

δ(A) is left-unimodularly
equivalent to [ A 0

B I ]. Then, let R be the remainder of B modulo P, that is, the unique matrix
in K[X]m−m×m which has column degree bounded by the column degree of P componentwise
and such that R = B+QP for some matrix Q (see for instance [21, Theorem 6.3-15], noting
that P is 0-column reduced).

Let W denote the unimodular matrix such that P = WA. Then, [ W 0
QW I ][ A 0

B I ] = [ P 0
R I ]

is left-unimodularly equivalent to Lr
δ(A). Besides, since P is in s-Popov form we have

deg(P) 6 deg(det(P)) = deg(det(A)) 6 m deg(A); hence deg(R) < m deg(A), and [ P 0
R I ] is

in u-Popov form.

3.4 Reducing to uniform column degree

Now, we show how to combine column linearization and the reduction to Problem 2 in
Subsection 3.1 in order to reduce to the case of a matrix A which has column degree close
to uniform; or in other words, with deg(A) close to the average column degree |cdeg(A)|/m.

Lemma 3.5. Let A ∈ K[X]m×m be nonsingular, let s ∈ Zm, let δ = cdeg(A) ∈ Nm be the
column degree of A, let m̃ be the dimension of Lc

δ(A), let E = [I|ET]T as in (3), and consider
the shift u = (s, t) ∈ Zm̃ for any t ∈ Zm̃−m. Then,

• m 6 m̃ 6 2m and deg(Lc
δ(A)) 6 1 + b|cdeg(A)|/mc,

• the u-Popov form of Lc
δ(A)

[
I 0
E I

]
is

[
P 0
0 I

]
, where P is the s-Popov form of A,

• let S = ULc
δ(A)V be the Smith form of Lr

δ(A), where U and V are unimodular.
Writing S = Diag(M) for some M ∈ K[X]m6=0, let F ∈ K[X]m̃×n be any matrix such

that F =

[
I 0
−E I

]
V mod M. Then, the u-Popov solution basis for (M,F) is

[
P 0
0 I

]
.

Proof. The first item can be found in [16, Corollary 2]. Concerning the second item, the ma-
trix [ P 0

0 I ] is obviously in u-Popov form: we want to prove that it is left-unimodularly equiva-
lent to Lc

δ(A)[ I 0
E I ]. Let T denote the trailing principal submatrix T = Lc

δ(A)m+1...m̃,m+1...m̃,
and let W be the unimodular matrix such that WP = A. Then, T is unit lower triangular,
thus unimodular, and by construction of Lc

δ(A), for some matrix B we have Lc
δ(A)[ I 0

E I ] =
[ A B
0 T ] = [ W B

0 T ][ P 0
0 I ]. Now, the third item directly follows from the second and Lemma 3.1,

since the Smith form of Lc
δ(A)[ I 0

E I ] can be written S = ULc
δ(A)[ I 0

E I ][ I 0
−E I ]V.
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3.5 Fast shifted Popov form algorithm

Here, we gather the results of the previous subsections to give a fast algorithm for Problem 1.

Proof of Theorem 1.3. According to Lemma 3.4, the s-Popov form P of A is the principal
m × m submatrix of the u-Popov form of Lr

d(A) (as in Step 1). Then, Lemma 3.5 states

that the u-Popov form of Lr
d(A) is the principal m×m submatrix of P̃ (as in Step 4), hence

the correctness.
Furthermore, those two lemmas also imply that deg(Ã) 6 1 + b|δ|/mc 6 2(1 +σ(A)/m),

and m̃ < 4m. Then, the computation of S and F in Step 3 can be done in O (̃mω−1σ(A))
operations using the algorithm in [15, Figure 3.2] with the preconditioning as in [15, Fig-
ure 6.1] (see also [17, Lemma 2]); this relies in particular on [27, Algorithm 12]. Then,
since deg(m1) + · · · + deg(mn) = deg(det(A)), by Lemma 2.4 and Theorem 1.4 Step 4 uses
O (̃mω−1 deg(det(A))) operations, with deg(det(A)) 6 σ(A).

Algorithm 4 (ShiftedPopovForm).
Input:

• a nonsingular matrix A ∈ K[X]m×m,

• a shift s ∈ Zm.

Output: the s-Popov form of A.

1. π1, π2 ∈ Km×m ← permutation matrices such that B = π1Aπ2 satisfies (4),
d ← as in (5), d← π−1

1 d, m ← dimension of Lr
d(A),

t← max(s) +m deg(A) and u← (s, t, . . . , t) ∈ Zm

2. δ ← cdeg(Lr
d(A)), Ã← Lc

δ(Lr
d(A)), m̃← dimension of Ã,

E ← [I|ET]T as in (3), v← (u, 0, . . . , 0) ∈ Zm̃

3. S ← the Smith form of Ã, write S = Diag(1, . . . , 1,M) with noncon-
stant polynomials in M = (m1, . . . ,mn), and compute F ∈ K[X]m̃×n with
deg(F∗,j) < deg(mj) and [0|F] = V mod S for some right unimodular
Smith transform V

4. P̃ ← v-Popov solution basis for (M,
[

I 0
−E I

]
F mod M)

5. Return the principal m×m submatrix of P̃
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type Padé approximants. SIAM J. Matrix Anal. Appl., 15(3):804–823, July 1994.

[4] B. Beckermann and G. Labahn. Fraction-free computation of matrix rational inter-
polants and matrix gcds. SIAM J. Matrix Anal. Appl., 22(1):114–144, 2000.

[5] B. Beckermann, G. Labahn, and G. Villard. Normal forms for general polynomial
matrices. J. Symbolic Comput., 41(6):708–737, 2006.

[6] Th.G.J. Beelen, G.J. van den Hurk, and C. Praagman. A new method for computing
a column reduced polynomial matrix. Systems and Control Letters, 10(4):217 – 224,
1988.

[7] P. Busse. Multivariate List Decoding of Evaluation Codes with a Gröbner Basis Per-
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A Reducing the entries of the shift

Let A ∈ K[X]m×m be nonsingular, let σ ∈ N such that σ > deg(det(A)), and s ∈ Zm. Here,
we show a shift t ∈ Nm such that the s-Popov form P of A equals the t-Popov form of A,
and ti+1 − ti 6 σ; thus, in particular |t| ∈ O(m2σ).

Denote ŝ = (sπ(1), . . . , sπ(m)) where π is a permutation of {1, . . . ,m} such that ŝ is non-
decreasing. Then, we define t̂ = (t̂1, . . . , t̂m) by t̂1 = 0 and, for each i ∈ {2, . . . ,m},

t̂i − t̂i−1 =

{
σ if si − si−1 > σ

si − si−1 otherwise
.

Then, let t = (t̂π−1(1), . . . , t̂π−1(m)). Since every entry on the diagonal of P is of degree at
most deg(det(A)) < σ, we have that P is also in t-Popov form.

22


	Introduction
	Shifted Popov form
	Systems of modular equations

	Fast computation of the shifted Popov solution basis
	Solution bases from nullspace bases
	Fast solution for known minimal degree
	The case of one equation
	Fast divide-and-conquer algorithm

	Fast computation of the shifted Popov form of a polynomial matrix
	Reduction to Problem 2
	Partial linearization
	Reducing to small average column degree
	Reducing to uniform column degree
	Fast shifted Popov form algorithm

	References
	Reducing the entries of the shift

