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Histograms-based Visual Servoing

Quentin Bateux$^1$ and Eric Marchand$^1$

Abstract—In the direct visual servoing methods such as photometric framework, the images as a whole are used to define a control law. This can be opposed to the classical visual servoing approaches that relies on geometric features and where image processing algorithms that extract and track visual features are necessary. In this paper, we propose a generic framework to consider histogram as a visual feature. A histogram is an estimate of the probability distribution of a variable (for example the probability of occurrence in an intensity, color, or gradient orientation in an image). We show that the framework we proposed applies, but is not limited to, a wide set of histograms and allows the definition of efficient control laws. Statistical comparisons are presented from simulation results and real robots experiments including navigation tasks are also provided.

Index Terms—Visual Servoing; Visual-Based Navigation

I. INTRODUCTION

VISUAL servoing techniques aim to control a dynamic system by using visual features extracted in images provided by one or multiple cameras. This approach is extensively presented in [12][3]. A positioning task is achieved by regulating to zero an error in the image space. This error is usually computed from visual features related to geometric features extracted and tracked by computer vision algorithms and by comparing the displacement of matching features in both the current image and a target image. In order to avoid the bottleneck represented by the tracking process [15], direct visual servoing [5] was introduced and various features and cost functions were then studied.

The original direct visual servoing approach, photometric visual servoing [5][4], was designed by taking as an error the direct subtraction pixel-wise between the current and desired image making it a purely photometric approach (image intensities only). Due to a pure pixel-wise comparison, photometric visual servoing is very precise but does not react well in situations where global illumination is less controlled or in presence of occlusions, which may impact the final precision of the positioning. This is why various strategies and refinements were considered to improve convergence, robustness and precision of the positioning tasks. [9] used a template illumination adaptation in order to adapt the current image so that its global illumination matches the illumination conditions of the desired one through the use of a histogram adaptation process (as proposed for tracking in [18]). [8] changed the cost function by computing the mutual information (MI) between the two images. The resulting control law maximizes the shared information (which is actually an entropy measure) between current and desired images. In a recent work [1], we proposed to consider the intensity histogram of an image as the visual feature. The control is then derived by minimizing a distance between the two histograms computed on both images. This approach was validated by controlling a 6 degrees of freedom (DoF) robot. However, intensity histograms have serious drawbacks when it comes to global illumination changes. Control laws based on more elaborate histograms could be able to overcome some of these issues. In this paper, we thus extend this idea and propose a general framework able to consider any kind of histograms. We show that this general framework applies easily to, e.g., intensity histograms (as in [1]), histograms of oriented gradients (HOG [7]) and color histograms [17].

In many computer vision fields such as tracking or image retrieval, histograms as global descriptors have been used successfully. One major example is the Mean Shift algorithm presented in [6] where a color histogram is used to track an object by iteratively converging toward the minima of distance between two histograms. Other examples exist in the image retrieval field [16] to describe globally an image, to detect pedestrians [7] or to detect and match key-points such as in the well-known SIFT descriptor [14] where orientation histograms are considered. Dealing with our visual servoing and to illustrate the generality of the proposed approach, we select here two kinds of histograms that are likely to possess interesting properties in terms of robustness, namely the HOG histogram and the Hue-Saturation histogram.

This paper has the following structure. The next section recalls the basics of visual servoing. Section 3 presents the generic framework used to generate control laws from a general expression of a histogram; Sections 4 details the advantages of the chosen histograms and then the computation of their associated control laws from the presented framework. Section 5 compares the methods through their convergence areas, and then provides an experimental validation of each of the selected methods, performed on a 6 DoF robot for a positioning task and a 1 DoF robot for a visual path following task.

II. VISUAL SERVOING

The aim of a positioning task is to reach a desired pose of the camera $r^*$, starting from an arbitrary initial pose. To achieve that goal, one needs to define a cost function that reflects, in the image space, this positioning error and that needs to be minimized. Considering the actual pose of
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the camera \( r \) the problem can therefore be written as an optimization process:

\[
\hat{r} = \arg \min_r \rho(r, r^*)
\]  

(1)

where \( \rho(.) \) is the error function between the desired pose and the current one, and \( \hat{r} \) the pose reached after the optimization process (servoing process), which is the closest possible to \( r^* \) (optimally \( \hat{r} = r^* \)). For example, considering a set of geometrical features \( s \), the task typically has to minimize the difference between \( s(r) \) and the desired configuration \( s^* \) which, given that a suitable distance between the two feature sets can be defined, leads to:

\[
\hat{r} = \arg \min_r ((s(r) - s^*)^\top (s(r) - s^*)).
\]  

(2)

This visual servoing task is achieved by iteratively applying a velocity to the camera. This requires the knowledge of the interaction matrix \( L_\alpha \) of \( s(r) \) that links the variation of \( s \) to the camera velocity and which is defined as \( s(r) = L_\alpha v \) where \( v \) is the camera velocity. This equation leads to the expression of the velocity that needs to be applied to the robot. The control law is classically given by:

\[
v = -\lambda L_\alpha^+(s(r) - s^*)
\]  

(3)

where \( \lambda \) is a positive scalar gain defining the convergence speed of the control law and \( L_\alpha^+ \) is the pseudo-inverse of the interaction matrix. To avoid extraction and tracking over frames of geometrical features (such as points, lines, etc), in [5][4] the notion of direct (or photometric) visual servoing of oriented gradients (HOG), in fact any object that is based on the estimation of a probability distribution obtained from pixel values.

### III. Histogram-based visual servoing (HBVS)

A histogram is an estimate of the probability distribution of a variable. This distribution describes in a synthetic way this variable, and it can be applied to any kind of object, in our case, a digital image with its pixel intensities or alternately color, orientation, norm of the gradients, etc. Histograms can then be used to compare images with a limited quantity of information, as opposed to the direct pixel-wise subtraction (SSD). Furthermore, this reduction of the information quantity also induces more robustness to local variations, and several kinds of values can be used to compute the histogram. For example by taking the gradient orientation of each pixel instead of its intensity value, the comparison can be resilient towards global illumination variations. This very flexible nature makes the histogram a very interesting candidate to perform global direct visual servoing. It is also important to point out that histograms in their most basic form do not capture spatial information, and therefore a strategy to make histogram-based methods spatial-sensitive will be presented. In this section, we show how generic histograms can be considered to build a visual control law able to achieve 6 DoF positioning task.

#### A. Theoretical foundations of HBVS

In this paragraph, we recall the formal definition of histograms using probability distribution and the classical distances that are used to compare two histograms.

1) Histogram: definition and overview: A histogram is a statistical object that associates to each pixel information in an image a given ’bin’ in the histogram. This pixel value can be a scalar, such as in the intensity histogram and the HOG histogram, or it can be a vector if the image is composed of multiple planes, as in the case of color histograms. This histogram thus represents the statistical distribution of the pixel values in the image. For example, the intensity histogram is expressed as:

\[
Pr(i) = \frac{1}{N_x} \sum_x \delta(I(x) - i)
\]  

(7)

where \( x \) is a 2D pixel position in the image plane, the pixel intensity \( i \in [0, 255] \) if we use images with 256 gray-levels, \( N_x \) the number of pixels in the image \( I(x) \), and \( \delta(I(x) - i) \) the Kronecker’s function defined such as:

\[
\delta(x) = \begin{cases} 
1 & \text{if } x = 0 \\
0 & \text{otherwise}
\end{cases}
\]  

(8)

\( Pr(i) \) is nothing but the probability for a pixel of the image \( I \) to have the intensity \( i \). Other kinds of histograms built from color or HOG will be defined in section IV.

2) Distance between histograms: Visual servoing is the determination of the motion that allows a dynamic system to minimize an error between a current view and a desired view of a scene. In order to perform this operation, it is mandatory to be able to compare these two views by defining a distance \( \rho(.) \) between them. Since, in our case, images are
described as histograms, we need to define a suitable distance to compare them. Classically, histograms are compared bin-wise. One formulation of this method is the Matusita distance and is expressed such as [2]:

\[ \rho(I, I^*) = \sum_{i} \left( \sqrt{p_t(i)} - \sqrt{p_t^*(i)} \right)^2 \]  

(9)

where \( N_c \) is the number of bins considered in the histograms. Unlike the Bhattacharyya measure that increases as the overlap of the two compared vectors increases, the Matusita distance (based on the Bhattacharyya measure, see [2] for further details on these measures) is null when the two compared histograms are similar, which fits better our minimization scheme.

B. Interaction matrix and resulting control law

By definition, the interaction matrix links the variation of the visual features to the camera motion [3]. This definition leads to the generic expression of the interaction matrix, \( L = \frac{\partial s}{\partial r} \), where \( r \) is the camera position. In our context, it links the variation of the cost function \( \rho(\cdot) \) to the camera motion. It is then defined by:

\[ L_1H = \frac{\partial \rho(I, I^*)}{\partial r} \]  

(10)

where \( \rho(I, I^*) \) obviously depends on the nature of the histogram considered; each being defined by its probability density descriptor \( p_t(i) \). We can then develop this expression and obtain:

\[ \frac{\partial \rho(I, I^*)}{\partial r} = \frac{\partial}{\partial r} \left[ \sum_{i} \left( \sqrt{p_t(i)} - \sqrt{p_t^*(i)} \right)^2 \right] \]

(11)

\[ = 2N_c \sum_{i} \left( \frac{\partial}{\partial r} \sqrt{p_t(i)} \left( \sqrt{p_t(i)} - \sqrt{p_t^*(i)} \right) \right) \]

with

\[ \frac{\partial}{\partial r} \sqrt{p_t(i)} = \frac{1}{2 \sqrt{p_t(i)}} \frac{\partial p_t(i)}{\partial r} \]  

(12)

The expression then becomes:

\[ \frac{\partial \rho(I, I^*)}{\partial r} = 2N_c \sum_{i} \left( \frac{\partial p_t(i)}{\partial r} \left( \frac{\sqrt{p_t(i)} - \sqrt{p_t^*(i)}}{2 \sqrt{p_t(i)}} \right) \right) \]  

(13)

Finally, we get this generic expression of the interaction matrix required to design histogram-based control laws:

\[ L_{1H} = N_c \sum_{i} \left( \frac{\partial p_t(i)}{\partial r} \left( 1 - \frac{\sqrt{p_t^*(i)}}{\sqrt{p_t(i)}} \right) \right) \]  

(14)

This \( 1 \times 6 \) expression can then be used inside a minimization scheme, such as a non-linear minimization like a Levenberg-Marquardt to form the following control law:

\[ v = -\lambda(H_{1H} + \mu \text{diag}(H_{1H}))^{-1}L_{1H}^T \rho(I, I^*) \]  

(15)

where \( \lambda \) and \( \mu \) are positive scalars and \( H_{1H} = L_{1H}^T L_{1H} \). It is crucial to note that \( L_{1H} \) being of size \( 1 \times 6 \), it allows us to control only 1 DoF when integrated into a control scheme because the minimization problem is under-constrained. This poses an important issue since our goal is to control at least 6 DoF. Therefore an extension to this method had to be developed to in order extend the control to more DoF. This is presented in Section III-D.

C. Introducing second order B-Spline

From the definition of the interaction matrix in equation (14), the Kronecker’s function (\( \delta(\cdot) \) used in equation (7)) poses an issue because of its non-differentiability. In order to compute the derivative of the error function (the Matusita distance given in equation (9)) defined by the difference of histograms, as in [8], our histograms are smoothed as they are computed using a second-order B-Splines (derivable once) in order to approximate and smooth our bins. By applying this method the expression of the intensity histogram would for example become:

\[ p_t(i) = \frac{1}{N_x} \sum_{x} \phi(I(x) - i) \]  

(16)

where \( N_x \) is the number of pixels, \( x = \{ x, y \} \) a single image pixel, \( \phi(\cdot) \) a B-spline differentiable once and \( I \) the image reduced to \( N_c \) intensity values (each histogram then contains \( N_c \) bins).

D. Towards 6 DoF control

As expected from previous works in computer vision using intensity histograms distances [6], processing a single histogram on the whole image fails to have sensibility to more than translations on the \( x/y \) axis. In the tracking field, [11] proposes to extend the sensibility of histogram-based method to more DoF through the use of multiple histograms throughout the image. Here we adapt this idea by equally dividing the image in multiple areas and by associating a histogram to each area. It is necessary to stack the resulting error vectors and interaction matrices. The global interaction matrix then becomes:

\[ L_H = [L_{H_1}, L_{H_2}, \ldots, L_{H_n}]^T \]  

(17)

where \( L_{H_i} \) is the interaction matrix given by the i-th histogram distance, using the control law defined in the previous section. \( L_H \) is now of size \( n \times 6 \) and the cost term \( \rho(I, I^*) \) in equation 15 becomes a vector of size \( n \times 1 \). By using 6 or more histograms on the image, it then becomes possible to control every six degrees of freedom of the robot, the minimization problem of equation 15 no longer being under-constrained.
After several experiments, separating the image evenly in 36 sub-parts proved to be an adequate choice. Indeed, less areas reduce the decoupling of the DoF and more increase the sensibility to outliers in the scene. Using such approach, the cost function features a clear minimum, with a rather large valley. Concerning the convexity of this cost function, experiments showed that keeping around 60 percents of shared pixels between areas in the current image and desired areas seems to ensure belonging to the convex area of the cost function (for a suitable number of histogram bins). The choice of this parameter being purely empirical.

IV. DEFINING MORE ROBUST HISTOGRAM-BASED CONTROL LAWS

Intensity histograms in visual servoing have been presented in [1]. As stated, this paper generalizes this approach and shows that it can also apply to color histograms and histograms of oriented gradients which have proved to be very efficient image descriptors in computer vision.

A. Using color histograms

Since the intensity image is basically a reduced form of the color image, it makes sense to experiment with a richer descriptor which is the color histogram. This descriptor has been widely used in several computer vision domains, such as indexing [19][13] or tracking [6][17]. The main interest of using color histograms over simple intensity histograms is that they capture more information and can therefore prove to be more reliable and versatile in some conditions. They also share the lightness property of the intensity histogram which allows this family of descriptors to be applied to a wide range of real-time applications. Our goal here is to tackle the global illumination sensitivity which represents a serious drawback when considering the intensity histogram-based visual servoing method. This issue greatly restricts the field of application of this method. The idea here is to abstract our method from the intensity of the pixels to rely solely on the colorimetric information which is more robust to global changes in illumination.

1) Cost function: In order to reduce the sensibility of the method regarding to the global illumination variation, we choose here to focus more on the color information and to set aside the intensity part of the image as proposed in [17]. In order to do that, we perform a change in the color space, from RGB (Red/Green/Blue) to HSV (Hue/Saturation/Value) which separates the color information (Hue and Saturation) from the pure intensity (Value). Since in this case the histogram has to be computed not only from one but two image planes, the expression becomes:

\[ p_I(i) = \sum_{x}^{N} (\phi(I_H(x)I_S(x) - i)) \] (18)

where \( I_H(x) \) and \( I_S(x) \) are respectively the Hue and Saturation image planes of the HSV color image from the camera. A second way of integrating color information in an image is to synthesize an intensity image by selecting as a source the two color channels of the HSV original image (H and S) and to sum them in one plane. By doing that, we can use the original control law that applies to intensity histograms and still alleviate the sensibility to illumination changes in the image, provided that the light source can be considered as a white light source. In that case the visual servoing is very similar to the one proposed in [1]. This latter approach is reported in section IV-A3.

2) Interaction matrix for color histogram: From the expression of the histogram-based interaction matrix (14), we only need to compute the derivative of expression (18) to obtain an expression that can be computed directly from the image values. To do so, we apply derivation chain rules:

\[ \frac{\partial}{\partial r} (p_I(i)) = \sum_{x}^{N} \left( \frac{\partial}{\partial r} (\phi(I_H(x)I_S(x) - i)) \right) \] (19)

As in [5], from the Optical Flow Constraint Equation (OFCE), which imply assuming that we are working with Lambertian surfaces only, we can obtain the following equation:

\[ \frac{\partial}{\partial r} \phi(I_H(x)I_S(x) - i) \]

\[ = \frac{\partial}{\partial h} \phi(I_H(x)I_S(x) - i) \frac{\partial}{\partial r} (I_H(x)I_S(x)) \]

\[ = \frac{\partial}{\partial h} \phi(I_H(x)I_S(x) - i) \left( \frac{\partial}{\partial r} (I_H(x))I_S(x) + I_H(x) \frac{\partial}{\partial r} (I_S(x)) \right) \]

\[ = \frac{\partial}{\partial h} \phi(I_H(x)I_S(x) - i) \left( L_HI_S(x) + I_H(x)L_S \right) \] (20)

where \( L_H \) and \( L_S \) are from [5]:

\[ L_H = - (\nabla_x I_H(x)L_x + \nabla_y I_H(x)L_y) \]

\[ L_S = - (\nabla_x I_S(x)L_x + \nabla_y I_S(x)L_y) \] (21)

where \( L_x \) and \( L_y \) are the lines corresponding to the x and y-coordinates of \( L_x \) the interaction matrix related to a single 2D point \( x = (x, y) \) in the image, and is defined in [3] as:

\[ L_x = \begin{bmatrix} -1/Z & 0 & x/Z & y/Z & -(1 + x^2) & y \\ 0 & -1/Z & x & y & 1 + y^2 & -xy & -x \end{bmatrix} \] (22)

where \( Z \) is the depth between the camera and a projected pixel in the scene. In all our experiments as we do not wish to require additional equipment to measure depth, we will make the assumption that this value is constant and set as a rough estimation of the final camera-scene distance for the current experiment. Finally:

\[ \frac{\partial}{\partial r} (p_I(i)) = \sum_{x}^{N} \left( \frac{\partial}{\partial h} \phi(I_H(x)I_S(x) - i) \left( L_HI_S(x) + I_H(x)L_S(x) \right) \right) \] (23)

3) Integrating hue and saturation information into a single histogram: In order to keep complexity low, an alternative method to consider color is to artificially create a single intensity plane that is based on color information instead of the intensity information. The control law associated to this method would be the same as the one used for intensity histogram-based visual servoing [1]. Nevertheless it
where
\[
\frac{\partial}{\partial \tau} (\parallel \nabla I(x) \parallel) = \frac{\partial}{\partial \tau} \left( \sqrt{\nabla_x I(x)^2 + \nabla_y I(x)^2} \right)
\]
\[
= \left(2 \nabla_x I(x) \frac{\partial}{\partial \tau} (\nabla_y I(x)) + 2 \nabla_y I(x) \frac{\partial}{\partial \tau} (\nabla_y I(x)) \right)
\]
\[
\frac{2}{\parallel \nabla I(x) \parallel} \left( \nabla_x I(x)^2 + \nabla_y I(x)^2 \right)
\]
\[
\nabla_x I(x) \frac{\partial}{\partial \tau} (\nabla_x I(x)) + \nabla_y I(x) \frac{\partial}{\partial \tau} (\nabla_y I(x))
\]
\[
\parallel \nabla I(x) \parallel
\]
(27)

and with,
\[
\frac{\partial}{\partial \tau} (\phi(\theta(I(x)) - i)) = \frac{\partial}{\partial \phi} (\theta(I(x)) - i) \frac{\partial}{\partial \tau} \left( \frac{\nabla_x I(x)}{\nabla_y I(x)} \right)
\]
\[
= \frac{\partial}{\partial \phi} (\theta(I(x)) - i) \frac{1}{1 + \left( \frac{\nabla_x I(x)}{\nabla_y I(x)} \right)^2} \frac{\partial}{\partial \tau} \left( \frac{\nabla_x I(x)}{\nabla_y I(x)} \right)
\]
(28)

with
\[
\frac{\partial}{\partial \tau} \left( \frac{\nabla_x I(x)}{\nabla_y I(x)} \right) = \frac{\partial}{\partial \tau} \left( \frac{\nabla_y I(x)}{\nabla_y I(x)} \right)
\]
(29)

We now only needs to determine the values of \( \frac{\partial}{\partial \tau} (\nabla_y I(x)) \)
and \( \frac{\partial}{\partial \tau} (\nabla_y I(x)) \).

As for the previous method, from [5], if only if the optical flow constraint equation (OFCE) hypothesis is valid, we can get the following expression:
\[
L_{xy} = \nabla_x s(r)L_x + \nabla_y s(r)L_y
\]
(30)

We can thereby define \( L_{\nabla_x I(x)} \) such as:
\[
L_{\nabla_x I(x)} = \frac{\partial}{\partial x} (\nabla_x I(x)) L_x + \frac{\partial}{\partial y} (\nabla_x I(x)) L_y
\]
\[
= \nabla^2_x I(x)L_x + \nabla_{xy} I(x)L_y
\]
(31)

And in the same way:
\[
L_{\nabla_y I(x)} = \frac{\partial}{\partial x} (\nabla_y I(x)) L_x + \frac{\partial}{\partial y} (\nabla_y I(x)) L_y
\]
\[
= \nabla_{yx} I(x)L_x + \nabla^2_y I(x)L_y
\]
(32)

where \( L_x \) and \( L_y \) are defined in equation (22)

V. EXPERIMENTAL RESULTS AND COMPARISONS

A. 6 DoF positioning task on a gantry robot

In order to validate these approaches, we perform a positioning task using the 3 control laws designed previously: HOG, color and synthesized gray level from color planes, the initial intensity histogram being already validated by experiments in [1]. The test scene can be seen in Figs 2, 3 and 4. In order to test the robustness of the methods, this scene contains a variety of textures, from homogeneous textured-wood to specular surfaces and scattered 3D objects. Initial positioning error is such as (14.4 cm, -17.7 cm, 1.3 cm, -28°, -18°, -2.4°), with a mean depth of 80 cm. The only variable parameter in these experiments is the number of bins used in the computation of the histograms: 32 for the intensity histogram and synthesized one plane color histogram, 10 for the HOG and 8 for the Hue-Saturation histogram. The \( \mu \) parameter of the LM minimization scheme is set constant at \( 10^{-3} \) during all the experiments. Concerning computational complexity, the gray-level, HOG and synthesized color histogram perform
equivalently, the HS method being twice as slow due to the increased complexity of the corresponding interaction matrix. On a i7-4600 processor, we obtain an iteration time of 70ms for the 3 first methods and 140ms for the HS method. We can see that all 4 methods succeed in converging towards the expected position, despite the nature of the scene and the strong hypothesis used in the design of the control laws (presence of non-lambertian surfaces and for varying depths between the camera and the scene).

B. Comparing convergence area in simulation

1) Increasing initial position distance: Since all 4 methods are validated by real robot experiments, further testing is required in order to compare them in a more detailed way. In terms of convergence area: random initial positions are computed, with an increasing spatial noise from the desired position. For each step of increasing spatial noise, multiple trials are run. By determining for each run if the method successfully converges (spatial error below a given threshold), it gives us a percentage of successful convergence. By repeating this operation with all the 4 control laws, it is then possible to compare them in terms of convergence. For this test, 10 increases of the spatial noises are executed. For each steps, 40 runs are performed to get the percentage of convergence. The mean depth is of 10 cm and the spatial gaussian noise is applied such as:

- from 0 to 1 cm in the mean standard deviation for the x/y translations;

Figure 2. Synthesized gray level from Hue-Saturation histogram-based servoing. Camera velocities in m/s and rad/s in (a). (b) Matusita distance. (c) Initial image. (d) Desired image. (e) I - I* at initial position. (f) I - I* at the end of the motion

Figure 3. Hue-Saturation histogram-based servoing. Camera velocities in m/s and rad/s in (a). (b) Matusita distance. (c) Initial image. (d) Desired image. (e) I - I* at initial position. (f) I - I* at the end of the motion

Figure 4. HOG-based servoing. Camera velocities in m/s and rad/s in (a). (b) Matusita distance. (c) Initial image. (d) Desired image. (e) I - I* at initial position. (f) I - I* at the end of the motion
The result of this test can be seen in Fig. 5(a). We can see that all four methods perform rather similarly. The three new methods do not improve the convergence radius of the intensity histogram-based method, which was to be expected since the new histograms where not chosen to address this issue but the illumination change issue.

2) Decreasing global luminosity: Since the main problem tackled with the introduction of these new histogram-based methods is to reduce the global illumination sensitivity of the HBVS, the same test is performed with an addition: at each step, in top of the increase in spatial noise, the global illumination of the scene is reduced linearly. It allows us to compare the methods in terms of sensibility to global illumination changes. The same noise as in the previous experiment is applied at each step, but additionally, the illumination of the image plane goes from 100% to 10%. The result of this test can be seen in Fig. 5(b).

The main information provided by this graphic is that all three new methods keep performing at the same level despite the increasing illumination change. This emphasizes the fact that the new methods do possess an invariance to illumination changes as hinted by the nature of the chosen histograms. It is interesting to note that this invariance do not apply in the same way for all three methods, since the color-based ones requires a change in illumination that do not alter the coloration of the scene (a change in a white light illumination, such as the sun during the main part of the day), whereas the HOG-based method does not suffer from this problem, being based purely on the orientation of the gradients: neither the change in intensity, nor color alters this property.

One interesting comment concerning the analysis of these figures is that the HOG method performs better under mild illumination decrease that under full illumination. This is due to the shape of its cost function that become smoother, with less local minima, when the illumination in the image is low. This is caused by an induced quantification in the pixels intensities that homogenize large texture-less areas with randomly oriented gradients that provide non-informative data in the histogram.

C. Navigation by visual path

Navigation by visual path consists in the autonomous navigation of a mobile robot based on the recording of a pre-determined path. From this recording, key-frames are extracted and the robot navigates in order to minimize the difference between its current camera view and the first key-frame. The method then proceeds iteratively, going through all the key-frames, therefore following the same spatial path as the one corresponding to where the key-frames where acquired (as illustrated in the Fig. 6). In the first experiment, the robot navigates at first around 20 meters inside corridors lit by both artificial and natural lighting through large windows. Then in the second experiment, it navigates around 20 meters in an outdoor environment. Some pedestrian activity occurs during the experiment, creating important occlusions. The robot is a non-holonomic Pioneer robot with 2 DoF. Here, only the rotation is controlled by visual servoing, the forward translation being fixed. Since the goal of this experience is to test the robustness of the histogram-based method, no elaborate scheme of key-frames selection is performed: the key-frames are acquired at a fixed rate (1.5Hz). In order to benefit from the maximal invariance with respect to light variation, we choose here to navigate using the HOG-based visual servoing. It is interesting to comment the fact that we do not propose a quantitative measure concerning the match between the 3D path recorded and the path undertaken by the robot because our goal is to follow a path in the image-space. As such, our goal is only to go from a starting point to a destination, independently of the eventual minor rerouting that can occur due to partial occlusions or light changes for example.

As we can see in the Fig. 7, the proposed method succeeds in navigating indoor along the visual path, even in presence of important discrepancies due to turns in the path that can be seen for example in 7(n) or the presence of a pedestrian that was recorded in the reference visual path, as seen in 7(e). The second experiment depicted in Fig. 8 has been performed outdoor in order to validate the invariance to mild illumination changes due to meteorological conditions (variably cloudy conditions) and shows similar good performances.

VI. CONCLUSION AND PERSPECTIVES

In this paper extending [1], we presented a generic framework to compute Histogram-Based Visual Servoing control laws that can apply to any kind of histograms. This framework
Figure 7. Samples of the navigation experiment in the indoor scene: first line is the current key-frame, second is the actual view of the robot and third line is the difference between the two previous lines.

Figure 8. Samples of the navigation experiment, in the outdoor scene: first line is the current key-frame, second is the actual view of the robot and third line is the difference between the two previous lines.

was applied to three kinds of histograms, from intensity histograms (photometric or synthesized), to Hue-Saturation color histograms and to Histograms of Oriented Gradients. These methods were compared and proved their feasibility on both simulated and real experiments to validate invariance properties of the chosen histograms. Future works will concern investigating more closely the link between the sub-images positioning, like introducing an overlap or using pyramidal distribution, and the global performances. Another perspective is to devise ways to extend the convergence radius for this class of method, for example by integrating a notion of confidence map to decrease the impact of some uninformative image regions.
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