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Abstrat

Reognizing sene text is a hallenging problem, even more so than the reognition of sanned douments. This problem

has gained signi�ant attention from the omputer vision ommunity in reent years, and several methods based on

energy minimization frameworks and deep learning approahes have been proposed. In this work, we fous on the

energy minimization framework and propose a model that exploits both bottom-up and top-down ues for reognizing

ropped words extrated from street images. The bottom-up ues are derived from individual harater detetions from

an image. We build a onditional random �eld model on these detetions to jointly model the strength of the detetions

and the interations between them. These interations are top-down ues obtained from a lexion-based prior, i.e.,

language statistis. The optimal word represented by the text image is obtained by minimizing the energy funtion

orresponding to the random �eld model. We evaluate our proposed algorithm extensively on a number of ropped

sene text benhmark datasets, namely Street View Text, ICDAR 2003, 2011 and 2013 datasets, and IIIT 5K-word, and

show better performane than omparable methods. We perform a rigorous analysis of all the steps in our approah and

analyze the results. We also show that state-of-the-art onvolutional neural network features an be integrated in our

framework to further improve the reognition performane.

Keywords: Sene text understanding, text reognition, lexion priors, harater reognition, random �eld models.

1. Introdution

The problem of understanding senes semantially has

been one of the hallenging goals in omputer vision for

many deades. It has gained onsiderable attention over

the past few years, in partiular, in the ontext of street5

senes [1, 2, 3℄. This problem has manifested itself in var-

ious forms, namely, objet detetion [4, 5℄, objet reogni-

tion and segmentation [6, 7℄. There have also been signi�-

ant attempts at addressing all these tasks jointly [2, 8, 9℄.

Although these approahes interpret most of the sene su-10

essfully, regions ontaining text are overlooked. As an

example, onsider an image of a typial street sene taken

from Google Street View in Fig. 1. One of the �rst things

we notie in this sene is the sign board and the text it on-

tains. However, popular reognition methods ignore the15

text, and identify other objets suh as ar, person, tree,

and regions suh as road, sky. The importane of text in

images is also highlighted in the experimental study on-

duted by Judd et al. [10℄. They found that viewers �xate
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Figure 1 A typial street sene image taken from Google Street

View. It ontains very prominent sign boards with text on the build-

ing and its windows. It also ontains objets suh as ar, person, tree,

and regions suh as road, sky. Many sene understanding methods

reognize these objets and regions in the image suessfully, but

overlook the text on the sign board, whih ontains rih, useful infor-

mation. The goal of this work is to address this gap in understanding

senes.

on text when shown images ontaining text and other ob-20

jets. This is further evidene that text reognition forms

a useful omponent in understanding senes.

In addition to being an important omponent of sene
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Figure 2 Challenges in sene text reognition. A few sample images from the SVT and IIIT 5K-word datasets are shown to highlight

the variation in view point, orientation, non-uniform bakground, non-standard font styles and also issues suh as olusion, noise, and

inonsistent lighting. Standard OCRs perform poorly on these datasets (as seen in Table 1 and [11, 12℄).

understanding, sene text reognition has many poten-

tial appliations, suh as image retrieval, auto navigation,25

sene text to speeh systems, developing apps for visu-

ally impaired people [13, 14℄. Our method for solving this

task is inspired by the many advanements made in the

objet detetion and reognition problems [4, 5, 7, 15℄.

We present a framework for reognizing text that exploits30

bottom-up and top-down ues. The bottom-up ues are

derived from individual harater detetions from an im-

age. Naturally, these windows ontain true as well as false

positive detetions of haraters. We build a onditional

random �eld (CRF) model [16℄ on these detetions to de-35

termine not only the true positive detetions, but also the

word they represent jointly. We impose top-down ues

obtained from a lexion-based prior, i.e., language statis-

tis, on the model. In addition to disambiguating between

haraters, this prior also helps us in reognizing words.40

The �rst ontribution of this work is a joint framework

with seamless integration of multiple ues�individual har-

ater detetions and their spatial arrangements, pairwise

lexion priors, and higher-order priors�into a CRF frame-

work whih an be optimized e�etively. The proposed45

method performs signi�antly better than other related

energy minimization based methods for sene text reog-

nition. Our seond ontribution is devising a ropped

word reognition framework whih is appliable not only to

losed voabulary text reognition (where a small lexion50

ontaining the ground truth word is provided with eah

image), but also to a more general setting of the prob-

lem, i.e., open voabulary sene text reognition (where

the ground truth word may or may not belong to a generi

large lexion or the English ditionary). The third ontri-55

bution is omprehensive experimental evaluation, in on-

trast to many reent works, whih either onsider a subset

of benhmark datasets or are limited to the losed voab-

ulary setting. We evaluate on a number of ropped word

datasets (ICDAR 2003, 2011 and 2013 [17℄, SVT [18℄, and60

IIIT 5K-word [19℄) and show results in losed and open

voabulary settings. Additionally, we analyzed the e�e-

tiveness of individual omponents of the framework, the

in�uene of parameter settings, and the use of onvolu-

tional neural network (CNN) based features [20℄.65

The remainder of the paper is organized as follows. In

Setion 2 we disuss related work. Setion 3 desribes our

sene text reognition model and its omponents. We then

present the evaluation protools and the datasets used in

experimental analysis in Setion 4. Comparison with re-70

lated approahes is shown in Setion 5, along with imple-

mentation details. We then make onluding remarks in

Setion 6.

2. Related Work

The task of understanding sene text has gained a huge75

interest for more than a deade [11, 12, 21, 22, 23, 24, 25,

26, 27, 28, 29, 30, 20, 31℄. It is losely related to the prob-

lem of Optial Charater Reognition (OCR), whih has

a long history in the omputer vision and pattern reog-

nition ommunities [32℄. However, the suess of OCR80

systems is largely restrited to text from sanned dou-

ments. Sene text exhibits a large variability in appear-

ane, as shown in Fig. 2, and an prove to be hallenging

even for the state-of-the-art OCR methods (see Table 1

and [11, 12℄). The problems in this ontext are: (1) text85

loalization, (2) ropped word reognition, and (3) isolated

harater reognition. They have been takled either in-

dividually [21, 27, 33℄, or jointly [11, 20, 23, 29℄. This

paper fouses on addressing the ropped word reognition

problem. In other words, given an image region (e.g., in90

the form of a bounding box) ontaining text, the task is

to reognize this ontent. The ore omponents of a typi-

al ropped word reognition framework are: loalize the

haraters, reognize them, and use statistial language

models to ompose the haraters into words. Our frame-95

work builds on these omponents, but di�ers from previous

work in several ways. In the following, we review the prior

art and highlight these di�erenes. The reader is enour-

aged to refer to [34℄ for a more omprehensive survey of

sene text reognition methods.100

A popular tehnique for loalizing haraters in an OCR

system is to binarize the image and determine the potential

harater loations based on onneted omponents [35℄.

Suh tehniques have also been adapted for sene text

reognition [12℄, although with limited suess. This is105

mainly beause obtaining a lean binary output for sene

text images is often hallenging; see Fig. 3 for examples.

An alternative approah is proposed in [36℄ using gradient

information to �nd potential harater loations. More re-

ently, Yao et al. [31℄ proposed a mid-level feature based110

tehnique to loalize haraters in sene text. We follow
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an alternative strategy and ast the harater loalization

problem as an objet detetion task, where haraters are

the objets. We then de�ne an energy funtion on all the

potential haraters.115

One of the earliest works on large-sale natural sene

harater reognition was presented in [27℄. This work de-

velops a multiple kernel learning approah using a set of

shape-based features. Reent work [11, 37℄ has improved

over this with histogram of gradient features [15℄. We per-120

form an extensive analysis on features, lassi�ers, and pro-

pose methods to improve harater reognition further, for

example, by augmenting the training set. In addition to

this, we show that the state-of-the-art CNN features [20℄

an be suessfully integrated with our word reognition125

framework to further boost its performane.

A study on human reading psyhology shows that our

reading improves signi�antly with prior knowledge of the

language [38℄. Motivated by suh studies, OCR systems

have used, often in post-proessing steps [35, 39℄, statis-130

tial language models like n-grams to improve their per-

formane. Bigrams or trigrams have also been used in the

ontext of sene text reognition as a post-proessing step,

e.g., [40℄. A few other works [41, 42, 43℄ integrate harater

reognition and linguisti knowledge to deal with reogni-135

tion errors. For example, [41℄ omputes n-gram proba-

bilities from more than 100 million haraters and uses a

Viterbi algorithm to �nd the orret word. The method

in [43℄, developed in the same year as our CVPR 2012

work [37℄, builds a graph on potential harater loations140

and uses n-gram sores to onstrain the inferene algo-

rithm to predit the word. In ontrast, our approah uses

a novel loation-spei� prior (f. (6)).

The word reognition problem has been looked at in

two ontexts� with [11, 25, 37, 44, 45℄ and without [22,145

19, 46℄ the use of an image-spei� lexion. In the ase of

image-spei� lexion-driven word reognition, also known

as the losed voabulary setting, a list of words is available

for every sene text image. The task of reognizing the

word now redues to that of �nding the best math from150

this list. This is relevant in many appliations, e.g., reog-

nizing text in a groery store, where a list of groery items

an serve as a lexion. Wang et al. [44℄ adapted a multi-

layer neural network for this senario. In [11℄, eah word

in the lexion is mathed to the deteted set of harater155

windows, and the one with the highest sore is reported as

the predited word. In one of our previous works [45℄, we

ompared features omputed on the entire sene text im-

age and those generated from syntheti font renderings of

lexion words with a novel weighted dynami time warping160

(wDTW) approah to reognize words. In [25℄ Rodriguez-

Serrano and Perronnin proposed to embed word labels and

word images into a ommon Eulidean spae, wherein the

text reognition task is posed as a retrieval problem to �nd

the losest word label for a given word image. While all165

these approahes are interesting, their suess is largely

restrited to the losed voabulary setting and annot be

easily extended to the more general ases, for instane,

Figure 3 Binarization results obtained with one of the state-of-the-

art methods [47℄ are shown for two sample images. We observed sim-

ilar poor performane on most of the images in sene text datasets,

and hene do not use binarization in our framework.

when image-spei� lexion is unavailable. Weinman et

al. [22℄ proposed a method to address this issue, although170

with a strong assumption of known harater boundaries,

whih are not trivial to obtain with high preision on the

datasets we use. The work in [46℄ generalizes their previous

approah by relaxing the harater-boundary requirement.

It is, however, evaluated only on �roughly fronto-parallel�175

images of signs, whih are less hallenging than the sene

text images used in our work.

Our work belongs to the lass of word reognitionmeth-

ods whih build on individual harater loalization, simi-

lar to methods suh as [12, 48℄. In this framework, the180

potential haraters are loalized, then a graph is on-

struted from these loations, and then the problem of

reognizing the word is formulated as �nding an optimal

path in this graph [49℄ or inferring from an ensemble of

HMMs [48℄. Our approah shows a seamless integration of185

higher order language priors into the graph (in the form

of a CRF model), and uses more e�etive modern om-

puter vision features, thus making it learly di�erent from

previous works.

Sine the publiation of our original work in CVPR190

2012 [37℄ and BMVC 2012 [19℄ papers, several approahes

for sene text understanding (e.g., text loalization [50, 29,

51, 52℄, word reognition [20, 23, 30, 31, 53, 51℄ and text-

to-image retrieval [13, 51, 54, 55℄) have been proposed.

Notably, there has been an inreasing interest in explor-195

ing deep onvolutional network based methods for sene

text tasks (see [20, 30, 44, 51, 52℄ for example). These ap-

proahes are very e�etive in general, but the deep onvo-

lutional network, whih is at the ore of these approahes,

laks the apability to elegantly handle strutured output200

data. To understand this with the help of an example, let

us onsider the problem of estimating human pose [56, 57℄,

where the task is to predit the loations of human body

joints suh as head, shoulders, elbows and wrists. These

loations are onstrained by human body kinematis and205

in essene form a strutured output. To deal with suh

strutured output data, state-of-the-art deep learning al-

gorithms inlude an additional regression step [56℄ or a

graphial model [57℄, thus showing that these tehniques
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are omplementary to the deep learning philosophy. Sim-210

ilar to human pose, text is strutured output data [58℄.

To better handle this strutured data, we develop our en-

ergy minimization framework [19, 37℄ with the motivation

of building a omplementary approah, whih an further

bene�t methods built on the deep learning paradigm. In-215

deed, we see that ombining the two frameworks further

improves text reognition results (Setion 5).

3. The Reognition Model

We propose a onditional random �eld (CRF) model

for reognizing words. The CRF is de�ned over a set of N

random variables x = {xi|i ∈ V}, where V = {1, 2, . . . , N}.
Eah random variable xi denotes a potential harater in

the word, and an take a label from the label set L =
{l1, l2, . . . , lk} ∪ ǫ, whih is the set of English haraters,

digits and a null label ǫ to disard false harater dete-

tions. The most likely word represented by the set of

haraters x is found by minimizing the energy funtion,

E : Ln → R, orresponding to the random �eld. The en-

ergy funtion E an be written as sum of potential fun-

tions:

E(x) =
∑

c∈C

ψc(xc), (1)

where C ⊂ P(V), with P(V) denoting the powerset of V .
Eah xc de�nes a set of random variables inluded in sub-220

set c, referred to as a lique. The funtion ψc de�nes a on-

straint (potential) on the orresponding lique c. We use

unary, pairwise and higher order potentials in this work,

and de�ne them in Setion 3.2. The set of potential har-

aters is obtained by the harater detetion step disussed225

in Setion 3.1. The neighbourhood relations among har-

aters, modelled as pairwise and higher order potentials,

are based on the spatial arrangement of haraters in the

word image.

In the following we show an example energy funtion

omposed of unary, pairwise and higher order (of lique

size three) terms on a sample word with four haraters.

For a word to be reognized as �OPEN� the following en-

ergy funtion should be the minimum.

ψ(O,P,E,N) = ψ1(O) + ψ1(P ) + ψ1(E) + ψ1(N)

+ ψ2(O,P ) + ψ2(P,E) + ψ2(E,N)

+ ψ3(O,P,E) + ψ3(P,E,N).

The third order terms ψ3(O,P,E) and ψ3(P,E,N) are

deomposed as follows.

ψ3(O,P,E) = ψa
1 (OPE) + ψa

2 (OPE,O)

+ ψa
2 (OPE,P ) + ψa

2 (OPE,E).

ψ3(P,E,N) = ψa
1 (PEN) + ψa

2 (PEN,P )

+ ψa
2 (PEN,E) + ψa

2 (PEN,N).

Figure 4 Typial hallenges in harater detetion. (a) Inter-

harater onfusion: A window ontaining parts of the two o's is

falsely deteted as x. (b) Intra-harater onfusion: A window on-

taining a part of the harater B is reognized as E.

3.1. Charater Detetion230

The �rst step in our approah is to detet potential lo-

ations of haraters in a word image. In this work we use

a sliding window based approah for deteting haraters,

but other methods, e.g., [31℄, an also be used instead.

Sliding window detetion. This tehnique has been very235

suessful for tasks suh as, fae [59℄ and pedestrian [15℄

detetion, and also for reognizing handwritten words us-

ing HMM based methods [60℄. Although harater dete-

tion in sene images is similar to suh problems, it has

its unique hallenges. Firstly, there is the issue of dealing240

with many ategories (63 in all) jointly. Seondly, there

is a large amount of inter-harater and intra-harater

onfusion, as illustrated in Fig. 4. When a window on-

tains parts of two haraters next to eah other, it may

have a very similar appearane to another harater. In245

Fig. 4(a), the window ontaining parts of the haraters `o'

an be onfused with `x'. Furthermore, a part of one har-

ater an have the same appearane as that of another.

In Fig. 4(b), a part of the harater `B' an be onfused

with `E'. We build a robust harater lassi�er and adopt250

an additional pruning stage to overome these issues.

The problem of lassifying natural sene haraters typ-

ially su�ers from the lak of training data, e.g., [27℄ uses

only 15 samples per lass. It is not trivial to model the

large variations in haraters using only a few examples.255

To address this, we add more examples to the training set

by applying small a�ne transformations [61, 62℄ to the

original harater images. We further enrih the training

set by adding many non-harater negative examples, i.e.,

from the bakground. With this strategy, we ahieve a260

signi�ant boost in harater lassi�ation auray (see

Table 3).

We onsider windows at multiple sales and spatial lo-

ations. The loation of the ith window, di, is given by

its enter and size. The set K = {c1, c2, . . . , ck}, denotes265

label set. Note that k = 63 for the set of English hara-

ters, digits and a bakground lass (null label) in our work.

Let φi denote the features extrated from a window loa-

tion di. Given the window di, we ompute the likelihood,

p(cj |φi), of it taking a label cj for all the lasses in K. In270

our implementation, we used expliit feature representa-

tion [63℄ of histogram of gradient (HOG) features [15℄ for

φi, and the likelihoods p are (normalized) sores from a one

vs rest multi-lass support vetor mahine (SVM). Imple-

mentation details of the training proedure are provided275
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Figure 5 Distribution of aspet ratios of few digits and haraters:

(a) 0 (b) 2 () B (d) Y. The aspet ratios are omputed on harater

from the IIIT-5K word training set.

in Setion 5.1.

This basi sliding window detetion approah produes

many potential harater windows, but not all of them are

useful for reognizing words. We disard some of the weak

detetion windows using the following pruning method.280

Pruning windows. For every potential harater window,

we ompute a sore based on: (i) SVM lassi�er on�-

dene, and (ii) a measure of the aspet ratio of the hara-

ter deteted and the aspet ratio learnt for that harater

from training data. The intuition behind this sore is that,

a strong harater window andidate should have a high

lassi�er on�dene sore, and must fall within some range

of the sizes observed in the training data. In order to de-

�ne the aspet ratio measure, we observed the distribution

of aspet ratios of haraters from the IIIT-5K word train-

ing set. A few examples of these distributions are shown in

Fig. 5. Sine they follow a Gaussian distribution, we hose

this sore aordingly. For a window di with an aspet

ratio ai, let cj denote the harater with the best lassi�er

on�dene value given by Sij . The mean aspet ratio for

the harater cj omputed from training data is denoted

by µaj
. We de�ne a goodness sore (GS) for the window

di as:

GS(di) = Sij exp

(

−
(µaj

− ai)
2

2σ2
aj

)

, (2)

where σaj
is the variane of the aspet ratio for harater

cj in the training data. A low goodness sore indiates

a weak detetion, whih is then removed from the set of

andidate harater windows.

We then apply harater-spei� non-maximum sup-285

pression (NMS), similar to other sliding window detetion

methods [5℄, to address the issue of multiple overlapping

detetions for eah instane of a harater. In other words,

for every harater lass, we selet detetions whih have a

high on�dene sore, and do not overlap signi�antly with290

any of the other stronger detetions of the same harater

lass. We perform NMS after aspet ratio pruning to avoid

wide windows with many haraters suppressing weaker

single harater windows they overlap with. The pruning

and NMS steps are performed onservatively, to disard295

only the obvious false detetions. The remaining false pos-

itives are modelled in an energy minimization framework

with language priors and other ues, as disussed below.

3.2. Graph Constrution and Energy Formulation

We solve the problem of minimizing the energy fun-300

tion (1) on a orresponding graph, where eah random

variable is represented as a node in the graph. We begin

by ordering the harater windows based on their horizon-

tal loation in the image, and add one node eah for every

window sequentially from left to right. The nodes are then305

onneted by edges. Sine it is not natural for a window on

the extreme left to be strongly related to another window

on the extreme right, we only onnet windows whih are

lose to eah other. The intuition behind lose-proximity

windows is that they ould represent detetions of two sep-310

arate haraters. As we will see later, the edges are used to

enode the language model as top-down ues. Suh pair-

wise language priors alone may not be su�ient in some

ases, for example, when an image-spei� lexion is un-

available. Thus, we also integrate higher order language315

priors in the form of n-grams omputed from the English

ditionary by adding an auxiliary node onneting a set of

n harater detetion nodes.

Eah (non-auxiliary) node in the graph takes one label

from the label set L = {l1, l2, . . . , lk} ∪ ǫ. Reall that eah320

lu is an English harater or digit, and the null label ǫ is

used to disard false windows that represent bakground

or parts of haraters. The ost assoiated with this label

assignment is known as the unary ost. The ost for two

neighbouring nodes taking labels lu and lv is known as the325

pairwise ost. This ost is omputed from bigram sores

of harater pairs in the English ditionary or an image-

spei� lexion. The auxiliary nodes in the graph take

labels from the extended label set Le. Eah element of

Le represents one of the n-grams present in the ditionary330

and an additional label to assign a onstant (high) ost to

all n-grams that are not in the ditionary. The proposed

model is illustrated in Fig. 6, where we show a CRF of

order four as an example. One the graph is onstruted,

we ompute its orresponding ost funtions as follows.335

3.2.1. Unary ost

The unary ost of a node taking a harater label is

determined by the SVM on�dene sores. The unary term

ψ1, whih denotes the ost of a node xi taking label lu, is

de�ned as:

ψ1(xi = lu) = 1− p(lu|xi), (3)

where p(lu|xi) is the SVM sore of harater lass lu for

node xi, normalized with Platt's method [64℄. The ost of
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Figure 6 The proposed model illustrated as a graph. Given a word image (shown on the left), we evaluate harater detetors and obtain

potential harater windows, whih are then represented in a graph. These nodes are onneted with edges based on their spatial positioning.

Eah node an take a label from the label set ontaining English haraters, digits, and a null label (to suppress false detetions). To integrate

language models, i.e., n-grams, into the graph, we add auxiliary nodes (shown in red), whih onstrain several harater windows together

(sets of 4 haraters in this example). Auxiliary nodes take labels from a label set ontaining all valid English n-grams and an additional

label to enfore high ost for an invalid n-gram.

xi taking the null label ǫ is given by:

ψ1(xi = ǫ) = max
u

p(lu|xi) exp

(

−
(µau

− ai)
2

σ2
au

)

, (4)

where ai is the aspet ratio of the window orresponding

to node xi, µau
and σau

are the mean and variane of

the aspet ratio respetively of the harater lu, omputed

from the training data. The intuition behind this ost340

funtion is that, for taking a harater label, the deteted

window should have a high lassi�er on�dene and its

aspet ratio should agree with that of the orresponding

harater in the training data.

3.2.2. Pairwise ost345

The pairwise ost of two neighbouring nodes xi and xj
taking a pair of labels lu and lv respetively is determined

by the ost of their joint ourrene in the ditionary. This

ost ψ2 is given by:

ψ2(xi = lu, xj = lv) = λ
l

exp(−βp(lu, lv)), (5)

where p(lu, lv) is the sore determining the likelihood of the
pair lu and lv ourring together in the ditionary. The pa-

rameters λ
l

and β are set empirially as λ
l

= 2 and β = 50
in all our experiments. The sore p(lu, lv) is ommonly

omputed from joint ourrenes of haraters in the lexi-350

on [41, 42, 43, 65℄. This prior is e�etive when the lexion

size is small, but it is less so as the lexion inreases in size.

Furthermore, it fails to apture the loation-spei� infor-

mation of pairs of haraters. As a toy example, onsider

a lexion with only two words CVPR and ICPR. Here,355

the harater pair (P,R) is more likely to our at the end

of the word, but a standard bigram prior model does not

inorporate this loation-spei� information.

To overome the lak of loation-spei� information,

we devise a node-spei� pairwise ost by adapting [66℄360

to the sene text reognition problem. We divide a given

word image into T parts, where T is an estimate of the

number of haraters in the image. This estimate T is

given by the image width divided by the average harater

window width, with the average omputed over all the de-365

teted haraters in the image. To determine the pairwise

ost involving windows in the t th image part, we de�ne

a region of interest (ROI) whih inludes the two adjaent

parts t− 1, t+1, in addition to t. With this, we do a ROI

based searh in the lexion. In other words, we onsider all370

the harater pairs involving haraters in loations t− 1,
t and t + 1 in all the lexion words to ompute the likeli-

hood of a pair ourring together. Note that the extreme

ases (involving the leftmost and rightmost harater in

the lexion word) are treated appropriately by onsidering375

only one of the two pairs.

This pairwise ost using the node-spei� prior is given

by:

ψ2(xi = lu, xj = lv) =

{

0 if (lu, lv) ∈ roi,

λ
l

otherwise.
(6)

We evaluated our approah with both the pairwise terms

(5) and (6), and found that the node-spei� prior (6)

ahieves better performane. The ost of nodes xi and xj
taking label lu and ǫ respetively is de�ned as:

ψ2(xi = lu, xj = ǫ) = λ
o

exp(−β(1−O(xi, xj))
2), (7)

where O(xi, xj) is the overlap fration between windows

orresponding to the nodes xi and xj . The pairwise ost

ψ2(xi = ǫ, xj = lu) is de�ned similarly. The parameters

are set empirially as λ
o

= 2 and β = 50 in our experi-380

ments. This ost ensures that when two harater windows

overlap signi�antly, only one of them are assigned a har-

ater/digit label in order to avoid parts of haraters being

labelled.

3.2.3. Higher order ost385

Let us onsider a CRF of order n = 3 as an example

to understand this ost. An auxiliary node orresponding
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to every lique of size 3 is added to represent this third

order ost in the graph. The higher order ost is then

deomposed into unary and pairwise terms with respet

to this node, similar to [67℄. Eah auxiliary node in the

graph takes one of the labels from the extended label set

{L1, L2, . . . , LM}∪LM+1, where labels L1 . . . LM represent

all the trigrams in the ditionary. The additional label

LM+1 denotes all those trigrams whih are absent in the

ditionary. The unary ost ψa
1 for an auxiliary variable yi

taking label Lm is:

ψa
1 (yi = Lm) = λ

a

exp(−βP (Lm)), (8)

where λ
a

is a onstant. We set λ
a

= 5 empirially, in all

our experiments, unless stated otherwise. The parameter

β ontrols penalty between ditionary and non-ditionary

n-grams, and is empirially set to 50. The sore P (Lm)
denotes the likelihood of trigram Lm in the English, and

is further desribed in Setion 3.2.4. The pairwise ost be-

tween the auxiliary node yi taking a label Lm = lulvlw and

the left-most non-auxiliary node in the lique, xi, taking

a label lr is given by:

ψa
2 (yi = Lm, xi = lr) =







0 if r = u

0 if lr = ǫ

λ
b

otherwise,

(9)

where λ
b

penalizes a disagreement between the auxiliary

and non-auxiliary nodes, and is empirially set to 1. The
other two pairwise terms for the seond and third nodes

are de�ned similarly. Note that when one or more xi's

take null label, the orresponding pairwise term(s) be-390

tween xi(s) and the auxiliary node are set to 0.

3.2.4. Computing language priors

We ompute n-gram based priors from the lexion (or

ditionary) and then adapt standard tehniques for smooth-

ing these sores [41, 68, 69℄ to the open and losed voab-395

ulary ases.

Our method uses the sore denoting the likelihood of

joint ourrene of pair of labels lu and lv represented

as P (lu, lv), triplets of labels lu, lv and lw denoted by

P (lu, lv, lw) and even higher order (e.g., fourth order). Let
C(lu) denote the number of ourrenes of lu, C(lu, lv) be
the number of joint ourrenes of lu and lv next to eah

other, and similarly C(lu, lv, lw) is the number of joint o-
urrenes of all three labels lu, lv, lw next to eah other.

The smoothed sores [68℄ P (lu, lv) and P (lu, lv, lw) are

now:

P (lu, lv) =







0.4 if lu, lv are digits,
C(lu,lv)
C(lv)

if C(lu, lv) > 0,

αluP (lv) otherwise,

(10)

P (lu, lv, lw) =















0.4 if lu, lv, lw are digits,
C(lu,lv ,lw)
C(lv,lw) if C(lu, lv, lw) > 0,

αluP (lv, lw) else if C(lu, lv) > 0,
αlu,lvP (lw) otherwise,

(11)

Table 1 Our IIIT 5K-word dataset ontains a few less hallenging

(Easy) and many very hallenging (Hard) images. To present anal-

ysis of the dataset, we manually divided the words in the training

and test sets into easy and hard ategories based on their visual ap-

pearane. The reognition auray of a state-of-the-art ommerial

OCR � ABBYY9.0 � for this dataset is shown in the last olumn.

Here we also show the total number of haraters, whose annotations

are also provided, in the dataset.

Training Set

#words #haraters ABBYY9.0(%)

Easy 658 - 44.98

Hard 1342 - 16.57

Total 2000 9658 20.25

Test Set

#words #haraters ABBYY9.0(%)

Easy 734 - 44.96

Hard 2266 - 5.00

Total 3000 15269 14.60

Image-spei� lexions (small or medium) are used in the

losed voabulary setting, while in the open voabulary

ase we use a lexion ontaining half a million words (hene-

forth referred to as large lexion) provided by [22℄ to om-400

pute these sores. The parameters αlu and αlu,lv are learnt

on the large lexion using SRILM toolbox.

3

They deter-

mine the low sore values for n-grams not present in the

lexion. We assign a onstant value (0.4) when the labels

are digits, whih do not our in the large lexion.405

3.2.5. Inferene

Having omputed the unary, pairwise and higher order

terms, we use the sequential tree-reweighted message pass-

ing (TRW-S) algorithm [70℄ to minimize the energy fun-

tion. The TRW-S algorithm maximizes a onave lower410

bound of the energy. It begins by onsidering a set of trees

from the random �eld, and omputes probability distribu-

tions over eah tree. These distributions are then used

to reweight the messages being passed during loopy belief

propagation [71℄ on eah tree. The algorithm terminates415

when the lower bound annot be inreased further, or the

maximum number of iterations has been reahed.

In summary, given an image ontaining a word, we:

(i) loate the potential haraters in it with a harater

detetion sheme, (ii) de�ne a random �eld over all these420

potential haraters, (iii) ompute the language priors and

integrate them into the random �eld model, and then (iv)

infer the most likely word by minimizing the energy fun-

tion orresponding to the random �eld.

3

Available at: http://www.speeh.sri.om/projets/srilm/

7

http://www.speech.sri.com/projects/srilm/


Table 2 Analysis of the IIIT 5K-word dataset. We show the per-

entage of non-ditionary words (Non-dit.), inluding digits, and

the perentage of words ontaining only digits (Digits) in the �rst

two rows. We also show the perentage of words that are omposed

from valid English trigrams (Dit. 3-grams), four-grams (Dit. 4-

grams) and �ve-grams (Dit. 5-grams) in the last three rows. These

statistis are omputed using the large lexion.

IIIT 5K train IIIT 5K test

Non-dit. words 23.65 22.03

Digits 11.05 7.97

Dit. 3-grams 90.27 88.05

Dit. 4-grams 81.40 79.27

Dit. 5-grams 68.92 62.48

4. Datasets and Evaluation Protools425

Several publi benhmark datasets for sene text un-

derstanding have been released in reent years. ICDAR [17℄

and Street View Text (SVT) [18℄ datasets are two of the

initial datasets for this problem. They both ontain data

for text loalization, ropped word reognition and iso-430

lated harater reognition tasks. In this paper we use

the ropped word reognition part from these datasets.

Although these datasets have served well in building in-

terest in the sene text understanding problem, they are

limited by their size of a few hundred images. To address435

this issue, we introdued the IIIT 5K-word dataset [19℄,

ontaining a diverse set of 5000 words. Here, we provide

details of all these datasets and the evaluation protool.

SVT. The street view text (SVT) dataset ontains images

taken from Google Street View. As noted in [72℄, most of440

the images ome from business signage and exhibit a high

degree of variability in appearane and resolution. The

dataset is divided into SVT-spot and SVT-word, meant

for the tasks of loating and reognizing words respetively.

We use the SVT-word dataset, whih ontains 647 word445

images.

Our basi unit of reognition is a harater, whih

needs to be loalized before lassi�ation. Failing to detet

haraters will result in poorer word reognition, making it

a ritial omponent of our framework. To quantitatively450

measure the auray of the harater detetion module,

we reated ground truth data for haraters in the SVT-

word dataset. This ground truth dataset ontains around

4000 haraters of 52 lasses, and is referred to as as SVT-

har, whih is available for download [73℄.455

ICDAR 2003 dataset. The ICDAR 2003 dataset was orig-

inally reated for text detetion, ropped harater las-

si�ation, ropped and full image word reognition, and

other tasks in doument analysis [17℄. We used the part

orresponding to the ropped word reognition alled ro-460

bust word reognition. Following the protool of [11℄, we

ignore words with less than two haraters or with non-

alphanumeri haraters, whih results in 859 words over-

all. For subsequent disussion we refer to this dataset

as ICDAR(50) for the image-spei� lexion-driven ase465

(losed voabulary), and ICDAR 2003 when this lexion

is unavailable (open voabulary ase).

ICDAR 2011/2013 datasets. These datasets were intro-

dued as part of the ICDAR robust reading ompetitions [74,

75℄. They ontain 1189 and 1095 word images respetively.470

We show ase-sensitive open voabulary results on both

these datasets. Also, following the ICDAR ompetition

evaluation protool, we do not exlude words ontaining

speial haraters (suh as &, :), and report results on the

entire dataset.475

IIIT 5K-word dataset. The IIIT 5K-word dataset [19, 73℄

ontains both sene text and born-digital images. Born-

digital images�ategory of images whih has gained in-

terest in ICDAR 2011 ompetitions [74℄�are inherently

low-resolution, made for online transmission, and have a480

variety of font sizes and styles. This dataset is not only

muh larger than SVT and the ICDAR datasets, but also

more hallenging. All the images were harvested through

Google image searh. Query words like billboard, sign-

board, house number, house name plate, movie poster485

were used to ollet images. The text in the images was

manually annotated with bounding boxes and their orre-

sponding ground truth words. The IIIT 5K-word dataset

ontains in all 1120 sene images and 5000 word images.

We split it into a training set of 380 sene images and490

2000 word images, and a test set of 740 sene images and

3000 word images. To analyze the di�ulty of the IIIT

5K-word dataset, we manually divided the words in the

training and test sets into easy and hard ategories based

on their visual appearane. An annotation team onsisting495

of three people have done three independent splits. Eah

word is then tagged as either being easy or hard by tak-

ing a majority vote. This split is available on our projet

page [73℄. Table 1 shows these splits in detail. We observe

that a ommerial OCR performs poorly on both the train500

and test splits. Furthermore, to evaluate omponents like

harater detetion and reognition, we also provide anno-

tated harater bounding boxes. It should be noted that

around 22% of the words in this dataset are not in the

English ditionary, e.g., proper nouns, house numbers, al-505

phanumeri words. This makes this dataset suitable for

open voabulary ropped word reognition. We show an

analysis of ditionary and non-ditionary words in Table 2.

Evaluation protool. We evaluate the word reognition a-

uray in two settings: losed and open voabulary. Fol-510

lowing previous work [11, 53, 19℄, we evaluate ase-insensitive

word reognition on SVT, ICDAR 2003, IIIT 5K-word,

and ase-sensitive word reognition on ICDAR 2011 and

ICDAR 2013. For the losed voabulary reognition ase,

we perform a minimum edit distane orretion, sine the515

ground truth word belongs to the image-spei� lexion.

On the other hand, in the ase of open voabulary reogni-

tion, where the ground truth word may or may not belong
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Table 3 Charater lassi�ation auray (in %). A smart hoie of features, training examples and lassi�er is key to improving harater

lassi�ation. We enrih the training set by inluding many a�ne transformed (AT) versions of the original training data from ICDAR

and Chars74K (74k). The three variants of our approah (H-13, H-31 and H-36) show notieable improvement over several methods. The

harater lassi�ation results shown here are ase sensitive (all rows exept the last two). It is to be noted that [27℄ only uses 15 training

samples per lass. The last two rows show a ase insensitive (CI) evaluation. ∗We do not evaluate the onvolutional neural network lassi�er

in [20℄ (CNN feat+lassi�er) on the 74K dataset, sine the entire dataset was used to train the network.

Method SVT ICDAR 74K IIIT 5K Time

Exempler SVM [76℄ - 71 - - -

Elagouni et al. [43℄ - 70 - - -

Coates et al. [77℄ - 82 - - -

FERNS [11℄ - 52 47 - -

RBF [37℄ 62 62 64 61 3ms

MKL+RBF [27℄ - - 57 - 11ms

H-36+AT+Linear 69 73 68 66 2ms

H-31+AT+Linear 64 73 67 63 1.8ms

H-13+AT+Linear 65 72 66 64 0.8ms

H-36+AT+Linear (CI) 75 77 79 75 0.8ms

CNN feat+lassi�er [20℄ (CI) 83 86 ∗ 85 1ms

to the large lexion, we do not perform edit distane based

orretion. We perform many of our analyses on the IIIT520

5K-word dataset, unless otherwise stated, sine it is the

largest dataset for this task, and also omes with hara-

ter bounding box annotations.

5. Experiments

Given an image region ontaining text, ropped from525

a street sene, our task is to reognize the word it on-

tains. In the proess, we develop several omponents (suh

as a harater reognizer) and also evaluate them to jus-

tify our hoies. The proposed method is evaluated in

two settings, namely, losed voabulary (with an image-530

spei� lexion) and open voabulary (using an English

ditionary for the language model). We ompare our re-

sults with the best-performing reent methods for these

two ases. For baseline omparisons we hoose ommerial

OCR namely ABBYY [78℄ and a publi implementation of535

a reent method [79℄ in ombination with an open soure

OCR.

5.1. Charater Classi�er

We use the training sets of ICDAR 2003 harater [17℄

and Chars74K [27℄ datasets to train the harater lassi-540

�ers. This training set is augmented with 48× 48 pathes
harvested from sene images, with buildings, sky, road and

ars, whih do not ontain text, as additional negative

training examples. We then apply a�ne transformations

to all the harater images, resize them to 48 × 48, and545

ompute HOG features. Three variations (13, 31 and 36-

dimensional) of HOG were analyzed (see Table 3). We

then use an expliit feature map [63℄ and the χ2
kernel to

learn the SVM lassi�er. The SVM parameters are esti-

mated by ross-validating on a validation set. The expliit550

feature map not only allows a signi�ant redution in las-

si�ation time, ompared to non-linear kernels like RBF,

but also ahieves a good performane.

The two main di�erenes from our previous work [37℄

in the design of the harater lassi�er are: (i) enrihing555

the training set, and (ii) using an expliit feature map

and a linear kernel (instead of RBF). Table 3 ompares

our harater lassi�ation performane with [11, 27, 37,

76, 77, 43℄ on several test sets. We ahieve at least 4%

improvement over our previous work (RBF [37℄) on all560

the datasets, and also perform better than [11, 27℄. We

are also omparable to a few other reent methods [43,

76℄, whih show a limited evaluation on the ICDAR 2003

dataset. Following an evaluation insensitive to ase (as

done in a few benhmarks, e.g., [20, 53℄, we obtain 77% on565

ICDAR 2003, 75% on SVT-har, 79% on Chars74K, and

75% on IIIT 5K-word. It should be noted that feature

learning methods based on onvolutional neural networks,

e.g., [77, 20℄, show an exellent performane. This inspired

us to integrate them into our framework. We used publily570

available features [20℄. This will be further disussed in

Setion 5.3. We ould not ompare with other related

reent methods [30, 23℄ sine they did not report isolated

harater lassi�ation auray.

In terms of omputation time, linear SVMs trained575

with HOG-13 features outperform others, but sine our

main fous is on word reognition performane, we use the

most aurate ombination, i.e., linear SVMs with HOG-

36. We observed that this smart seletion of training data

and features not only improves harater reognition a-580

uray but also improves the seond and third best pre-

ditions for haraters.

5.2. Charater Detetion

Sliding window based harater detetion is an impor-

tant omponent of our framework, sine our random �eld585

model is de�ned on these detetions. We use windows of
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aspet ratio ranging from 0.1 to 2.5 for sliding window

and at every possible loation of the sliding window, we

evaluate a harater lassi�er. This provides the likeli-

hood of the window ontaining the respetive harater.590

We pruned some of the windows based on their aspet ra-

tio, and then used the goodness measure (2) to disard

the windows with a sore less than 0.1 (refer Setion 3.1).

Charater-spei� NMS is done on the remaining windows

with an overlap threshold of 40%, i.e., if two detetions595

have more than 40% overlap and represent the same har-

ater lass, we suppress the weaker detetion. We evalu-

ated the harater detetion results with the intersetion

over union measure and a threshold of 50%, following IC-

DAR 2003 [17℄ and PASCAL-VOC [80℄ evaluation proto-600

ol. Our sliding window approah ahieves reall of 80%

on the IIIT 5K-word dataset, signi�antly better than us-

ing a binarization sheme for deteting haraters and also

superior to tehniques like MSER [81℄ and CSER [79℄ (see

Table 7 and Setion 5.4).605

5.3. Word Reognition

Closed voabulary reognition. The results of the proposed

CRF model in losed voabulary setting are presented

in Table 4. We ompare our method with many reent

works for this task. To ompute the language priors we610

use lexions provided by authors of [11℄ for SVT and IC-

DAR(50). The image-spei� lexion for every word in the

IIIT 5K-word dataset was developed following the method

desribed in [11℄. These lexions ontain the ground truth

word and a set of distrators obtained from randomly ho-615

sen words (from all the ground truth words in the dataset).

We used a CRF with higher order term (n=4), and similar

to other approahes, applied edit distane based orretion

after inferene. The onstant λ
a

in (8) to 1, given the small

size of the lexion.620

The gain in auray over our previous work [37℄, seen

in Table 4, an be attributed to the higher order CRF and

an improved harater lassi�er. The harater lassi�er

uses: (i) enrihed training data, and (ii) an expliit feature

map, to ahieve about 5% gain (see Setion 5.1 for details).625

Other methods, in partiular, our previous work on holis-

ti word reognition [45℄, label embedding [25℄ ahieve a

reasonably good performane, but are restrited to the

losed voabulary setting, and their extension to more

general settings, suh as the open voabulary ase, is un-630

lear. Methods published sine our original work [37℄, suh

as [23, 53℄, also perform well. Very reently, methods based

on onvolutional neural networks [30, 20℄ have shown very

impressive results for this problem. It should be noted

that suh methods are typially trained on muh larger635

datasets, for example, 10M ompared to 0.1M typially

used in state-of-the-art methods, whih are not publily

available [30℄. Inspired by these suesses, we use a CNN

lassi�er [20℄ to reognize haraters, instead of our SVM

lassi�er based on HOG features (see Se. 3.1). We show640

results with this CNN lassi�er on SVT, ICDAR 2003 and

IIIT-5K word datasets in Table 4 and observe signi�ant

Table 4 Word reognition auray (in %): losed voabulary set-

ting. We present results of our proposed higher order model (�This

work�) with HOG as well as CNN features. See text for details.

Method Auray

ICDAR 2003 (50) dataset

Baseline (ABBYY) [78℄ 56.04

Baseline (CSER+tesserat) [79℄ 57.27

Novikova et al. [24℄ 82.80

Our Holisti reognition [45℄ 89.69

Deep learning approahes

Wang et al. [44℄ 90.00

Deep features [20℄ 96.20

Other energy min. approahes

PLEX [11℄ 72.00

Shi et al. [53℄ 87.04

Our variants:

Pairwise CRF [37℄ 81.74

Higher order [This work, HOG℄ 84.07

Higher order [This work, CNN℄ 88.02

SVT-Word dataset

Baseline(ABBYY) [78℄ 35.00

Baseline (CSER+tesserat) [79℄ 37.71

Novikova et al. [24℄ 72.90

Our Holisti reognition [45℄ 77.28

Deep learning approahes

Wang et al. [44℄ 70.00

PhotoOCR [30℄ 90.39

Deep features [20℄ 86.10

Other energy min. approahes

PICT [72℄ 59.00

PLEX [11℄ 57.00

Shi et al. [53℄ 73.51

Weinman et al. [23℄ 78.05

Our variants:

Pairwise CRF [37℄ 73.26

Higher order [This work, HOG℄ 75.27

Higher order [This work, CNN℄ 78.21

IIIT 5K-Word (Small)

Baseline(ABBYY) [78℄ 24.50

Baseline (CSER+tesserat) [79℄ 33.07

Rodriguez & Perronnin [25℄ 76.10

Strokelets [31℄ 80.20

Our variants:

Pairwise CRF [37℄ 66.13

Higher order [This work, HOG℄ 71.80

Higher order [This work, CNN℄ 78.07

improvement in auray, showing its omplementary na-

ture to our energy based method. However, there remains

a di�erene in performane between the deep feature based645

method [20℄ and [This work, CNN℄. This is primarily due

to use of CNN features for learning lassi�ers for individ-

ual harater as well as bi-grams in [20℄. In ontrast, our

method only uses the pre-trained harater lassi�er pro-
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vided by [20℄. Nevertheless, the improvement observed650

over [This work, HOG℄ does show the omplementary na-

ture of the two approahes, and integrating the two further

would be an interesting avenue for future researh.

Open voabulary reognition. In this setting we use a lexi-

on of 0.5 million words from [22℄ instead of image-spei�655

lexions to ompute the language priors. Many hara-

ter pairs are equally likely in suh a large lexion, thereby

rendering pairwise priors is less e�etive than in the ase

of a small lexion. We use priors of order four to ad-

dress this (see also analysis on the CRF order in Se-660

tion 5.4). Results on various datasets in this setting are

shown in Table 5. We ompare our method with reent

work by Feild and Miller [26℄ on the ICDAR 2003 dataset,

where our method with HOG features shows a omparable

performane. Note that [26℄ additionally uses web-based665

orretions, unlike our method, where the results are ob-

tained diretly by performing inferene on the higher order

CRF model. On the ICDAR 2011 and 2013 datasets we

ompare our method with the top performers from the

respetive ompetitions. Our method outperforms the IC-670

DAR 2011 robust reading ompetition winner (TH-OCR

method) method by 17%. This performane is also better

than a reently published work from 2014 by Weinman et

al. [23℄. On the ICDAR 2013 dataset, the proposed higher

order model is signi�antly better than the baseline and675

is in the top-5 performers among the ompetition entries.

The winner of this ompetition (PhotoOCR) uses a large

proprietary training dataset, whih is unavailable publily,

making it infeasible to do a fair omparison. Other meth-

ods (NESP [82℄, MAPS [83℄, PLT [84℄) use many prepro-680

essing tehniques, followed by o�-the-self OCR. Suh pre-

proessing tehniques are highly dataset dependent and

may not generalize easily to all the hallenging datasets

we use. Despite the lak of these preproessing steps, our

method shows a omparable performane. On the IIIT685

5K-word dataset, whih is large (three times the size of

ICDAR 2013 dataset) and hallenging, the only published

result to our knowledge is Strokelets [31℄ from CVPR 2014.

Our method performs 7% better than Strokelets. Using

CNN features instead of HOG further improves our word690

reognition auray, as shown in Table 5.

The main fous of this work is on evaluating datasets

ontaining sene text images or a mixture of sene text

and born-digital images. Nevertheless, we also tested our

method on the born-digital image dataset from the reent695

ICDAR 2013 ompetition. Our approah with pre-trained

CNN features ahieves 78% auray on this dataset, whih

is omparable to other top performers (80.40%, 80.26%,

79.40%), and lower than PhotoOCR (82%), the ompeti-

tion winner using an end-to-end deep learning approah.700

To sum up, our proposed method performs well onsis-

tently on several popular sene text datasets. Fig. 7 shows

the qualitative performane of the proposed method on a

few sample images. The higher order CRF outperforms

the unary and pairwise CRFs. This is intuitive due to705

the better expressiveness of the higher order potentials.

One of the failure ases is shown in the last row in Fig. 7,

where the higher order potential is omputed from a lex-

ion whih does not have su�ient examples to handle

alphanumeri words.710

5.4. Further Analysis

Lexion size. The size of the lexion plays an important

role in the word reognition performane. With a small-

size lexion, we obtain strong language priors whih help

overome inaurate harater detetion and reognition715

in the losed voabulary setting. A small lexion provides

muh stronger priors than the large lexion in this ase, as

the performane degrades with inrease in the lexion size.

We show this behaviour on the IIIT 5K-word dataset in

Table 6 with small (50), medium (1000) and large (0.5720

million) lexions. We also ompare our results with a

state-of-the-art methods [25, 31℄. We observe that [25, 31℄

shows better reognition performane with the small lex-

ion, when we use HOG features, but as the size of the

lexion inreases, our method outperforms [25℄.725

Alternatives for harater detetion.. While our sliding

window approah for harater detetion performs well in

several senarios, inluding text that is not aligned with

the image axes to a small extent (e.g., rows 4 - 6 in Fig-

ure 7), there are other alternatives. In partiular, we inves-730

tigated the use of binarization, MSER [81℄, and CSER [49℄

algorithms. In the �rst experiment, we replaed our dete-

tion module with a binarization based harater extration

sheme � either a traditional binarization tehnique [85℄ or

a more reent random �eld based approah [47℄. A on-735

neted omponent analysis was performed on the binarized

images to obtain a set of potential harater loations. We

then de�ned the CRF on these haraters and performed

inferene to get the text ontained in the image. These

results are summarized in Table 7. We observe that bina-740

rization based methods perform poorly ompared to our

model using a sliding window detetor, both in terms of

harater-level reall and word reognition. They fail in

extrating haraters in the presene of noise, blur or large

foreground-bakground variations. MSER [81℄ or related745

algorithms (e.g., CSER [49℄) may also help to deal with

text that is not axis-oriented, but they are not neessar-

ily ideal for harater extration ompared to a sliding

window method. To study this, we replaed our sliding

window based harater detetion sheme with either one750

of these approahes. From Table 7 we observe that slid-

ing window harater extration is marginally better than

CSER and signi�antly better than MSER. One of the

reasons for this is that the lassi�er used in the sliding

window detetor is trained on a large variety of harater755

lasses and is less prone to errors than the MSER equiv-

alent. These results further justify our hoie of sliding

window based harater detetion, although the halleng-

ing problem of e�etively dealing with text that is not

axis-oriented remains an interesting task for the future.760

11



Table 5 Word reognition auray (in %): open voabulary

setting. The results of our proposed higher order model (�This

work�) with HOG as well as CNN features are presented here.

Sine the network used here to ompute CNN features, i.e. [20℄,

is learnt on data from several soures (e.g., ICDAR 2013), we

evaluated with CNN features only on ICDAR 2003 and IIIT-5K

word datasets, as reommended by the authors. Note that we

also ompare with top performers (as given in [74, 75℄) in the

ICDAR 2011 and 2013 robust reading ompetitions. We follow

standard protools for evaluation � ase sensitive on ICDAR

2011 and 2013 and ase insensitive on ICDAR 2003 and IIIT

5K-Word.

Method Auray

ICDAR 2003 dataset

Baseline (ABBYY) 46.51

Baseline (CSER+tesserat) [79℄ 50.99

Feild and Miller [26℄ 62.76

Our variants

Pairwise [37℄ 50.99

Higher order [This work, HOG℄ 63.02

Higher order [This work, CNN℄ 67.67

ICDAR 2011 dataset

Baseline (ABBYY) 46.00

Baseline (CSER+tesserat) [79℄ 51.98

Weinman et al. [23℄ 57.70

Feild and Miller [26℄ 48.86

ICDAR'11 ompetition [74℄

TH-OCR System 41.20

KAIST AIPR System 35.60

Neumann's Method 33.11

Our variants

Pairwise [37℄ 48.11

Higher order [This work, HOG℄ 58.03

ICDAR 2013 dataset

Baseline (ABBYY) 45.30

Baseline (CSER+tesserat) [79℄ 50.26

ICDAR'13 ompetition [75℄

PhotoOCR [30℄ 82.83

NESP [82℄ 64.20

MAPS [83℄ 62.74

PLT [84℄ 62.37

PiRead [24℄ 57.99

POINEER [22, 23℄ 53.70

Field's Method [26℄ 47.95

TextSpotter [12, 29, 49℄ 26.85

Our variants

Pairwise [37℄ 49.86

Higher order [This work, HOG℄ 60.18

IIIT 5K-Word

Baseline (ABBYY) 14.60

Baseline (CSER+tesserat) [79℄ 25.00

Stroklets [31℄ 38.30

Our variants

Pairwise [37℄ 32.00

Higher order [This work, HOG℄ 44.50

Higher order [This work, CNN℄ 46.73

E�et of pruning. We propose a pruning step to disard

andidates based on a ombination of harater-spei�

Table 6 Studying the in�uene of the lexion size � small (S),

medium (M), large (L) � on the IIIT 5K-word dataset in the losed

voabulary setting.

Method S M L

Rodriguez & Perronnin [25℄ 76.10 57.50 -

Strokelets [31℄ 80.20 69.30 38.30

Higher order [This work, HOG℄ 71.80 62.17 44.50

Higher order [This work, CNN℄ 78.07 70.13 46.73

aspet ratio and lassi�ation sores (2), instead of sim-

ply using extreme aspet ratio to disard harater andi-

dates. This pruning helps in removing many false positive765

windows, and thus improves reognition performane. We

onduted an experiment to study the e�et of pruning

on the IIIT-5K dataset in the open voabulary setting,

and observed a gain of 4.23% (46.73% vs 42.50%) due to

pruning.770

CRF order. We varied the order of the CRF from two to

six and obtained auray of 32%, 43%, 45%, 43%, 42% re-

spetively on the IIIT 5K-word dataset in the open voab-

ulary setting. Inreasing the CRF order beyond four fores

a reognized word to be one from the ditionary, whih775

leads to poor reognition performane for non-ditionary

words, and thus deteriorates the overall auray. Empir-

ially, the fourth order prior shows the best performane.

Limits of statistial language models. Statistial language

models have been very useful in improving traditional OCR780

performane, but they are indeed limited [65, 86℄. For in-

stane, using a large weight for language prior potentials

may bias the reognition towards the losest ditionary

word. This is espeially true when the harater reogni-

tion part of the pipeline is weak. We study suh impat785

of language models in this experiment. Our analysis on

the IIIT 5K-word dataset suggests that many of the non-

ditionary words are omposed of valid English n-grams

(see Table 2). However, there are few exeptions, e.g.,

words like 35KM, 21P, whih are omposed of digits and790

haraters; see last row of Fig. 7. Using language mod-

els has an adverse e�et on the reognition performane

in suh ases. This results in inferior reognition perfor-

mane on non-ditionary words as ompared to ditionary

words, e.g. on IIIT-5K dataset our method ahieves 51%795

and 24% word reognition auray on ditionary and non-

ditionary words respetively.

6. Summary

This paper proposes an e�etive method to reognize

sene text. Our model ombines bottom-up ues from800

harater detetions and top-down ues from lexion. We

jointly infer the loation of true haraters and the word

they represent as a whole. We evaluated our method ex-

tensively on several hallenging street sene text datasets,

namely SVT, ICDAR 2003/2011/2013, and IIIT 5K-word805
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Test Image Unary Pairwise Higher order(=4)

TWI1IOHT TWILIOHT TWILIGHT

SRISNTI SRISNTI SRISHTI

LIIIIPUT LIIIIPUT LILLIPUT

EUMMER EUMMER SUMMER

IDTERNAL IDTERNAL INTERNAL

364203903105S 3642039031055 3642039031055

REGHT REGHT RIGHT

83KM BOKM BOOM

Figure 7 Results of our higher order model on a few sample images. Charaters in red represent inorret reognition. The unary term

alone, based on the SVM lassi�er, yields poor auray, and adding pairwise terms to it improves this. Due to their limited expressiveness,

they do not orret all the errors. Higher order potentials apture larger ontext from the English language, and help address this issue. Note

that our method also deals with non-ditionary words (e.g., seond row) and non-horizontal text (sixth row). A typial failure ase ontaining

alphanumeri words is shown in the last row. (Best viewed in olour).

Table 7 Charater reall (C. reall) and reognition auray, with

unary only (Unary), unary and pairwise (Pairwise) and the full

higher order (H. order) models, (all in %), on the IIIT 5K-word

dataset with various harater extration shemes (Char. method).

See text for details.

Char. method C. reall Unary Pairwise H. order

Otsu [85℄ 56 17.07 20.20 24.87

MRF model [47℄ 62 20.10 22.97 28.03

MSER [81℄ 72 23.20 28.50 34.70

CSER [49℄ [79℄ 78 24.50 30.00 42.87

Sliding window 80 25.83 32.00 44.50

and showed that our approah signi�antly advanes the

energy minimization based approah for sene text reog-

nition. In addition to presenting the word reognition re-

sults, we analyzed the di�erent omponents of our pipeline,

presenting their pros and ons. Finally, we showed that810

the energy minimization framework is omplementary to

the resurgene of onvolutional neural network based teh-

niques, whih an help build better sene understanding

systems.

Aknowledgements. We thank Jerod Weinman for provid-815

ing the large lexion. This work was partially supported

by the Ministry of Communiations and Information Teh-

nology, Government of India, New Delhi. Anand Mishra

is supported by Mirosoft Corporation and Mirosoft Re-

searh India under the Mirosoft Researh India PhD fel-820

lowship award.

Referenes

[1℄ G. J. Brostow, J. Shotton, J. Fauqueur, R. Cipolla, Segmenta-

tion and reognition using struture from motion point louds,

in: ECCV, 2008.825

[2℄ L. Ladiky, P. Sturgess, K. Alahari, C. Russell, P. H. S. Torr,

What, Where & How Many? Combining objet detetors and

CRFs, in: ECCV, 2010.

[3℄ A. Geiger, P. Lenz, R. Urtasun, Are we ready for Autonomous

Driving? The KITTI Vision Benhmark Suite, in: CVPR, 2012.830

[4℄ C. Desai, D. Ramanan, C. Fowlkes, Disriminative models for

multi-lass objet layout, in: ICCV, 2009.

[5℄ P. Felzenszwalb, R. Girshik, D. MAllester, D. Ramanan, Ob-

jet detetion with disriminatively trained part based models,

IEEE Trans. Pattern Anal. Mah. Intell. 32 (9) (2010) 1627�835

1645.

[6℄ A. Levin, Y. Weiss, Learning to Combine Bottom-Up and Top-

Down Segmentation, Int'l J. Computer Vision 81 (1) (2009)

105�118.

[7℄ J. Shotton, J. Winn, C. Rother, A. Criminisi, Textonboost for840

image understanding: Multi-lass objet reognition and seg-

mentation by jointly modeling texture, layout, and ontext, Int'l

J. Computer Vision 81 (1) (2009) 2�23.

[8℄ S. Gould, T. Gao, D. Koller, Region-based segmentation and

objet detetion, in: NIPS, 2009.845

[9℄ J. Yao, S. Fidler, R. Urtasun, Desribing the sene as a whole:

Joint objet detetion, sene lassi�ation and semanti seg-

mentation, in: CVPR, 2012.

[10℄ T. Judd, K. Ehinger, F. Durand, A. Torralba, Learning to pre-

dit where humans look, in: ICCV, 2009.850

[11℄ K. Wang, B. Babenko, S. Belongie, End-to-End Sene Text

Reognition, in: ICCV, 2011.

[12℄ L. Neumann, J. Matas, A Method for Text Loalization and

Reognition in Real-World Images, in: ACCV, 2010.

[13℄ A. Mishra, K. Alahari, C. V. Jawahar, Image Retrieval using855

Textual Cues, in: ICCV, 2013.

[14℄ L. Neumann, J. Matas, A real-time sene text to speeh system,

in: ECCV workshops, 2012.

[15℄ N. Dalal, B. Triggs, Histograms of Oriented Gradients for Hu-

man Detetion, in: CVPR, 2005.860

13



[16℄ J. La�erty, A. MCallum, F. Pereira, Conditional Random

Fields: Probabilisti models for segmenting and labelling se-

quene data, in: ICML, 2001.

[17℄ ICDAR 2003 datasets, http://algoval.essex.a.uk/idar .

[18℄ Street View Text dataset, http://vision.usd.edu/~kai/svt .865

[19℄ A. Mishra, K. Alahari, C. V. Jawahar, Sene Text Reognition

using Higher Order Language Priors, in: BMVC, 2012.

[20℄ M. Jaderberg, A. Vedaldi, A. Zisserman, Deep Features for Text

Spotting, in: ECCV, 2014.

[21℄ B. Epshtein, E. Ofek, Y. Wexler, Deteting Text in Natural870

Senes with Stroke Width Transform, in: CVPR, 2010.

[22℄ J. J. Weinman, E. G. Learned-Miller, A. R. Hanson, Sene Text

Reognition Using Similarity and a Lexion with Sparse Belief

Propagation, IEEE Trans. Pattern Anal. Mah. Intell. 31 (10)

(2009) 1733�1746.875

[23℄ J. Weinman, Z. Butler, D. Knoll, J. Feild, Toward Integrated

Sene Text Reading, IEEE Trans. Pattern Anal. Mah. Intell.

36 (2) (2014) 375�387.

[24℄ T. Novikova, O. Barinova, P. Kohli, V. S. Lempitsky, Large-

Lexion Attribute-Consistent Text Reognition in Natural Im-880

ages, in: ECCV, 2012.

[25℄ J. Rodriguez, F. Perronnin, Label embedding for text reogni-

tion, in: BMVC, 2013.

[26℄ J. L. Feild, E. G. Learned-Miller, Improving Open-Voabulary

Sene Text Reognition, in: ICDAR, 2013.885

[27℄ T. E. de Campos, B. R. Babu, M. Varma, Charater Reogni-

tion in Natural Images, in: VISAPP, 2009.

[28℄ D. Chen, J. M. Odobez, H. Bourlard, Text Segmentation and

Reognition in Complex Bakground Based on Markov Random

Field, in: ICPR, 2002.890

[29℄ L. Neumann, J. Matas, Real-time sene text loalization and

reognition, in: CVPR, 2012.

[30℄ A. Bissao, M. Cummins, Y. Netzer, H. Neven, PhotoOCR:

Reading Text in Unontrolled Conditions, in: ICCV, 2013.

[31℄ C. Yao, X. Bai, B. Shi, W. Liu, Strokelets: A Learned Multi-895

sale Representation for Sene Text Reognition, in: CVPR,

2014.

[32℄ G. Nagy, Twenty Years of Doument Image Analysis in PAMI,

IEEE Trans. Pattern Anal. Mah. Intell. 22 (1) (2000) 38�62.

[33℄ X. Chen, A. L. Yuille, Deteting and Reading Text in Natural900

Senes, in: CVPR, 2004.

[34℄ Q. Ye, D. Doermann, Text Detetion and Reognition in Im-

agery: A survey, IEEE Trans. Pattern Anal. Mah. Intell.

PP (99) (2014) 1�20.

[35℄ T. Hong, J. J. Hull, Visual Inter-Word Relations and their Use905

in OCR Postproessing, in: ICDAR, 1995.

[36℄ P. Shivakumara, S. Bhowmik, B. Su, C. L. Tan, U. Pal, A New

Gradient Based Charater Segmentation Method for Video Text

Reognition, in: ICDAR, 2011.

[37℄ A. Mishra, K. Alahari, C. V. Jawahar, Top-Down and Bottom-910

Up Cues for Sene Text Reognition, in: CVPR, 2012.

[38℄ K. Rayner, A. Pollatsek, The psyhology of reading, Routledge,

1989.

[39℄ X. Tong, D. A. Evans, A statistial approah to automati OCR

error orretion in ontext, in: Workshop on very large orpora,915

1996.

[40℄ R. Beaufort, C. Manas-Thillou, A Weighted Finite-State

Framework for Correting Errors in Natural Sene OCR, in:

ICDAR, 2007.

[41℄ C. Thillou, S. Ferreira, B. Gosselin, An embedded appliation920

for degraded text reognition, EURASIP Journal on applied

signal proessing (2005) 2127�2135.

[42℄ K. Elagouni, C. Garia, P. Sébillot, A omprehensive neural-

based approah for text reognition in videos using natural lan-

guage proessing, in: ICMR, 2011.925

[43℄ K. Elagouni, C. Garia, F. Mamalet, P. Sébillot, Combining

multi-sale harater reognition and linguisti knowledge for

natural sene text OCR, in: DAS, 2012.

[44℄ T. Wang, D. Wu, A. Coates, A. Ng, End-to-End Text Reogni-

tion with Convolutional Neural Networks, in: ICPR, 2012.930

[45℄ V. Goel, A. Mishra, K. Alahari, C. V. Jawahar, Whole is

Greater than Sum of Parts: Reognizing Sene Text Words,

in: ICDAR, 2013.

[46℄ J. J. Weinman, E. G. Learned-Miller, A. R. Hanson, A disrim-

inative semi-Markov model for robust Sene Text Reognition,935

in: ICPR, 2008.

[47℄ A. Mishra, K. Alahari, C. V. Jawahar, An MRF Model for Bi-

narization of Natural Sene Text, in: ICDAR, 2011.

[48℄ N. R. Howe, S. Feng, R. Manmatha, Finding words in alphabet

soup: Inferene on freeform harater reognition for historial940

sripts, Pattern Reognition 42 (12) (2009) 3338�3347.

[49℄ L. Neumann, J. Matas, On Combining Multiple Segmentations

in Sene Text Reognition, in: ICDAR, 2013.

[50℄ S. Milyaev, O. Barinova, T. Novikova, P. Kohli, V. S. Lempit-

sky, Image Binarization for End-to-End Text Understanding in945

Natural Images, in: ICDAR, 2013.

[51℄ M. Jaderberg, K. Simonyan, A. Vedaldi, A. Zisserman, Read-

ing text in the wild with onvolutional neural networks, CoRR

abs/1412.1842.

[52℄ W. Huang, Y. Qiao, X. Tang, Robust sene text detetion950

with onvolution neural network indued mser trees, in: ECCV,

2014.

[53℄ C. Shi, C. Wang, B. Xiao, Y. Zhang, S. Gao, Z. Zhang, Sene

Text Reognition Using Part-Based Tree-Strutured Charater

Detetion, in: CVPR, 2013.955

[54℄ J. Almazán, A. Gordo, A. Fornés, E. Valveny, Word spotting

and reognition with embedded attributes, IEEE Trans. Pattern

Anal. Mah. Intell. 36 (12) (2014) 2552�2566.

[55℄ U. Roy, A. Mishra, K. Alahari, C. V. Jawahar, Sene text reog-

nition and retrieval for large lexions, in: ACCV, 2014.960

[56℄ A. Toshev, C. Szegedy, Deeppose: Human pose estimation via

deep neural networks, CVPR.

[57℄ J. J. Tompson, A. Jain, Y. Leun, C. Bregler, Joint training of

a onvolutional network and a graphial model for human pose

estimation, in: NIPS, 2014.965

[58℄ M. Jaderberg, K. Simonyan, A. Vedaldi, A. Zisserman, Deep

strutured output learning for unonstrained text reognition,

CoRR abs/1412.5903.

[59℄ P. A. Viola, M. J. Jones, Robust Real-Time Fae Detetion,

Int'l J. Computer Vision 57 (2) (2004) 137�154.970

[60℄ A. Bianne-Bernard, F. Menasri, R. A. Mohamad, C. Mokbel,

C. Kermorvant, L. Likforman-Sulem, Dynami and ontextual

information in HMM modeling for handwritten word reogni-

tion, IEEE Trans. Pattern Anal. Mah. Intell. 33 (10) (2011)

2066�2080.975

[61℄ P. Simard, B. Vitorri, Y. LeCun, J. S. Denker, Tangent Prop -

A Formalism for Speifying Seleted Invarianes in an Adaptive

Network, in: NIPS, 1991.

[62℄ M. Mozer, M. I. Jordan, T. Petshe, Improving the auray

and speed of support vetor mahines, in: NIPS, 1997.980

[63℄ A. Vedaldi, A. Zisserman, E�ient Additive Kernels via Expliit

Feature Maps, IEEE Trans. Pattern Anal. Mah. Intell. 34 (3)

(2012) 480�492.

[64℄ J. C. Platt, Probabilisti Outputs for Support Vetor Mahines

and Comparisons to Regularized Likelihood Methods, in: Ad-985

vanes in Large Margin Classi�ers, MIT Press, 1999.

[65℄ R. Smith, Limits on the appliation of frequeny-based language

models to OCR, in: ICDAR, 2011.

[66℄ E. M. Riseman, A. R. Hanson, A Contextual Postproess-

ing System for Error Corretion Using Binary n-Grams, IEEE990

Trans. Comput. (1974) 480�493.

[67℄ C. Russell, L. Ladiky, P. Kohli, P. H. S. Torr, Exat and Ap-

proximate Inferene in Assoiative Hierarhial Networks using

Graph Cuts, in: UAI, 2010.

[68℄ S. M. Katz, Estimation of probabilities from sparse data for the995

language model omponent of a speeh reognizer, in: IEEE

Trans. Aoustis, Speeh and Singal proessing, Vol. ASSP-35,

1987, pp. 400�401.

[69℄ J. T. Goodman, A bit of progress in language modeling, Teh.

rep., Mirosoft Researh (2001).1000

[70℄ V. Kolmogorov, Convergent Tree-Reweighted Message Passing

for Energy Minimization, IEEE Trans. Pattern Anal. Mah. In-

14

http://algoval.essex.ac.uk/icdar
http://vision.ucsd.edu/~kai/svt


tell. 28 (10) (2006) 1568�1583.

[71℄ J. Pearl, Probabilisti Reasoning in Intelligent Systems : Net-

works of Plausible Inferene, Morgan Kau�man, 1988.1005

[72℄ K. Wang, S. Belongie, Word spotting in the wild, in: ECCV,

2010.

[73℄ http://vit.iiit.a.in/projets/SeneTextUnderstanding .

[74℄ D. Karatzas, S. R. Mestre, J. Mas, F. Nourbakhsh, P. P. Roy,

ICDAR 2011 Robust Reading Competition - Challenge 1: Read-1010

ing Text in Born-Digital Images (Web and Email), in: ICDAR,

2011.

[75℄ D. Karatzas, F. Shafait, S. Uhida, M. Iwamura, L. G. i Bigorda,

S. R. Mestre, J. Mas, D. F. Mota, J. Almazán, L. de las Heras,

ICDAR 2013 robust reading ompetition, in: ICDAR, 2013.1015

[76℄ K. Sheshadri, S. K. Divvala, Exemplar Driven Charater Reog-

nition in the Wild, in: BMVC, 2012.

[77℄ A. Coates, B. Carpenter, C. Case, S. Satheesh, B. Suresh,

T. Wang, D. J. Wu, A. Y. Ng, Text Detetion and Charater

Reognition in Sene Images with Unsupervised Feature Learn-1020

ing, in: ICDAR, 2011.

[78℄ ABBYY Finereader 9.0, http://www.abbyy.om/ .

[79℄ L. G. i Bigorda, D. Karatzas, Sene text reognition: No ountry

for old men?, in: ACCV Workshops, 2014, pp. 157�168.

[80℄ M. Everingham, L. Van Gool, C. K. I. Williams, J. Winn, A. Zis-1025

serman, The PASCAL Visual Objet Classes (VOC) hallenge,

Int'l J. Computer Vision 88 (2) (2010) 303�338.

[81℄ J. Matas, O. Chum, M. Urban, T. Pajdla, Robust wide base-

line stereo from maximally stable extremal regions, in: BMVC,

2002.1030

[82℄ D. Kumar, M. N. A. Prasad, A. G. Ramakrishnan, NESP: non-

linear enhanement and seletion of plane for optimal segmen-

tation and reognition of sene word images, in: DRR, 2013.

[83℄ D. Kumar, M. N. A. Prasad, A. G. Ramakrishnan, MAPS:

midline analysis and propagation of segmentation, in: ICVGIP,1035

2012.

[84℄ D. Kumar, A. G. Ramakrishnan, Power-law transformation for

enhaned reognition of born-digital word images, in: SPCOM,

2012.

[85℄ N. Otsu, A threshold seletion method from gray-level his-1040

tograms, IEEE Trans. Syst., Man, Cybern. 9 (1) (1979) 62�66.

[86℄ A. Kornai, Language models: where are the bottleneks?, AISB

Quarterly 88 (1994) 36�40.

15

http://cvit.iiit.ac.in/projects/SceneTextUnderstanding
http://www.abbyy.com/

