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Abstract: Pipelined Krylov solvers typically offer better scalability in the strong scaling limit
compared to standard Krylov methods. The synchronization bottleneck is mitigated by overlap-
ping time-consuming global communications with useful computations in the algorithm. However,
to achieve this communication hiding strategy, pipelined methods feature multiple recurrence re-
lations on additional auxiliary variables to update the guess for the solution. This paper aims at
studying the influence of rounding errors on the convergence of the pipelined Conjugate Gradient
method. It is analyzed why rounding effects have a significantly larger impact on the maximal
attainable accuracy of the pipelined CG algorithm compared to the traditional CG method. Fur-
thermore, an algebraic model for the accumulation of rounding errors throughout the (pipelined)
CG algorithm is derived. Based on this rounding error model, we then propose an automated
residual replacement strategy to reduce the effect of rounding errors on the final iterative solution.
The resulting pipelined CG method with automated residual replacement improves the maximal
attainable accuracy of pipelined CG to a precision comparable to that of standard CG, while
maintaining the efficient parallel performance of the pipelined method.
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Analyse de l’accumulation d’erreurs d’arrondis dans la
Gradient COnjugué pour améliorer la précision attaignable

de sa version pipelinée
Résumé : Les méthodes de Krylov pipelinées offrent généralement de meilleures performance
en terme de passage à l’échelle parallèle. Nous analysons dans ce travail l’effet de l’arithmétique
finie sur la précision atteinte par la variante pipelinée du Gradient conjugué et proposons une
alternative pour l’améliorer.

Mots-clés : Conjugate gradients, Parallelization, Latency hiding, Pipelining, Rounding errors,
Maximal attainable accuracy, Global communication
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4 Cools et al.

1 Introduction

Krylov subspace methods form the basis linear algebra solvers for many contemporary high-
performance computing applications. The Conjugate Gradient (CG) method, dating back to the
1952 paper by Hestenes and Stiefel [16], can be considered as the first of these Krylov methods.
Although more than 60 years old, the CG method is still the work horse method for the solution
of linear systems with symmetric positive definite (SPD) matrices due to its numerical simplicity
and easy implementation. These SPD systems originate from a variety of applications, such as
the simulation of problems modeled by a partial differential equation (PDE).

Due to the transition of hardware towards the exascale regime in the coming years, research
on the scalability of Krylov methods on massively parallel architectures has become increas-
ingly prominent. Moreover, since the system matrix is often sparse, see e.g. the simulation of
PDE type problems, the main bottleneck for efficient parallelization is typically not the sparse
matrix-vector product (spmv), but the communication overhead (bandwidth saturation) caused
by global reductions required in the computation of dot-products. This is reflected in the new
High Performance Conjugate Gradients (HPCG) benchmark for ranking HPC systems intro-
duced by Dongarra et al. in 2013 [9, 10], which is based on sparse matrix-vector computations
and data access patterns, rather than the dense matrix algebra used in the traditional High
Performance LINPACK (HPL) benchmark.

Recently significant research has been devoted to the reduction and/or elimination of the
synchronization bottleneck in Krylov methods. The idea of reducing the number of global com-
munication points in Krylov methods on parallel computer architectures was first presented by
Barrett et al. in [2], and was elaborated further by the work on s-step methods, see among others
Chronopoulos and Gear [5] and more recently Carson et al. [4, 3]. In addition to communication
avoiding methods, research on hiding global communication by overlapping communication with
computations was performed by a variety of authors over the last decades, see De Sturler et
al. [6], Demmel et al. [8] and Ghysels et al. [12].

The pipelined CG (p-CG) method proposed in [13] aims at hiding the global synchronization
latency of standard preconditioned CG by reorganizing the algorithm and removing the multiple
costly global synchronization points by only performing a single global reduction per iteration.
Moreover, the global communication can be overlapped by the sparse matrix-vector product
(spmv), which requires only local communication. In this way, idle core time is minimized by
performing useful computations simultaneously to the expensive global communication phase,
cf. [11]. The current paper focuses on analyzing the rounding error propagation in different
variants of the CG algorithm, and uses the performed analysis to improve the maximal attainable
accuracy of the pipelined CG method.

To achieve the overlap of communication with computations in the CG algorithm, the pipelined
CG method employs several additional axpy (y ← αx + y) operations to compute auxiliary
variables, cf. Algorithm 3. Vector operations such as an axpy are typically computed locally,
and thus do not require communication between nodes. Dot-products of two vectors, on the
other hand, involve global communication between all processes, and are grouped together in
the pipelined CG method to reduce global communication to only one memory bottleneck per
iteration. In exact arithmetic the resulting pipelined CG algorithm is numerically equivalent to
standard CG. However, when switching to finite precision, each of the additional recurrences
accumulate rounding errors, and the extra recursions typically reduce the asymptotic accuracy
of the solution, as shown further on in this manuscript.

The paper is structured as follows. In Section 2 an analysis of the accumulation of rounding
errors in standard preconditioned CG, Chronopoulos/Gear CG, and the pipelined CG algorithm
is presented. Based on an estimate for the so-called non-commutativity errors, an error model is
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Improved the maximal attainable accuracy of pipelined CG 5

presented that allows to predict the residual stagnation point for the different methods. Section
3 discusses the incorporation of a residual replacement strategy in the pipelined CG method. A
criterion for automated residual replacement based on the rounding error model from Section 2 is
suggested. Extensive numerical tests showing the validity of the error model and the improvement
in maximal attainable accuracy for the pipelined CG method are reported on in Section 4.
Furthermore, we illustrate that the proposed residual replacement strategy does not affect the
parallel scalability of the pipelined CG method. Indeed, it is demonstrated that the pipelined CG
algorithm with automated residual replacement is both accurate and computationally efficient.
Finally, along with a brief discussion on the subject, conclusions are drawn in Section 5.

2 Analysis of rounding error propagation in CG and pipelined
CG

It is a well-known observation that the recursive residual r calculated by the Conjugate Gradient
(CG) algorithm and the true residual, defined as b − Ax, start to deviate at some point during
the CG iteration. The reason for this phenomenon is that, with the exception of the initial
residual r0 = b − Ax0, the true residual is never explicitly calculated by the CG algorithm.
Instead, the residual is computed using a recurrence relation to avoid the additional spmv that
would be required to compute the true residual in each iteration of the algorithm. However, in
finite precision arithmetic, rounding errors occur in each of these recurrence relations (axpys).
These rounding errors in the recurrences accumulate over the iteration, resulting in a significant
difference between the true and recursive residual near the end of the algorithm.

2.1 Benchmark problem: the two-dimensional Poisson equation

Krylov subspace methods are often used as high-performance solvers in the context of scientific
applications simulating a problem modeled by a partial differential equation (PDE). The primary
PDE model problem used for illustration purposes throughout Sections 2 and 3 of this work is
the well-known two-dimensional Poisson problem on the unit square with homogeneous Dirichlet
boundary conditions,

∆u(x, y) = b(x, y), (x, y) ∈ Ω = [0, 1]2,

u(x, y) = 0, (x, y) ∈ ∂Ω, (1)

where ∆ is the 2D Laplacian, u is the Poisson solution, and b is the known source function. A
linear system can be derived from the continuous equation (1) using any discretization technique
such as finite differences, finite volumes or finite elements in which neighboring variables are
related by a stencil, typically leading to a sparse linear operator. In this work, equation (1) is
discretized using a second order finite difference method with uniform, equidistant mesh sizes on
an N = n× n points internal grid ΩN ⊂ Ω, yielding the linear system

AxN = bN , A ∈MN×N . (2)

Here A is the sparse matrix representation of the Laplacian ∆, which is symmetric positive
definite (SPD) and has the well-known five-band structure, and xN = (xN1 , . . . , x

N
N )T is the

discrete representation of the solution function u on ΩN . The current work focuses primarily
on this type of sparse, well-structured matrices, or, alternatively, on matrix-free linear operators
such as stencil applications.

RR n° 8849



6 Cools et al.

Figure 1: Comparison of residual convergence for CG and pipelined CG. Left: residual history for
standard CG. The recursive residuals (red) continue to converge, while the true residuals (blue) stagnate
close to the bound ‖A‖ψ (dotted line). Right: residual history for p-CG. The true residual stagnates
several orders of magnitude above the CG bound; a stagnation in the recursive residual is also observed.

2.2 Difference between true and recursive residual in CG and pipelined
CG

We first demonstrate the deviation between the true and recursive residual in both the CG
and pipelined CG method. As illustrated in Figure 1 (left), where the CG residual history for
the 2D Poisson model problem (2) with n = 50 is shown, the recursive residual computed by
the CG method, Algorithm 1, typically keeps decreasing, while the true residual r = b − Ax
stagnates upon reaching the lower bound ‖A‖ψ, where ψ denotes the machine precision.1 In the
pipelined CG method, Algorithm 3, an additional number of auxilary vectors defined as s := Ap,
w := Ar and z := As = A2p are computed in each iteration. These vectors are again not
calculated explicitly, but in turn fulfill a recurrence relation. Each of these recurrences, however,
accumulates rounding errors over the course of the algorithm, resulting in a deviation from the
true vector value.

Figure 1 compares the convergence of the standard CG and pipelined CG algorithms. The
left panel shows the convergence history for standard CG, Algorithm 1, for which the final true
residual lies in the order of ‖A‖ψ. The right panel shows the residuals corresponding to pipelined
CG, Algorithm 3. Note how the residuals stagnate several order of magnitude above the CG
bound. The final solution is significantly less accurate compared to the standard CG solution,
which is reflected in the norm of the true residual upon stagnation. As reported by Ghysels et
al. in [13], this loss of maximal attainable accuracy is typical for pipelined CG.

Summarizing, the accuracy loss in pipelined CG is due to the accumulation of rounding er-
rors in the additional recursions of the algorithm that were introduced to avoid additional global
reductions. In the remainder of this section we argue that these rounding errors originate pri-
marily from the non-commutativity of the spmv and a scalar value in finite precision arithmetic.
Indeed, it will be shown that given a matrix A, a vector p and a scalar β, the commutativity

1Note: true residual stagnation around ‖A‖ψ was observed for CG when applied to the Poisson benchmark
problem (1), cf. Figure 1. However, this lower bound is problem-dependent, and although the residual is bound
to stagnate at some point, the observed stagnation near ‖A‖ψ does not necessarily generalize to the broader class
of all SPD matrices.

Inria



Improved the maximal attainable accuracy of pipelined CG 7

Algorithm 1 Preconditioned CG

1: procedure pcg(A, M−1, b, x0)
2: r0 := b−Ax0; u0 := M−1r0 ; p0 = u0
3: for i = 0, . . . do
4: si := Api
5: αi := (ri, ui) / (si, pi)
6: xi+1 := xi + αipi
7: ri+1 := ri − αisi
8: ui+1 := M−1ri+1

9: βi+1 := (ri+1, ui+1) / (ri, ui)
10: pi+1 := ui+1 + βi+1pi
11: end for
12: end procedure

expression β(Ap) = A(βp) generally does not hold in finite-precision arithmetic, due to rounding
errors on the addition and multiplication operations. We analyze the propagation of rounding
errors in the CG, Chronopoulos/Gear CG and pipelined CG algorithms, and propose a model for
rounding error propagation based on non-commutativity observations. This error model will in
turn allow us to propose countermeasures to the accuracy loss in pipelined CG using a residual
replacement strategy, presented in Section 3.

2.3 Accumulation of rounding errors in CG
The approach to analyzing the propagation of rounding errors in CG and related algorithms
presented in this section has been discussed in papers by Greenbaum [14], Gutknecht et al. [15],
Strakos et al. [19], Vandervorst et al. [21] and Tong et al. [20]. We recall some of these results
below, which will form the basis for the analysis and improvement of the pipelined CG algorithm.

In traditional preconditioned Conjugate Gradients, Algorithm 1, the solution xi+1 and resid-
ual ri+1 are updated respectively as{

xi+1 = xi + αipi + δxi ,

ri+1 = ri − αisi + δri ,
(3)

where si := Api. Here δxi and δri denote vectors representing the local rounding errors made in
the current calculation. Each element in these vectors is assumed to be at most of the order
of machine precision, meaning |(δxi )j | ≤ ψ|(xi + αipi)j | and |(δri )j | ≤ ψ|(ri − αisi)j | for all
j = 1, . . . , N .

We consider ∆r
i+1 as the difference between the true residual b−Axi+1 and the residual ri+1

from the CG recurrence. It holds that

∆r
i+1 := ri+1 − (b−Axi+1) = ri − αisi + δri − b+A(xi + αipi + δxi )

= ri − (b−Axi)− αi(Api) +A(αipi) +Aδxi + δri (4)
= ∆r

i + A(αipi)− αi(Api)︸ ︷︷ ︸
non-commutativity error

+ Aδxi + δri︸ ︷︷ ︸
local rounding error

,

where the equation on the second line holds since si := Api is calculated exactly in Algorithm 1.
The error term that is added by the current update consists of two components. The first term
allows to focus on the non-commutativity of the floating point representation in the spmv αiApi.

RR n° 8849



8 Cools et al.

Figure 2: Propagation of rounding errors for standard CG. Left: residual rounding error ‖ri−(b−Axi)‖
(solid black) and estimate ‖∆r

i ‖ computed using (17) (dashed black). The true and recursive residual
deviate around iteration i = 110, where rounding errors start to dominate convergence. The main
accumulation of rounding errors is observed to take place in the first few iterations of CG. Right: non-
commutativity error ‖A(αipi) − αi(Api)‖, see (6) (solid black) and estimate 2αi‖si‖ψ (16) (dashed
black). Rounding errors are largest in the initial phase of the algorithm, where the update αipi is large.

The second term is due to the local rounding errors of the recurrence relations (3) in the i-th
iteration. We briefly expound on the significance of both terms in the propagation of rounding
errors in the CG algorithm.

From (4) it follows that the accumulated rounding error after k iterations is

∆r
k =

k∑
i=0

(A(αipi)− αi(Api)) +

k∑
i=0

(Aδxi + δri ) . (5)

The initial error is zero, since r0 is computed as the true residual. In the initial steps of the
algorithm the norm of the search direction update αipi = xi+1− xi is typically large, since large
updates of the solution take place at this stage in the numerical scheme. Hence, because of these
large updates, the non-commutativity errors, ‖A(αipi)−αi(Api)‖, are large, and vastly dominate
the local rounding errors ‖Aδxi +δri ‖. As a result the error ∆r

i grows rapidly in the first few steps
of the CG algorithm. This is illustrated in Figure 2 (left panel).

In this paper we assume that δxi and δri feature no errors larger than machine precision.2 In
this case, the accumulated rounding error that can be observed in Figure 2 at the stagnation
point is entirely due to the non-commutativity error ‖A(αipi)−αi(Api)‖. Hence, when modeling
the propagation of rounding errors in CG and related algorithms, the contributions of the local
rounding error terms Aδxi + δri are, at this moment, neglected.

We obtain the following rounding error propagation model for the residual in CG:

‖∆r
i+1‖ = ‖∆r

i ‖+ ‖A(αipi)− αi(Api)‖. (6)

2Note: An error component that is significantly larger than machine precision in δxi or δri (e.g. due to hardware
failure, a so-called ‘soft error’) unavoidably has a long-lasting effect on CG convergence. This will be permanently
reflected in the difference between the true and recursive residual, since all errors as summed, cf. (5). Although
the elementary insights proposed here may possibly also prove useful in the context of soft error analysis, the
focus of this work is on rounding error propagation.

Inria



Improved the maximal attainable accuracy of pipelined CG 9

The norm ‖ · ‖ indicates the standard 2-norm throughout this work. The above expression in
principle gives an upper bound on the error; however, numerical results indicate that in practice
this bound is tight, and the worst-case error estimate (6) is hence accurate. The model (6) implies
that the rounding error on the residual increases in function of the iterations, as shown in Figure
2 (left). Around iteration i = 110, the rounding errors attain the same order of magnitude
as the residuals, and the true residuals stagnate. The largest accumulation of rounding errors
takes place in the initial iterations of the CG algorithm, where the non-commutativity error,
‖A(αipi)− αi(Api)‖, is the largest, see Figure 2 (right). This is due to the fact that the update
αipi is the largest in the initial phase of the algorithm, as commented on above.

The error model (6) accurately predicts the rounding errors, and can hence be used to monitor
the magnitude of the propagated rounding errors on run time level while executing CG. This
might allow to stop the algorithm at the stagnation point, i.e. ‖∆r

i ‖ = ‖ri‖, where performing
additional iterations no longer improves the true residual. However, the computation of the
non-commutativity error ‖A(αipi)− αi(Api)‖ would require an additional two spmv operations
in each step of the algorithm, which is an unacceptable extra computationally cost. We therefore
propose to estimate the non-commutativity error in (6) using the following lemma.

Lemma 2.1 The non-commutativity error ‖A(αipi)−αi(Api)‖ in the rounding error model (6)
can be bounded from above by

‖A(αipi)− αi(Api)‖ ≤ 2(m+ 1)αi‖si‖ψ, (7)

where m is the average number of nonzero elements per row of the matrix A.

Proof: We adopt the notation used by Demmel in [7], Section 1.5.1, i.e.

fl(a� b) = (a� b)(1 + δ�) (8)

where |δ�| < ψ. Here � stands for any of the operations +, −, ∗ or /. Note that in the remainder
of this proof we drop the iteration index in (7) for notational convenience. The calculation of the
i-th element of the vector A(αp), whereA is the system matrix, α is a scalar and p = (p1, . . . , pN )T

is a column vector, features the following rounding errors:

fl ((A(αp))i) = fl

 N∑
j=1

Aij(αpj)


=

 N∑
j=1

Aij(αpj)

 (1 + δ∗2)(1 + δ∗1)

m−1∏
j=1

(1 + δ+j ), (9)

where |δ∗1 | < ψ summarizes the rounding errors on the products αpj , |δ∗2 | < ψ represents the
rounding errors on the products Aij(αpj), and |δ+j | < ψ are the m − 1 rounding errors on the
m-term sum, with m the number of non-zero elements in the i-th row of the sparse matrix A.
Note that we have

(1− ψ)m+1 ≤
m+1∏
j=1

(1 + δ�j ) ≤ (1 + ψ)m+1. (10)

Since for any sparse matrix A it holds that (m+1)ψ < 1, we can use the first order approximations
to the bounds to obtain

1− (m+ 1)ψ ≤
m+1∏
j=1

(1 + δ�j ) ≤ 1 + (m+ 1)ψ, (11)

RR n° 8849



10 Cools et al.

cf. the work by Paige [18]. Hence, we obtain

fl ((A(αp))i) =

 N∑
j=1

Aij(αpj)

 (1 + δ̄i), i = 1, . . . , N, (12)

with |δ̄i| ≤ (m+ 1)ψ. Analogously, the rounding error on the i-th element of α(Ap) is

fl ((α(Ap))i) =

 N∑
j=1

α(Aijpj)

 (1 + ¯̄δi), i = 1, . . . , N, (13)

with |¯̄δi| ≤ (m+ 1)ψ. The element-wise non-commutativity error can thus be estimated as

|fl ((A(αp))i)− fl ((α(Ap))i) | =

∣∣∣∣∣∣
 N∑
j=1

Aij(αpj)

 δ̄i −

 N∑
j=1

α(Aijpj)

 ¯̄δi

∣∣∣∣∣∣
≤ 2(m+ 1)α

∣∣∣∣∣∣
N∑
j=1

Aijpj

∣∣∣∣∣∣ψ. (14)

Using simple properties of the 2-norm and the fact that s = Ap, the inequality (14) then readily
yields the following upper bound

‖fl(A(αp))− fl(α(Ap))‖ ≤ 2(m+ 1)α‖s‖ψ. (15)

�
Lemma 2.1 provides an absolute upper bound on the non-commutativity error. Indeed, the

sum
∑N
j=1 |Aijpj | bounds the largest possible value that one could compute without incorpo-

rating error cancellation caused by adding positive and negative numbers. In practice, however,
cancellation of rounding error does occur, most notably in the m-term row-sum in (9), such that
it holds |δ̄i| ≤ ψ and |¯̄δi| ≤ ψ. Hence, the worst-case upper bound (7) often largely overestimates
the actual non-commutativity error. We therefore propose to use the following estimate for the
error

‖A(αipi)− αi(Api)‖ ≈ 2αi‖si‖ψ. (16)

Using this estimate, the non-commutativity error, and hence the rounding error in the i-th step
of the CG algorithm, can be approximately computed as

‖∆r
i+1‖ = ‖∆r

i ‖+ 2αi‖si‖ψ. (17)

The above estimates are introduced in a somewhat ad hoc fashion here. However, numerical
experiments performed in Section 4 of this article on the Poisson model and a variety of SPD
matrices from Matrix Market support the error estimate (17).

Note that the incorporation of the error estimate (17) in the algorithm implies only very
limited additional computational overhead, since only the vector norm ‖si‖ has to be computed.
This dot-product computation requires global communication, but can be combined with the
existing global reduction required to compute αi in Algorithm 1, line 5, such that the number of
global reductions remains identical. Hence, the estimated rounding error can be monitored by
keeping track of (17) in the CG algorithm.

The dashed lines in Figure 2 show the rounding error estimates for the per-iteration non-
commutativity error (16) (right) and the rounding error (17) (left). Moreover, the error estimate

Inria



Improved the maximal attainable accuracy of pipelined CG 11

Algorithm 2 Preconditioned Chronopoulos/Gear CG

1: procedure pcgcg(A, M−1, b, x0)
2: r0 := b−Ax0; u0 := M−1r0; w0 := Au0
3: α0 := (r0, u0)/(w0, u0); β := 0; γ0 := (r0, u0)
4: for i = 0, . . . do
5: pi := ui + βipi−1
6: si := wi + βisi−1
7: xi+1 := xi + αipi
8: ri+1 := ri − αisi
9: ui+1 := M−1ri+1

10: wi+1 := Aui+1

11: γi+1 := (ri+1, ui+1)
12: δ := (wi+1, ui+1)
13: βi+1 := γi+1/γi
14: αi+1 := (δ/γi+1 − βi+1/αi)

−1

15: end for
16: end procedure

‖∆r
i ‖ could be used in a stopping criterion to predict the residual stagnation point, i.e. when

‖ri‖ ≤ ‖∆r
i ‖, see Figure 2 (left). Given that the error estimate is sufficiently accurate, this

stopping criterion could act as a valuable alternative to traditional stopping criteria based on
backward error computation

‖x− xi‖
‖x‖

≤ κ(A)
‖ri‖
‖b‖

, ri = b−Axi, (18)

see Liesen and Strakos [17] (p. 317). Indeed, the true residual ri is generally not computed in the
CG algorithm and the recursive residual may be polluted by rounding errors as outlined above,
rendering (18) possibly inconvenient to use. The error estimate ‖∆r

i ‖ may provide valuable
information to complement the backward error stopping criterion in this context.

2.4 Accumulation of rounding errors in Chronopoulos/Gear CG

The Chronopoulos/Gear CG algorithm, Algorithm 2, is an alternative formulation of CG pro-
posed in [5], which reduces the number of global synchronization points from two (Algorithm 1,
lines 5 and 9) to just one (Algorithm 2, lines 11-12). This reformulation is obtained at the cost
of one additional axpy to update the auxiliary variable si = Api, which is now also computed
recursively using the exactly computed wi := Aui. Note that in exact arithmetic, Algorithm 2
is mathematically equivalent to standard preconditioned CG, Algorithm 1.

In Algorithm 2 the solution xi+1, the residual ri+1, the search direction pi and the auxiliary
variable si are updated recursively as{

pi = ri + βipi−1,

si = wi + βisi−1,

{
xi+1 = xi + αipi,

ri+1 = ri − αisi.
(19)

The propagation of rounding errors in Chronopoulos/Gear CG is however different from the
traditional CG algorithm, since in each step rounding errors are now introduced in both the
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12 Cools et al.

Figure 3: Propagation of rounding errors for Chronopoulos/Gear CG. Left: residual rounding error
‖ri − (b−Axi)‖ (solid black) and auxiliary rounding error ‖si −Api‖ (solid green), and their respective
estimates ‖∆r

i ‖ and ‖∆s
i‖, see (23) (dashed lines). Note how the residual rounding errors ‖∆r

i ‖ stagnate,
while the rounding errors ‖∆s

i‖ decay. Right: non-commutativity errors ‖Aαipi − αiApi‖ (solid black)
and ‖Aβi+1pi − βi+1Api‖ (solid green), and their estimates 2αi‖si‖ψ (dashed black) and 2βi+1‖si‖ψ
(dashed green).

recursions for ri and si. The rounding error on the residual ri+1 is

∆r
i+1 := ri+1 − (b−Axi+1) = ri − αisi − b+A(xi + αipi)

= (ri − (b−Axi))− αi(si −Api) +Aαipi − αiApi (20)
= ∆r

i − αi∆s
i +Aαipi − αiApi,

where again the local rounding errors are neglected to simplify the notation. Note that in Algo-
rithm 2 si, defined as Api, is also not explicitly calculated but rather derived from a recurrence
relation. Hence, like the error on the residual, the rounding error ∆s

i = si − Api also grows in
function of i. We find in a similar way to the above

∆s
i+1 := si+1 −Api+1 = wi+1 + βi+1si −A(ri+1 + βi+1pi)

= (wi+1 −Ari+1) + βi+1(si −Api)−Aβi+1pi + βi+1Api (21)
= βi+1∆s

i −Aβi+1pi + βi+1Api,

where the final equation holds since wi+1 := Ari+1 is computed exactly in Algorithm 2, line 10.
Combining (20) and (21) we obtain the following rounding error propagation model for

Chronopoulos/Gear CG:(
‖∆r

i+1‖
‖∆s

i+1‖

)
=

(
1 αi
0 βi+1

)(
‖∆r

i ‖
‖∆s

i‖

)
+

(
‖αiApi −Aαipi‖
‖βi+1Api −Aβi+1pi‖

)
. (22)

Note that the scalars αi and βi are positive per definition. The above error propagation model is
the analogon of the standard CG model (6). However, in Chronopoulos/Gear CG, the residual
rounding errors are propagated by contributions from non-commutativity errors in both ri and
si. We point out that, similar to (6), the model (22) in fact simulates a worst-case scenario for
rounding error propagation, due to the summation of the right-hand side norms in (20)-(21).
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Improved the maximal attainable accuracy of pipelined CG 13

Algorithm 3 Pipelined Chronopoulos/Gear CG

1: procedure pipe-cg(A, b, x0)
2: r0 := b−Ax0; w0 := Ar0
3: for i = 0, . . . do
4: γi := (ri, ri)
5: δ := (wi, ri)
6: qi := Awi
7: if i > 0 then
8: βi := γi/γi−1; αi := (δ/γi − βi/αi−1)−1

9: else
10: βi := 0; α := γi/δ
11: end if
12: zi := qi + βizi−1
13: si := wi + βisi−1
14: pi := ri + βipi−1
15: xi+1 := xi + αipi
16: ri+1 := ri − αisi
17: wi+1 := wi − αizi
18: end for
19: end procedure

To obtain more insight into the propagation of the individual errors on r and s, we briefly
suppose that the scalars αi and βi are iteration independent constants, such that the small 2-
by-2 matrix in (22) does not change over the course of the iteration. The eigenvalues of this
matrix then predict the asymptotic, long-term growth of the error components. Its eigenvalues
are λ1 = 1 and λ2 = βi+1, corresponding to the residual rounding error ‖∆r

i ‖ and the auxiliary
rounding error ‖∆s

i‖ respectively. Given the assumption that βi < 1 becomes small near the
end of the algorithm, and given that βi remains approximately constant over the course of the
algorithm, the residual rounding error is hence expected to stagnate, while the error on s decays.

This is illustrated on Figure 3 (left panel), where the effective rounding errors ‖ri−(b−Axi)‖
and ‖si −Api‖ are displayed by solid lines. Compared to standard CG, the additional rounding
errors caused by the recursion for the auxiliary variable si has little effect on the true residual
at the stagnation point.

In analogy to (17) and applying Lemma 2.1, the propagation of rounding errors in Chronopou-
los/Gear CG can now be estimated by approximating the non-commutativity errors in (22) as
follows (

‖∆r
i+1‖

‖∆s
i+1‖

)
=

(
1 αi
0 βi+1

)(
‖∆r

i ‖
‖∆s

i‖

)
+

(
2αi‖si‖ψ

2βi+1‖si‖ψ

)
. (23)

Figure 3 (right) illustrates the effective non-commutativity errors (solid lines) and their re-
spective estimates (dashed lines). The dashed lines on the right panel show the estimated accu-
mulated rounding errors ‖∆r

i ‖ and ‖∆s
i‖, which are computed from the non-commutativity error

estimates using error model (23).

2.5 Accumulation of rounding errors in pipelined CG
A similar rounding error analysis can be performed for pipelined Krylov algorithms. We discuss
the pipelined Chronopoulous/Gear CG shown in Algorithm 3. In addition to the solution xi
and the residual ri = b − Axi, Algorithm 3 uses three auxiliary vectors, defined as si := Api,

RR n° 8849



14 Cools et al.

wi := Ari and zi := Asi = A2pi. This implies the following recursive updates are computed in
each step of the algorithm:

zi = qi + βizi−1,

si = wi + βisi−1,

pi = ri + βipi−1,


xi+1 = xi + αipi,

ri+1 = ri − αisi,
wi+1 = wi − αizi.

(24)

Lemma 2.2 Let ri, si, wi, zi, pi and xi as defined above, be the vectors generated by the pipelined
Chronopoulos/Gear CG Algorithm 3, and let the respective rounding errors ∆r

i , ∆s
i , ∆w

i and ∆z
i

be defined as follows 
∆r
i := ri − (b−Axi),

∆s
i := si −Api,

∆w
i := wi −Ari,

∆z
i := zi −Asi.

(25)

Then the rounding errors between the true and recursive values satisfy the relation
‖∆r

i+1‖
‖∆s

i+1‖
‖∆w

i+1‖
‖∆z

i+1‖

 =


1 αi 0 0
0 βi+1 1 αi
0 0 1 αi
0 0 0 βi+1



‖∆r

i ‖
‖∆s

i‖
‖∆w

i ‖
‖∆z

i ‖

+


eri
esi
ewi
ezi

 , (26)

where the non-commutativity errors eri , esi , ewi and ezi are defined as
eri
esi
ewi
ezi

 :=


‖αiApi −Aαipi‖

‖βi+1Api −Aβi+1pi‖+ ‖αiAsi −Aαisi‖
‖αiAsi −Aαisi‖
‖βi+1Asi −Aβi+1si‖

 . (27)

Proof: For the difference between the true residual and the recursive residual we find the
recurrence relation:

∆r
i+1 := ri+1 − (b−Axi+1) = ri − αisi − b+A(xi + αipi)

= (ri − b+Axi)− αi(si −Api) +Aαipi − αiApi (28)
= ∆r

i − αi∆s
i +Aαipi − αiApi,

where we added and subtracted αiApi identically to (20). Note that si is not explicitly calculated
but rather derived recursively. The error ∆s

i is given by

∆s
i+1 := si+1 −Api+1 = wi+1 + βi+1si −A(ri+1 + βi+1pi)

= βi+1(si −Api) + (wi+1 −Ari+1)−Aβi+1pi + βi+1Api (29)
= βi+1∆s

i + ∆w
i+1 −Aβi+1pi + βi+1Api.

Similarly, the auxiliary variable wi is not explicitly calculated and thus diverges from its exact
value Ari. We compute the error ∆w

i+1 as

∆w
i+1 := wi+1 −Ari+1 = wi − αizi −A(ri − αisi)

= (wi −Ari)− αi(zi −Asi) +Aαisi − αiAsi (30)
= ∆w

i − αi∆z
i +Aαisi − αiAsi.
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Improved the maximal attainable accuracy of pipelined CG 15

Figure 4: Propagation of rounding errors for pipelined Chronopoulos/Gear CG. Left: residual rounding
error ‖ri − (b − Axi)‖ (solid black) and auxiliary rounding errors ‖si − Api‖ (solid green), ‖wi − Ari‖
(solid magenta), and ‖zi −Asi‖ (solid yellow). Respective error estimates ‖∆r

i ‖, ‖∆s
i‖, ‖∆w

i ‖ and ‖∆z
i ‖

(dashed lines) are computed using (26) and (32). Note how the rounding errors ‖∆r
i ‖, ‖∆s

i‖ and ‖∆w
i ‖

stagnate, while the rounding errors ‖∆z
i ‖ decay. The true residual stagnates several orders of magnitude

above the bound ‖A‖ψ. Right: non-commutativity errors eri (solid black), esi (solid green), ewi (solid
magenta) and ezi (solid yellow), see (27), and their respective estimates (dashed lines), see (32) .

Here we observe that the auxiliary variable zi is derived recursively, such that its recursive and
true values diverge. Thus

∆z
i+1 := zi+1 −Asi+1 = qi+1 + βi+1zi −A(wi+1 + βi+1si)

= (qi+1 −Awi+1) + βi+1zi − βi+1Asi + βi+1Asi −Aβi+1si (31)
= βi+1∆z

i −Aβi+1si + βi+1Asi,

where the final equation holds since qi+1 := Awi+1 is computed exactly in Algorithm 3, line 6.
�

To incorporate the rounding error model into the pipelined CG Algorithm 3, we again propose
to estimate the non-commutativity errors, (27), as follows

eri
esi
ewi
ezi

 ≈


2αi‖si‖ψ
2βi+1‖si‖ψ + 2αi‖zi‖ψ

2αi‖zi‖ψ
2βi+1‖zi‖ψ

 , (32)

which only requires the vector norms ‖si‖ and ‖zi‖ to be computed. These computations, which
are computationally inexpensive but require additional global communication, can be combined
with the existing global reduction in Algorithm 3, line 4-5, and hence do not reduce the overall
efficiency of the algorithm.

Figure 4 shows the propagated rounding errors (left) and the per-iteration non-commutativity
errors (right) for pipelined CG. The estimated rounding errors are computed by replacing the non-
commutativity error estimates (32) into the error model (26). Although the non-commutativity
estimates are sharp, the rounding errors appear to be slightly overestimated. Nonetheless, the
error prediction model (26) allows for a fairly accurate prediction of the stagnation point. Note
how the residual rounding error stagnates several orders of magnitude above the bound ‖A‖ψ
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16 Cools et al.

Algorithm 4 Preconditioned pipelined CG

1: procedure ppipe-cg(A, M−1, b, x0)
2: r0 := b−Ax0; u0 := M−1r0 ; w0 := Au0
3: for i = 0, . . . do
4: γi := (ri, ui)
5: δ := (wi, ui)
6: mi := M−1wi
7: ni := Ami

8: if i > 0 then
9: βi := γi/γi−1; αi := (δ/γi − βi/αi−1)−1

10: else
11: βi := 0;αi = γi/δ
12: end if
13: zi := ni + βizi−1
14: qi := mi + βiqi−1
15: si := wi + βisi−1
16: pi := ui + βipi−1
17: xi+1 := xi + αipi
18: ri+1 := ri − αisi
19: ui+1 := ui − αiqi
20: wi+1 := wi − αizi
21: end for
22: end procedure

(dotted line), as was observed in Figure 1. Indeed, the additional rounding errors by the recur-
sions for the three auxiliary variables si, wi and zi in pipelined CG have a significant impact on
the value of the true residual at the stagnation point. After the true residual stagnates (around
iteration i = 110 in the current 2D Poisson example), the updates to αi and βi become corrupt,
leading to irregular behavior, see Section 3.1.

To gain an insight into the long-term growth of the error components, we consider the eigen-
values of the 4-by-4 propagation matrix in (26). Since the propagation matrix is upper triangular,
it is easy to derive that they are given by λ1 = λ3 = 1 and λ2 = λ4 = βi+1. We again suppose
that close to convergence βi is approximately constant and βi < 1 is small. The rounding errors
‖∆r

i ‖ and ‖∆w
i ‖ correspond to the eigenvalues λ1 and λ3, and are hence expected to stagnate.

However, since the propagation matrix additionally features a strong dependence of ‖∆s
i+1‖ on

‖∆w
i ‖, the stagnation of ‖∆w

i ‖ implies that the error ‖∆s
i‖ will also stagnate after sufficiently

many iterations. The error ‖∆z
i ‖ corresponds to the eigenvalue βi+1, and is thus expected to

decay in function of the iterations. This is observed in Figure 4 (left), where the three rounding
errors on r, s and w effectively stagnate, and only the error on the auxiliary variable z decays.

2.6 Accumulation of rounding errors in preconditioned pipelined CG

In this section we extend the discussion of the growth of the rounding errors to preconditioned
pipelined CG, Algorithm 4. Compared to unpreconditioned pipelined CG, Algorithm 4 features
six recursions for xi, pi, ri := b − Axi, si := Api, wi := Aui and zi := Aqi as before. However,
two additional recursions are computed for the preconditioned residual ui := M−1ri and the

Inria



Improved the maximal attainable accuracy of pipelined CG 17

auxiliary variable qi := M−1si, leading to a total of eight recursive updates:
zi = ni + βizi−1,

qi = mi + βiqi−1,

si = wi + βisi−1,

pi = ui + βipi−1,


xi+1 = xi + αipi,

ri+1 = ri − αisi,
ui+1 = ui − αiqi,
wi+1 = wi − αizi.

(33)

The extra recursions for ui and qi additionally lead to rounding errors. However, their influence
on the algorithm appears to be very limited, as shown by the following lemma.

Lemma 2.3 Let ri, si, wi, zi, pi, ui, qi, and xi as defined above, be the vectors generated by
the preconditioned pipelined Chronopoulos/Gear CG Algorithm 4, and let the respective rounding
errors ∆r

i , ∆s
i , ∆w

i , ∆z
i , ∆u

i and ∆q
i be defined as follows

∆r
i := ri − (b−Axi),

∆s
i := si −Api,

∆w
i := wi −Aui,

∆z
i := zi −Aqi,

∆u
i := ui −M−1ri,

∆q
i := qi −M−1si.

(34)

Then the rounding errors between the true and recursive values satisfy the relation
‖∆r

i+1‖
‖∆s

i+1‖
‖∆w

i+1‖
‖∆z

i+1‖
‖∆u

i+1‖
‖∆q

i+1‖

 =


1 αi 0 0 0 0
0 βi+1 1 αi 0 0
0 0 1 αi 0 0
0 0 0 βi+1 0 0
0 0 0 0 1 αi
0 0 0 0 0 βi+1




‖∆r

i ‖
‖∆s

i‖
‖∆w

i ‖
‖∆z

i ‖
‖∆u

i ‖
‖∆q

i ‖

+


eri
esi
ewi
ezi
eui
eqi

 , (35)

where the non-commutativity errors eri , esi , ewi , ezi , eui and eqi are defined as
eri
esi
ewi
ezi
eui
eqi

 :=


‖αiApi −Aαipi‖

‖βi+1Api −Aβi+1pi‖+ ‖αiAqi −Aαiqi‖
‖αiAqi −Aαiqi‖
‖βi+1Aqi −Aβi+1qi‖
‖αiM−1si −M−1αisi‖
‖βi+1M

−1si −M−1βi+1si‖

 . (36)

Proof: The derivations of the rounding error relations for ∆r
i+1, ∆s

i+1, ∆w
i+1 and ∆z

i+1 are
completely analogue to the proof of Lemma 2.3, and are omitted here to avoid redundancy. The
rounding error on the preconditioned residual ui is computed as follows

∆u
i+1 := ui+1 −M−1ri+1 = ui − αiqi −M−1(ri − αisi)

= (ui −M−1ri)− αi(qi −M−1si) +M−1αisi − αiM−1si (37)
= ∆u

i − αi∆
q
i +M−1αisi − αiM−1si.
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The auxiliary variable qi is in turn computed from a recurrence relation, and hence deviates from
its exact value. This deviation is characterized as

∆q
i+1 := qi+1 −M−1si+1 = mi+1 + βi+1qi −M−1(wi+1 + βi+1si)

= (mi+1 −M−1wi+1) + βi+1(qi −M−1si)−M−1βi+1si + βi+1M
−1si (38)

= βi+1∆q
i −M

−1βi+1si + βi+1M
−1si,

where the final equation holds since mi+1 := M−1wi+1 is calculated exactly in each step of
Algorithm 4, line 6. �

The non-commutativity errors (36) can be approximately calculated in each step of the pre-
conditioned pipelined CG Algorithm 4 as

eri
esi
ewi
ezi
eui
eqi

 :=


2αi‖si‖ψ

2βi+1‖si‖ψ + 2αi‖zi‖ψ
2αi‖zi‖ψ

2βi+1‖zi‖ψ
2αi‖qi‖ψ

2βi+1‖qi‖ψ

 . (39)

Equation (35) shows that for preconditioned pipelined CG, a total of six recursions induce
rounding errors in the algorithm. Note, however, that the system of error relations is in fact
decoupled, since no coupling exists between the ∆u

i and ∆q
i errors and the remaining four errors

components. Hence, in the case of preconditioned pipelined CG, two independent blocks of
coupled errors exist, i.e.

‖∆r
i+1‖

‖∆s
i+1‖

‖∆w
i+1‖

‖∆z
i+1‖

 =


1 αi 0 0
0 βi+1 1 αi
0 0 1 αi
0 0 0 βi+1



‖∆r

i ‖
‖∆s

i‖
‖∆w

i ‖
‖∆z

i ‖

+


eri
esi
ewi
ezi

 (40)

and (
‖∆u

i+1‖
‖∆q

i+1‖

)
=

(
1 αi
0 βi+1

)(
‖∆u

i ‖
‖∆q

i ‖

)
+

(
eui
eqi

)
. (41)

The 4-by-4 block is identical to the error propagation model in unpreconditioned pipelined
CG, see (26), and predicts the rounding error on the residual ri. The small 2-by-2 block models
the rounding error on the preconditioned residual ui. This implies that, when incorporating
the rounding error model in Algorithm 4, in principle both the rounding error on the residual
and preconditioned residual must be monitored separately to predict the stagnation point of the
true residual. In practice, however, the accumulation of rounding error in the preconditioned
residual ui is negligible compared to the rounding error accumulation on the residual ri. This
is due to the fact that, given M is an accurate and easily invertible preconditioner to A, the
non-commutativity errors eui and eqi are significantly smaller compared to the non-commutativity
errors eri , esi , ewi and ezi . Indeed, if M and A are chosen such that ‖M−1‖ � ‖A‖, it follows that
‖αM−1s−M−1αs‖ � ‖αAs−Aαs‖ for any given scalar α and vector s = (s1, . . . , sN )T . Hence,
the accumulation of rounding errors on the preconditioned residual ui described by (41) is much
smaller than the accumulation on the unpreconditioned residual ri given by (40), and can thus
be neglected when aiming to predict the stagnation point in Algorithm 4. This observation is
confirmed by the numerical results in Section 4 of this paper.
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3 Pipelined CG with residual replacement to improve accu-
racy

The aim of this section is to suggest a residual replacement strategy for pipelined CG methods
to improve the maximal attainable accuracy of pipelined CG, Algorithms 3 and 4. As shown
above, the cause of this reduced accuracy can be found in the preceding analysis of rounding
error propagation in pipelined CG. We therefore propose robust countermeasures to reduce the
propagation of rounding errors.

3.1 Residual stagnation
Experiments with pipelined CG show that the true residual stagnates several order of magnitude
above the maximal attainable accuracy of the true residual in standard CG. This effect was
briefly discussed by Ghysels et al. in [13], and is clearly visible from Figure 4. The cause of this
early stagnation was traced back to the accumulation of rounding errors by the analysis in the
previous section. Furthermore, the residual history shows irregular peaks in the true residual
beyond the stagnation point, see Fig. 1 (right) and Fig. 4.

The origin of the irregular behavior can also be found in the rounding errors for the recursive
updates on ri, and its effect on the recurrence for the scalars αi and βi in Algorithm 3 and 4.
Algorithm 3 uses the subsequent γi := (ri, ri) to calculate an update for αi and βi. Here βi is
traditionally defined as γi/γi−1 = (ri, ri)/(ri−1, ri−1). Furthermore, αi := γi/(pi, Api), such that
we can write pTi Api = γi/αi. This yields

δ := rTi Ari = (pi − βipi−1)TA(pi − βipi−1) = pTi Api + β2
i p
T
i−1Api−1, (42)

where we used that the search directions pi are A-orthogonal to eliminate the term pTi Api−1. We
obtain

δ =
γi
αi

+ β2
i

γi−1
αi−1

=
γi
αi

+ βi
γi
αi−1

(43)

Reorganizing the above directly leads to the relation for αi

αi = (δ/γi − βi/αi−1)−1. (44)

When the pipelined CG algorithm is close to convergence, the rounding errors dominate the
update for ri as described by the error model (26). This causes the (orthogonality) relations that
typically hold between subsequent residuals to become invalid, leading to significant errors in αi
and βi. As a result, inaccuracies and even divergence from the solution may arise, leading to the
peaks observed on Figure 4 after the stagnation point. However, the inevitable movement away
from the solution results in a growth of (ri, ri). Consequently, after a small number of iterations
the scalars αi and βi can again be accurately calculated, leading to renewed convergence and a
reduction in the residuals. When the residual rounding errors again become dominant, the cycle
restarts and a new peak in the residual history is formed.

3.2 Residual replacement strategy
In this section we propose a residual replacement strategy to improve the maximal attainable
accuracy of pipelined CG. Furthermore, the proposed method will alleviate the residual irregu-
larities after the stagnation point that were described above. The idea of residual replacement
in Krylov subspace methods was discussed by Van der Vorst and Ye [21].

The main idea in using residual replaced for pipelined CG is to replace the vectors r, s, w
and z, which are computed using recurrence relations, see Algorithm 3, line 12-13 and 16-17, and
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are, hence, contaminated by rounding errors in each step of the algorithm, by their definition
values at a given iteration i in the algorithm, i.e.

si = Api,

zi = Asi,

ri+1 = b−Axi+1,

wi+1 = Ari+1.

(45)

Note how the current solution guess xi+1 and the search direction pi are not replaced, since
the exact values of these vectors are unknown. In the preconditioned pipelined Algorithm 4, we
additionally replace the vectors u and q by their exact values{

qi = M−1si,

ui+1 = M−1ri+1.
(46)

However, two important questions directly arise when incorporating a residual replacement in
pipelined CG. First, one could inquire if such a drastic replacement strategy does not destroy
the established Krylov convergence. The analysis performed in [21] substantiates that residual
replacement effectively maintains convergence when it is applied at the right moment in the
iteration. A second, related question concerns the iteration in which replacements should take
place. Since each residual replacement step comes at the cost of computing additional spmv’s,
an accurate criterion to determine the need for residual replacement, i.e. the iteration i, that
does not overestimate the total number of replacements, is essential.

We briefly recapitulate the main results from [21] and [20] below, which allow to formulate a
robust residual replacement strategy. The recurrences for r and p in pipelined CG, Algorithm 3,
are {

ri = ri−1 − αi−1Api−1 + ∆r
i ,

pi = ri + βipi−1 + ∆p
i .

(47)

The rounding errors ∆r
i and ∆p

i include the errors from calculating Api−1 through si and using
recurrences for all auxiliary variables, see (26). These rounding errors can typically be bounded
in terms of ψ. Combining the above recursions yields the perturbed Lanczos relation

AZi = ZiTi −
‖r0 − α0Ap0‖
αi‖r1‖‖ri‖

ri+1e
T
i + Fi with Zi =

[
r1
‖r1‖

, . . . ,
ri
‖ri‖

]
, (48)

see [21], where Ti is a tridiagonal matrix and Fi = [f1, . . . , fi] with

fi =
A∆p

i

‖ri‖
+

1

αi

∆r
i+1

‖ri‖
− βi
αi−1

∆r
i

‖ri‖
. (49)

Equation (48) is the Lanczos equation satisfied by the exact CG iteration in infinite precision,
perturbed by the matrix Fi which depends on the rounding errors ∆r

j and ∆p
j for all j = 1, . . . , i.

A key result from [20] states that if ri satisfies the perturbed Lanczos relation (48), then

‖ri+1‖ ≤ Ci min
p∈Pi,p(0)=1

‖p(A+ ∆Ai)r1‖, (50)

where Ci > 0 is an iteration-dependent constant and ∆Ai = −FiZ+
i . This implies that even if

the perturbation Fi is significantly larger than ψ, which is the case after residual replacement
in step i, the norm of the residual ‖ri+1‖ is not significantly affected, and convergence remains
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Figure 5: Propagation of rounding errors for pipelined CG with residual replacement. Left: residual
rounding error ‖ri − (b − Axi)‖ (solid black) and auxiliary rounding errors ‖si − Api‖ (solid green),
‖wi−Ari‖ (solid magenta), and ‖zi−Asi‖ (solid yellow). Respective error estimates ‖∆r

i ‖, ‖∆s
i‖, ‖∆w

i ‖
and ‖∆z

i ‖ (dashed lines) are computed using (26) and (32). Note how the residual replacement strategy
(51) improves the true residual norm at the stagnation point (around iteration i = 110) compared to
standard pipelined CG, see Figure 4, leading to a final residual norm which is comparable to standard
CG, see Figure 2. Right: non-commutativity errors eri (solid black), esi (solid green), ewi (solid magenta)
and ezi (solid yellow), see (27), and their respective estimates (dashed lines), see (32) .

stable. Based on the bound (50), Van der Vorst et al. propose to update the residuals and other
vectors to their true values only when the residual vector norm ‖ri‖ is sufficiently large compared
to the rounding error ‖∆r

i ‖. Convergence is then expected to resume in a similar fashion after
the residual replacement step. Performing replacements when ‖ri‖ is small is not recommended,
since this could affect the CG convergence [21].

As the iteration proceeds, ‖∆r
i ‖ typically increases, while the residual norm ‖ri‖ is expected

to decrease, see Figure 4 (left). The replacement strategy reduces the rounding error ∆r
i , but,

according to (50), should be carried out before ‖∆r
i ‖ becomes too large relative to ‖ri‖. Hence,

in analogy to [21], we use a threshold τ , typically chosen as τ =
√
ψ, and introduce the residual

replacement in step i of the pipelined CG Algorithm 3 or the preconditioned Algorithm 4 if

‖∆r
i−1‖ ≤ τ‖ri−1‖ and ‖∆r

i ‖ > τ‖ri‖. (51)

The above criterion ensures that convergence is maintained when residual replacement takes
places, since replacements are only allowed when ‖ri‖ is sufficiently large. Furthermore, it ensures
that no excess residual replacement steps are applied, keeping the total cost of the algorithm
as low as possible. The rounding error model (26), which was incorporated in pipelined CG to
predict the stagnation point, allows for a direct implementation of the replacement criterion (51)
in Algorithms 3 and 4.

Figure 5 is the analogon of Figure 4 with the incorporation of the above residual replacement
strategy in the pipelined CG algorithm. The replacement criterion (51) is implemented using
the estimated rounding errors given by (26). The criterion ensures that only a limited number of
replacement steps (in this case two) occur, and replacement only takes place when the residual
is large relative to the (estimated) rounding errors. After residual replacement the accumulated
residual rounding error is set to drop back to the ‖A‖ψ level. Additionally, observe how after a
residual replacement event proper convergence of the computed residuals is maintained. Indeed,
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Matrix N CG CG-CG p-CG p-CG-rr
iter res iter res iter res iter res rr

lapl50 2,500 119 2.2e-13 114 3.7e-13 102 1.6e-10 115 2.6e-13 2
lapl100 10,000 233 1.3e-12 221 2.7e-12 190 4.7e-09 224 1.4e-12 3
lapl200 40,000 460 7.0e-12 431 1.6e-11 340 1.0e-07 435 9.1e-12 4
lapl400 160,000 982 4.1e-11 841 9.3e-11 628 2.5e-06 853 5.7e-11 6
lapl800 640,000 1945 2.3e-10 1583 5.4e-10 1138 5.5e-05 1553 9.8e-10 10

Table 1: Model problem 2D Laplacian discretization matrices for growing number of grid points. A linear
system with right-hand side b = Ax̂ where x̂j = 1/

√
N is solved with each of these matrices with the four

different algorithms presented. The initial guess is all-zero x0 = 0. The number of iterations iter = i
required to reach the estimated rounding error on the residual is given, along with the corresponding
true residual res = ||b − Axi||. For the p-CG-rr method the table additionally indicates the number of
replacement steps rr.

up to iteration i = 110, the residuals shown in Figure 5 (left) are nearly indistinguishable from
the residuals of standard pipelined CG in Figure 4. The pipelined CG algorithm with automated
residual replacements, Algorithm 5, displays a stagnation of the true residual around iteration
i = 115, at which point the residual norm is comparable to the final residual norm of the standard
CG and Chronopoulos/Gear CG algorithms, see Figure 2. Additionally, the replacement strategy
allows to reduce the irregular residual behavior after iteration i = 110 that was observed in Figure
4.

4 Numerical results
Numerical results on a wide range of matrices from applications are presented to compare the
residual history of the different CG methods and show the improvement in maximal attainable
accuracy using the residual replacement strategy. The convergence results in Sections 4.1 and 4.2
are based on a Matlab implementation of the different CG algorithms and error estimates. Par-
allel performance measurements in Section 4.3 result from a PETSc implementation of pipelined
CG with automated residual replacements on a distributed memory machine using the message
passing paradigm.

4.1 Poisson model problem
The methods presented above are initially tested on a two-dimensional Laplace PDE model
(1) for growing numbers of grid points n. Table 1 shows convergence results for solving the
discretized Laplacian system (2) for n = 50, 100, 200, 400 and 800, with corresponding moderately
increasing conditions numbers, ranging from 1.5e+3 to 1.8e+5. A linear system with exact
solution x̂j = 1/

√
N , where N = n2 is the number of rows in A, such that ‖x̂‖ = 1 and right-hand

side b = Ax̂ is solved for each of these discretization matrices. The initial guess is always x0 = 0,
and the stopping criterion is ‖ri‖ < ‖∆r

i ‖, from which point on the true residual is expected
to stagnate. No preconditioner is used for the Laplace problem. The table lists the required
number of iterations iter and the final true residual norm res for the CG, Chronopoulos/Gear
CG, p-CG and p-CG-rr methods.

One observes from Table 1 that although the Chronopoulos/Gear CG algorithm generally
requires slightly less iterations than standard CG for the Poisson model, both methods obtain a
very similar final residual. For all grid sizes, the pipelined CG algorithm stagnates at a signifi-
cantly higher residual norm due to the propagation of rounding errors in the auxiliary recursions,
cf. Lemma 2.2. Using residual replacements in the pipelined CG algorithm, implemented using
criterion (51), the maximal attainable accuracy on the residual is improved significantly for all
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Figure 6: Convergence history for the different CG methods applied to four different symmetric positive
definite test matrices from various applications (see also Table 1 and 2). Solid lines: true residual norm
‖b − Axi‖; dotted lines: residual error ‖∆r

i ‖; dashed lines: recursive residual norm ‖ri‖. Convergence
of CG (blue) and Chronopoulos/Gear CG (red) is nearly indistinguishable. The pipelined CG method
(green) suffers from rounding error accumulation, leading to early stagnation way above the ‖A‖ψ level.
The residual replacement strategy applied in the p-CG-rr method (magenta) reduces the accumulation
of rounding errors, leading to a final residual accuracy that is similar to standard CG.
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problem sizes. Final residuals for the p-CG-rr method are again comparable to the residuals
obtained by standard CG, as shown in the table.

The top-left panel of Figure 6 shows the convergence history of the Poisson model problem
lapl200 with n = 200. The residual accuracy attained by p-CG-rr, Algorithm 5, is comparable
to the final residuals obtained by the CG and Chronopoulos/Gear CG Algorithms 1 and 2,
whereas the p-CG method, Algorithm 3, suffers heavily from the accumulation of rounding errors
(dotted green line). The application of several residual replacement steps in the initial phases
of the algorithm reduces the accumulation of rounding errors (dotted magenta line), leading to
significantly improved accuracy on the final residual.

4.2 Problems from Matrix Market
We present numerical results on a wide range of different linear systems to show the robustness of
the proposed residual replacement strategy. Table 2 lists all square, real and symmetric positive
definite matrices from Matrix Market3, with their respective condition number κ, number of
rows N and total number of nonzero elements #nnz. We again solve a linear system with
exact solution x̂j = 1/

√
N and right-hand side b = Ax̂ for each of these matrices with the four

presented methods, using an all-zero initial guess x0 = 0. The stopping criterion is based on
the estimated point of residual stagnation, i.e. when ‖ri‖ < ‖∆r

i ‖, as before. Jacobi diagonal
preconditioning (JAC) and Incomplete Cholesky Factorization (ICC) are included to reduce
the number of Krylov iterations if possible. Note that for some matrices the preconditioner is
designated by ∗ICC; in this case a compensated Incomplete Cholesky factorization is performed,
where a real non-negative scalar η is used as a global diagonal shift in forming the Cholesky
factor. For the nos1 and nos2 matrices, the shift is chosen to be η = 0.5, whereas for all other
∗ICC preconditioners we used η = 0.1.

Table 2 lists the number of iterations iter = i required such that ‖ri‖ < ‖∆r
i ‖, as well as

the final true residual norm res for all methods. A ‘-’ entry in the table denotes failure to meet
the stopping criterion within 5,000 iterations. Note how for all matrices the residual replace-
ment strategy incorporated in p-CG-rr improves the maximal attainable accuracy of the p-CG
method.4 For some matrices, notably s3rmq4m1, s3rmt3m1 and s3rmt3m3, only a minor im-
provement of the attainable accuracy is observed. In these examples the p-CG residual stagnates
significantly above the accuracy bound for standard CG, which is only partially resolved by the
replacement strategy. However, despite being unable to obtain the precision of standard CG for
these particular matrices, the maximal attainable accuracy of the p-CG algorithm is in general
significantly improved by the incorporation of the residual replacement technique.

Apart from the convergence for the Laplace model (top-left), cf. Table 1, Figure 6 additionally
illustrates the convergence history for several randomly selected matrices from Table 2. Fig. 6
(top-right) shows the true residual (solid), residual rounding error (dotted) and recursive residual
(dashed) for the bcsstk15 matrix with Jacobi preconditioning. The bottom panels of Fig. 6 show
the convergence history for the nos3 (bottom-left) and s1rmt3m1 (bottom-right) matrices with
ICC preconditioner respectively. The convergence of the standard CG and Chronopoulos/Gear
CG methods is nearly indistinguishable. The accumulation of rounding errors in the pipelined CG
algorithm causes the residuals to level off sooner compared to standard and Chronopoulos/Gear
CG, resulting in a less accurate final solution. Based on the estimated rounding errors and (51),
the residual replacement strategy resets the rounding errors in certain iterations, leading to a

3http://math.nist.gov/MatrixMarket/
4We note for completeness that the replacement criterion tolerance τ in (51) was manually modified in two

cases in Table 2 to optimize the replacement strategy (i.e. to avoid that either an excessive or a non-sufficient
number of replacements is performed). For the bcsstk18 matrix, the tolerance was set to τ = 1e+4

√
ψ, whereas

for the nos7 matrix we used τ = 1e-4
√
ψ.
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Figure 7: Strong scaling experiment performed on up to 20 nodes (240 cores). Left: Time to solution
(log10 scale) as function of number of nodes (log2 scale) for the 2D Poisson problem with 1000× 1000
unknowns. Right: Speedup as function of the number of nodes over standard CG solver on a single
node. All methods converged in 1474 iterations to a relative residual tolerance of 10−6. The p-CG-rr
algorithm performed 11 replacement steps.

much more accurate final solution. Note that the behavior of the pipe-CG-rr residuals near
the stagnation point differs slightly from the standard CG residuals, which is an artifact from
the irregularities in the scalar coefficients αi and βi near the stagnation point, see Section 3.1.
However, the final attainable accuracy on the pipe-CG-rr residuals is similar to standard CG.

4.3 Parallel performance

The pipelined CG method was presented in [13] in order to overcome the global communication
bottleneck that is characteristic for standard CG on large parallel machines. In this section we
demonstrate that the parallel performance of pipelined CG, Algorithm 4, is maintained by the
addition of the automated residual replacement strategy in the extended p-CG-rr Algorithm 5.

The following parallel experiment is performed on a small cluster with 20 compute nodes,
consisting of two 6-core Intel Xeon X5660 Nehalem 2.80 GHz processors each (12 cores per node),
for a total of 240 cores. Nodes are connected by 4×QDR InfiniBand technology, providing 32
Gb/s of point-to-point bandwidth for message passing and I/O.

We use PETSc [1] version 3.6.3, which includes implementations of the CG and p-CG algo-
rithms. The p-CG-rr Algorithm 5 was manually implemented by the authors as a direct extension
of the p-CG method. The benchmark problem used to asses parallel performance in this section
is a simple moderately-sized 2D Poisson model (1), available in the PETSc distribution as ex-
ample 2 in the Krylov solvers folder. The simulation domain is discretized using a second order
finite difference stencil with 1000× 1000 grid points (1 million unknowns). No preconditioner is
applied. The relative tolerance for Krylov solution imposed on the standard recursive residual
norm ‖ri‖2 is set to 10−6.

Since each node consists of 12 cores, we use 12 MPI processes per node to fully exploit paral-
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lelism on the machine. The MPI library used for this experiment is MPICH-3.1.35. Note that the
environment variables MPICH_ASYNC_PROGRESS=1 and MPICH_MAX_THREAD_SAFETY=multiple are
set to ensure optimal parallelism.

Figure 7 (left) shows the time to solution as a function of the number of nodes. For the given
benchmark problem it is observed that pipelined CG starts to outperform standard CG when the
number of cores exceeds 2. The maximum speed-up for p-CG on 20 nodes compared to CG on a
single node is 7.28, see Figure 7 (right), whereas the CG method achieves a speedup of only 1.92
on 20 nodes. This implies pipelined CG attains a net speedup of 3.79 compared to standard CG
when both are executed on 20 nodes. The p-CG-rr method shows very similar performance results
compared to p-CG. A minor slowdown is observed, which is primarily due to the computation
and communication of the two additional norms ‖s‖ and ‖z‖ in line 7-8 of Algorithm 5 that
are required for the automated residual replacement (rounding error estimates), and to a minor
extent due to the additional computational work to compute the extra spmv’s when residual
replacement takes place. The maximum speedup for p-CG-rr on 20 nodes compared to CG on a
single node is 7.06, yielding a total speedup of 3.66 compared to standard CG on 20 nodes.

Figure 8 shows the accuracy of the solution in function of the number of iterations (left) and
computational time (right) spend by the three algorithms for the 2D Poisson benchmark problem
on a 12 node setup. In only 3.17 seconds, corresponding to 2500 iterations (incl. 20 replacement
steps), the p-CG-rr algorithm obtains an accurate solution with a true residual norm of 2.12e-11.
Standard CG needs 9.38 s. to attain a comparable accuracy on the solution, performing 2300
iterations on the same 12 nodes. This is approximately three times slower than the time required
by p-CG-rr to obtain a similar precision, see also Figure 7. The p-CG method without residual
replacement is unable to reach the aforementioned accuracy regardless of computational effort.
Indeed, stagnation of the true residual norm around 1.0e-7 is imminent from 1700 iterations or,
equivalently, a total time of 2.15 s. onward.

5 Conclusion and Discussion

The deviation of the recursive residual from the true residual around machine precision level
is a well-known aspect of the CG method. Whereas the true residual stagnates due to the
accumulation of rounding errors on the solution, the recurred residual typically keeps decreasing.
This observation is significantly more prominent in the pipelined Chronopoulous & Gear version
of CG, leading to a stagnation of the residual norm several orders of magnitude above the
accuracy attainable by standard CG.

In this paper we have analyzed the propagation of rounding errors in pipelined CG. The
pipelined CG algorithm features additional auxiliary variables compared to standard CG, which
are computed using extra recursions (axpys) and are hence all prone to rounding error accu-
mulation. A model for rounding errors accumulation that couples all rounding error terms is
derived from the recursion relations of the individual auxiliary variables. This model allows to
accurately predict the influence of rounding errors on the residual in each step of the pipelined
algorithm.

In preconditioned pipelined CG an additional vector, namely the preconditioned residual
ui = M−1ri, is also contaminated by rounding errors accumulation. However, it is argued that
the accumulation of rounding errors on the preconditioned residual is much smaller than on the
unpreconditioned residual, and it can thus be neglected. The incorporation of the error model
in the pipelined CG method requires the calculation of two additional vector norms, requiring
global communication. However, these norm computations can easily be combined with the

5http://www.mpich.org/
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Figure 8: Accuracy experiment performed on 12 nodes (144 cores). Left: True residual as function of
iterations for the 2D Poisson problem with 1000 × 1000 unknowns. Right: True residual as function of
total time spend by the algorithm. Maximal number of iterations is 2500 for all methods; the p-CG-rr
algorithm performed 20 replacement steps (max.).

existing global communication phase, such that the global performance of the algorithm remains
intact.

The error propagation model is subsequently used to track the rounding error norm at run-
time level. Combining the error propagation model with a residual replacement strategy, the
true residual is calculated at specific times during the iteration when the accumulated rounding
error becomes too large. This automated replacement strategy leads to a significantly improved
solution, with a corresponding true residual norm that stagnates very close to the original CG
residual norm.

The automated residual replacement strategy is validated on a variety of numerical benchmark
problems, showing that the maximal attainable accuracy of pipelined CG is robustly improved
by several orders of magnitude. Moreover, results using a PETSc implementation were presented
to demonstrate that parallel performance is unaffected by incorporating the proposed residual
replacement strategy based on the rounding error propagation model into the pipelined CG
solver.
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Algorithm 5 Preconditioned pipelined CG with automated residual replacement

1: procedure ppipe-cg-rr(A, M−1, b, x0)
2: r0 := b−Ax0; u0 := M−1r0 ; w0 := Au0, τ :=

√
ψ, set replace := false

3: for i = 0, . . . do
4: γi := (ri, ui)
5: δ := (wi, ui)
6: if i > 0 then
7: σi−1 :=

√
(si−1, si−1)

8: ζi−1 :=
√

(zi−1, zi−1)
9: end if

10: mi := M−1wi
11: ni := Ami

12: if i > 0 then
13: βi := γi/γi−1; αi := (δ/γi − βi/αi−1)−1

14: else
15: βi := 0;αi = γi/δ
16: end if
17: zi := ni + βizi−1
18: qi := mi + βiqi−1
19: si := wi + βisi−1
20: pi := ui + βipi−1
21: xi+1 := xi + αipi
22: ri+1 := ri − αisi
23: ui+1 := ui − αiqi
24: wi+1 := wi − αizi
25: if i > 0 then
26: eri−1 := 2αi−1σi−1ψ
27: esi−1 := 2βiσi−1ψ + 2αi−1ζi−1ψ
28: ewi−1 := 2αi−1ζi−1ψ
29: ezi−1 := 2βiζi−1ψ
30: if i = 1 or replace = true (set replace := false) then
31: dri := eri−1; dsi := esi−1; dwi := ewi−1; dzi := ezi−1
32: else
33: dri := dri−1 + αi−1d

s
i−1 + eri−1

34: dsi := βid
s
i−1 + dwi−1 + αi−1d

z
i−1 + esi−1

35: dwi := dwi−1 + αi−1d
z
i−1 + ewi−1

36: dzi := βid
z
i−1 + ezi−1

37: end if
38: if dri−1 ≤ τ

√
γi−1 and dri > τ

√
γi (set replace := true) then

39: si := Api
40: qi := M−1si
41: zi := Aqi
42: ri+1 := b−Axi+1

43: ui+1 := M−1ri+1

44: wi+1 := Aui+1

45: end if
46: end if
47: end for
48: end procedure
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