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ABSTRACT

In this paper we present a hybrid approach to segment and classify contents of document images. A Document Image is

segmented into three types of regions: Graphics, Text and Space. The image of a document is subdivided into blocks and

for each block five GLCM (Grey Level Co-occurrence Matrix) features are extracted. Based on these features, blocks are

then clustered into three groups using K-Means algorithm; connected blocks that belong to the same group are merged.

The classification of groups is done using pre-learned heuristic rules. Experiments were conducted on scanned newspapers

and images from MediaTeam Document Database.

KEYWORDS: Information Retrieval, Document Image Analysis, Texture segmentation, Grey Level Co-occurrence
Matrix (GLCM), K-Means Clustering, Feature extraction

1 INTRODUCTION

Paper has been and still is one of the major me-
dias used by people to share knowledge around the
world. Although the large amount of documents are
nowadays created using computer, there are still situ-
ations (structuring of archives documents, processing
of scanned documents) where there is a need to pro-
cess document images in order to use them in a more
adequate way. Storing document into an appropriate
digital format makes it easier to retrieve and analyze
the content.

Document segmentation is a critical step in doc-
ument processing, which is done according to some
criterion of homogeneity; the criterion of homogeneity
used, in the context of document analysis, is the con-
nected zones of text, graphics and space. This pro-
cess often acts as a prelude to other document pro-
cesses, amongst which we have OCR (Optical Char-
acter Recognition) of text regions, graphics extraction
from newspaper [1], text strings extraction from en-
gineering drawings [2, 3] and pornography graphics
analysis [4]. To get a good performance from these
processes, document segmentation is one of the im-
portant factors, hence robust and efficient techniques
are required for this process.

Several approaches for text/graphics separation in
a document have been proposed and examined [2, 5,
6, 7, 8, 9]. Texture analysis is one of the possible solu-
tions to segment different contents of the document; it
has been used in many applications to detect, segment
and classify images based on local spatial variations of
intensity and color [10, 11, 12]. Texture is believed to
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be an important feature to discriminate the contents
of zones. Different local textures in an image can de-
scribe different physical characteristics corresponding
to different parts of a surface.

Human vision can distinguish the zones of text
and graphics far away before clear graphics and text
letters can be read, and this shows that contents of the
document can be recognized by using texture features.

Many systems based on these approaches have
some limitations. Most of them only perform clas-
sification into text and non-text zones. In some cases
the processing time is relatively high or there are lots
of assumptions. In many applications it is important
to be able to extract text, graphics and space zones.
For instance it could be interesting to find a correla-
tion between the text and the graphics that are on
the same document, or to classify a document based
on graphics of documents.

In this paper we present a new approach, based on
GLCM texture characterization, K-means clustering
and adaptive heuristic rules, that segments and clas-
sifies zones of documents into one of the 3 categories:
text, graphics, space. The rest of the paper is orga-
nized as follows: related previous works for document
segmentation and zone classification are presented in
section two, section three describes our approach, ex-
perimental results are presented in section four, and
future works and conclusion are provided in the last
section.

2 RELATED WORKS

There are three main approaches to document seg-
mentation: bottom-up [6, 13], top-down [14] and
hybrid [5, 7, 8, 9, 15, 16].
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The process using bottom-up techniques starts
from pixel level, pixels are then merged into larger
components such as homogenous square blocks; con-
nected blocks that have the same characteristics are
then merged to form homogeneous regions.

When compared to top-down techniques, bottom-
up techniques are more efficient when it comes to han-
dling complex layout documents, but have the disad-
vantage of having a high processing time.

Top-down techniques, like X-Y cuts [14], proceed
by starting from the whole image and split it recur-
sively into different zones until regions in the zone
share the same features. Top-down techniques are effi-
cient for good layout structured documents but often
fail in complex layout. There are also hybrid tech-
niques that mix the two previously mentioned tech-
niques. Segmentation using texture analysis falls un-
der the latter category.

Zone classification of a document aims to discrimi-
nate the content of the zones into one of the predefined
categories, such as graphics, text, space, noise and
tables. The value for each feature is extracted from
samples and trained using different Artificial Intelli-
gence techniques. The knowledge extracted is then
used to classify zones of the document. Duong et
al. [16] simply use some criteria on entropy to classify
zones into text or non text zones. Problems for text
region extraction have been well studied. Other than
traditional bottom-up and top-down approaches, var-
ious ideas have been proposed to extract text regions
from different document categories. Zheng et al. [7]
segment and classify black-white noisy document into
three different categories: machine printed text, hand-
writing text and noise; connected components are ex-
tracted based on geometric proximity and size. Com-
ponents are then classified into one of the three cat-
egories using 31 features selected from 140 features
and trained by Fisher classifier. Features like region
size, stroke orientation, stroke length, run-length his-
togram and texture of the component, etc. are widely
examined. Duong et al. [16] extract text regions from
printed document images; a binary image is built us-
ing features of cumulative horizontal gradient, bound-
ing boxes of the components in the binary image are
then extracted as potential text regions, potential re-
gions are classified as text or non text regions using
geometric and entropy texture features. Yuan and Tan
[6] extract text regions from a gray scale document im-
age using edge information by performing Canny edge
detection on the image; and edges that have similar
orientations are then merged into larger edge by per-
forming horizontal smoothing. Straight lines are fitted
into these edges to construct a bounding box by using
some defined heuristics rules to find the best match-
ing pair of the straight lines. Such approaches show
efficiency and fast processing speed, but it is assumed
that all texts are oriented in the same direction in the
image. In the next section we present our method.

Document Post-Processing
Adjust Component Edges

Document Pre-Processing
Color Intensity Reduction

Image Subdivision
into Blocks

GLCM Texture Extraction
for Blocks

Group Blocks Using
K-Means Clustering

Merge Blocks into
Component

Classify Groups using
Derived Heuristic Rules

Further Processing
OCR, Graphics Analysis

etc.

Derived 
Features Ranking Relation

Load Document Image

Figure 1: Flowchart of the system

3 METHOD DESCRIPTION

The algorithm segments and classifies regions of the
document into three categories (text, graphics, space)
using GLCM texture features. Document segmenta-
tion is done by performing texture analysis and zone
classification is done by using heuristic rules learned
from sample images.

For segmentation, an image is subdivided into
small blocks, 5 GLCM texture features for each block
are then extracted to form a feature vector of 5 compo-
nents for each block. Standardization and normaliza-
tion are then performed on feature vectors. The next
step consists of using K-Means clustering to classify
these blocks into 3 different classes. Connected com-
ponents operation is then performed to merge con-
nected blocks into a single region.

For zone classification, K-Means clustering clas-
sifies blocks into one of the 3 groups, each group is
further classified into one of the predefined categories
by examining centroid values using heuristic rules, a
centroid value is obtained when performing K-Means
clustering. The flowchart of the system is shown in
Figure 1.

Based on result of the zone classification, bound-
ing boxes are then put around the components of the
text and graphics regions and labeled accordingly.
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3.1 Image subdivision

The document is subdivided into blocks; block size
is predefined and changes correspond to the size of
the image document. Each block becomes the small-
est unit for further processing. For an image Img is
defined as

Img = {pij , 0 ≤ i < H, 0 ≤ j < W} (1)

where pij is a pixel at location i, j; H and W are
respectively the height and the width of the image.
The subdivision of Img into blocks can be expressed
as

Img = {bIJ , 0 ≤ I <
H

h
, 0 ≤ J <

W

w
} (2)

where bIJ is a block at Ith row and Jth column; h

and w are respectively the height and the width of
the blocks. A block bIJ is defined as

bIJ = {pij , h×I ≤ i < h×(I+1), w×J ≤ j < w×(J+1)}
(3)

3.2 Feature extraction

Co-occurrence features [17, 18, 19] are a popular and
effective texture descriptor using statistical approach.
Given an image of n gray levels, characteristics of
images are estimated from the second-order statis-
tical features by considering the spatial relationship
of pixels in the image. A GLCM element Pθ,d(i, j)
is the joint probability of the gray level pairs i and
j in a given direction θ separated by distance of
d units. For each region of interest (ROI) in this
work, five features are determined for texture dis-
crimination: Energy(ENR), Entropy(ENT), Sum En-
tropy(SEN), Difference Entropy(DEN), and Standard
Deviation(STD), their definitions are given by the
equations(4-8). Each subdivided block is an indepen-
dent ROI. Multi-distance and multi-direction can be
used to extract a large number of features. In our
method we extract GLCM features using one distance
d = {1}, and four direction θ = {0o, 90o, 180o, 270o},
which result in 20 i.e ( 1 × 4 × 5) features extracted
for each block.

ENR =

n−1
∑

i=0

n−1
∑

j=0

P 2
d (i, j) (4)

ENT = −
n−1
∑

i=0

n−1
∑

j=0

Pd(i, j)log2Pd(i, j) (5)

SEN = −
2n−2
∑

k=0

Px+y(k)log2Px+y(k) (6)

DEN = −
n−1
∑

k=0

Px−y(k)log2Px−y(k) (7)

STD =

√

∑n−1

i=0

∑n−1

j=0
(Pd(i, j) − µ)2

n × n
(8)

where

µ =

∑n−1

i=0

∑n−1

j=0
Pd(i, j)

n × n
(9)

Px+y(k) =
n−1
∑

i=0

n−1
∑

j=0

Pd(i, j) (10)

for i + j = k, k = 0, 1 . . .2n − 2

Px−y(k) =

n−1
∑

i=0

n−1
∑

j=0

Pd(i, j) (11)

for |i − j| = k, k = 0, 1 . . . n − 1

GLCM features extraction (GFE) can be expressed as

GFE : Img → Img × Rp (12)

where

GFE(bIJ) = F (GLCM(bIJ)) = (bIJ , fp) (13)

where fp is the feature vector and p is the number
components (features extracted from bIJ).

The GLCM function introduced in (13) can be de-
fined as

GLCM : Img → Mn×n(N) (14)

where Mn×n(N) is the set of square matrices with the
dimension n × n. The function in (14) takes a block
bIJ of the image Img and returns its GLCM , given a
direction and a distance.

The F function introduced in equation (13) can be
defined as

F : Mn×n(R) → Img × Rp (15)

where the function of equation (15) takes a GLCM of
a block bIJ and returns (bIJ , fp).

3.3 Feature Standardization and

Normalization

The scales of individual features can differ drastically.
This disparity can be due to the fact that each feature
is computed using a formula that can produce various
range of values. Another problem is that, features may
have the same approximate scale, but the distribu-
tion of their values has different means and standard
deviation. In this work we use statistical normaliza-
tion(standardization), that independently transforms
each feature in such a way that each transformed fea-
ture distribution has means equal to 0 and variance
equal to 1. A further normalization is performed to
enable all the features to have the same range of values
that will result in an equal contribution of weight for
the similar measure when classifying blocks [20, 21].
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Let p be the number of features and m the size of the
distribution, features matrix X is defined as .

X =







x11 . . . x1p

...
. . .

...
xm1 . . . xmp






(16)

where Xij is the jth feature of the ith candidate for
i = 1, 2, . . .m and j = 1, 2, . . . p)
the corresponding standardized value is newXij and
is defined as (17)

newXij =
(Xij − Xj)

σj

(17)

where Xj is the mean defined in equation (18) and σj

the standard deviation defined in equation (19)

Xj =
1

m

m
∑

i=1

Xij (18)

σj =

√

√

√

√

1

m − 1

m
∑

i=1

(Xij − Xj)2 (19)

3.4 Grouping Same Content Blocks Using

K-Means clustering

Document segmentation is to segment the document
into different contents. In this system, segmentation is
done by the observation that same content share sim-
ilar texture information. Texture of the areas of same
content in the document are assumed to be similar,
e.g. texture for text regions should be similar to each
other, texture of the areas of space should be similar
and texture of the graphics areas should be close as
well. From this observation, the result, after cluster-
ing blocks into three groups using K-Means with the
GLCM texture information as the clustering criteria,
each group should be one of these identities: Graphics,
Text or Space.

K-means clustering [22, 23, 24] is a basic and effec-
tive algorithm. It splits a set of objects into a selected
number of groups; every object is compared to the cen-
troid value of each group and assigned to the group
that has most similar properties with the object. The
centroid value is updated by taking the average of all
the objects that belong to the group. This process
is repeated until there is no change from the previ-
ous round compared to the current one. For K-Means
clustering, K is specified by the user; in our case, K
is 3, representing the three major different contents
inside document images: text, graphics and space.

The clustering (CMk) of blocks of an image Img

defined at equation (2) using K-Means after GLCM
features have been extracted from blocks can be ex-
pressed in equation (20):

CMk : Img × Rp → Img × Rp × {1, 2, . . . , k} (20)

The K-Means clustering function CMk takes blocks
(bIJ , fp) and returns it with a label (l) that speci-
fies the number of the cluster to which it belongs. In
other words CMk(bIJ , fp) = (bIJ , fp, l) means that
the block bIJ belongs to the cluster l. The K-means
clustering is then a process of partitioning Img into
gl, where gl is expressed as

gl = {bIJ ∈ Img|dl(bIJ) < dm(bIJ) for l 6= m, 1 ≤ m ≤ k}
(21)

where dl(bIJ) is a distance between block the bIJ and
the cluster l

We then have Img = ∪k
i=1gi and gi ∩ gj = ∅ for all i

and j elements of {1, 2, . . . , k} such that i 6= j. Given
the parameter k (number of clusters) the K-Means
algorithm can be performed as in the following steps:

1. Initial k prototypes {uo
1, u

o
1, ...u

o
k} by randomly

selecting from feature vectors.

2. Assign each feature vector to its nearest proto-
type.

3. Update each prototypes as an average of feature
vectors that belong to the cluster.

4. Repeat step 2. and 3. until there are no changes
or maximum iteration reached.

3.5 Homogeneous Region Detection

Three contents of interest may contain component re-
gions separated spatially in the document; for exam-
ple, a document may contain two or more separated
graphics or text paragraphs. The process of the doc-
ument segmentation is then done by merging all the
adjacent blocks into components. Location, width,
height and class of each merged component is then
extracted for later processing.

In our context, two blocks bi and bj are said to
be adjacent if they both belong to the same cluster
and there exist pixels xi ∈ bi and xj ∈ bj such that xi

and xj are 8-neighbor[25]. The connectivity is further
considered according to this adjacency.

Homogeneous region detection is the process that
merges all the 8-connected blocks into a single con-
nected component[25, 26]. One of the general algo-
rithms used is to scan through the document image
from top-left to bottom-right, when the algorithm en-
counters an unlabeled block, a new label Ci is then as-
signed to the block and recursively to all the adjacent
blocks that belong to the same cluster. After one pass
of scan, segmentation of image Img is obtained by
having the connected components Ci(i = 1, 2, . . . , ncc)
where ncc is the number of components), and each
component belongs to a specific cluster group l where
l = 1, 2 or 3

3.6 Zone Classification

After the process of the clustering and connected com-
ponents operation, the content of the clustered groups
are classified into text, graphics and space zone by
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using the rank of texture features between different
contents. Instead of training a classifier to obtain a
threshold to classify each content of the 3 clustered
groups in high dimensional spaces; rank relationship
of the texture features between three different con-
tents is studied and used for classification. The vi-
sual criteria are usually similar for documents from the
same category, i.e. similar text font, paper material
and graphics resolutions; hence texture information
from different contents may each converge to a differ-
ent value. The rank of the contents of the converged
values may also tend to be stable for the documents
within the same category. From this intuition, a sta-
tistical approach is used to study the rank relation of
the texture features between different contents.

Twenty sample image documents are selected,
each document is subdivided into blocks and classi-
fied into three groups. We studied the centroid values
produced by K-Means clustering; the results showed
that the rank order of 5 selected GLCM features are
highly related to the contents of the groups. By study-
ing the 3 centroid values produced from sample im-
ages, GLCM texture features for the three different
categories are well relate to each other, heuristic rules
are defined and shown in Table 1. By applying these
heuristic rules to the sample documents, error rates
are 5% for Standard Deviation, 10% for Difference
Entropy and 0% for other features. Zone classifica-
tion is then performed using a scoring function based
on the relations in table 1 as explained in the following
paragraph.

After K-means clustering, three classes are formed
and represented by the outputs fij , where i = 1, 2, 3,
j = ENR, ENT, SEN, DEN, STD, and fi∗ repre-
sents the components of the centroid of the class Ci,
and each centroid has five components(Energy, En-
tropy, Sum Entropy, Difference Entropy, Standard De-
viation).

Table 1 represents the most probable ranking
of the feature values for the three different cate-
gories(text, space, graphics). For simplicity in the
SCORING function below, Energy, Entropy, Sum En-
tropy, Difference Entropy, and Standard Deviation
will be represented by 1, 2 , 3, 4 and 5 respectively.
The expression Scr(C, Cl) represents the score of the
class Cl for the category C.

The scoring function is defined as follows

SCORING(Ci, i = 1, 2, 3)

1: for c ∈ { Text,Graphics, Space} do

2: for j=1 to 3 do

3: Scr(c, j) = 0
4: end for

5: end for

6: for i = 1 to 5 do

7: S = {C1, C2, C3}
8: j = 1
9: while |S| > 0 do

10: Ck = ArgminCi
(fi(S))

11: S = S − {Ck}
12: Scr(h(i, j), Ck) = Scr(h(i, j), Ck) + 1

13: j = j+1
14: end while

15: end for

- fi(S) is the function that returns the set of the ith

features of the elements of the set S.

- Argmin(fi(S)) is the function that gives the class
Ci minimizing the function fi(S).

- h(i, j) gives the category for the rank j of the ith

feature.
After construction of Scr(C, Cl) a label: text,

graphics or space is assigned to each class by choos-
ing the category that achieved the highest score. For
example a document with the centroids as shown in
table 2 will produce the rankings as shown in table 3
and scores as shown in table 4, which results in classes:
Classes 1, 2 and 3 being labeled text, space and graph-
ics respectively.

Table 1: Features Relation
Features Category Relation
Energy Image < Text < Space
Entropy Space < Text < Image
Sum Entropy Space < Image < Text
Difference Entropy Space < Image < Text
Std Deviation Image < Text < Space

Table 2: A sample of centroid of classes

GLCM Feature Class 1 Class 2 Class 3

Energy 1 7 6
Entropy 8 9 5
Sum Entropy 1 8 2
Difference Entropy 7 1 6
Std Deviation 6 8 4

Table 3: Classes ranking

GLCM Feature Class 1 Class 2 Class 3

Energy Image Space Text
Entropy Text Image Space
Sum Entropy Space Text Image
Difference Entropy Text Space Image
Std Deviation Text Space Image

Table 4: Table of scores

Class 1 Class 2 Class 3
Text 3 1 1
Graphics 1 1 3
Space 1 3 1

4 EXPERIMENTAL RESULTS

Our method is implemented in C++ Builder 5.5. Pre-
processing and post-processing are used to reduce run-
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sult obtained from figure 3

ning time and to obtain better edges of the compo-
nents from blocks. Generally, segmented documents
using the texture approach have the disadvantage of
high computation time. Texture processing is very de-
manding computationally. To alleviate the high com-
putation costs, the bunching technique is used to re-
duce the range of the color intensity in the image.
Tests have shown the conversion of 24-bit color im-
ages into 64 gray level images does not affect per-
formance, but at the same time the running time is
reduced from minutes to seconds. Edge adjustment
is used to tune the edges for each component to re-
move noise introduced by the subdivision of the image
into blocks; small isolated regions that are identified
as space or text components within graphics regions
are set as graphics. Fifty document images are se-
lected from scanned newspapers, documents and sam-
ples from the articles section of MediaTeam Document
Database. Results show that our method can correctly
extract and classify text and graphics regions from im-
age documents. Test samples contain 158 separated
graphics and 209 text paragraphs; within the 50 im-
ages, most of graphics regions are correctly segmented
and classified as graphics zone, and most text portions
are segmented and classified as text zone. The results
also show that scratch graphics can easily be misclas-
sified as part of the text zone as the texture of the
scratch graphics is closer to the text: an example is
shown in Figure 6. Some small isolated texts like page
number may be misclassified due to post-processing
that changes the isolated graphics and text blocks
into space blocks. Two performance measurements
are performed for both graphics and text zones: Ex-
traction Rate(ER) , and Misclassification Rate(MR)
and are defined in equations 22 and 23.

ER =
Number of blocks correctly extracted

Number of Expected Correct Blocks
(22)

MR =
Number of misclassified blocks

Number of Expected Correct Blocks
(23)

For graphics zones, the Number of blocks correctly
extracted is the number of graphics blocks that have
been correctly classified and the Number of misclassi-
fied blocks is the number of graphics blocks that have

(a) (b)

(c) (d)

(e)

Figure 3: A scientific document (a)Original document

(b) Image subdivided in blocks (c)Graphics Zone, (d)Text

Zone, (e)Space Zone

been classified as text or space zones as well as the
text and space blocks that have been classified as im-
age zone. Table 5 shows the result of the performance.
The extraction rate of the graphics zone is lower than
text zone and the misclassification rate of the graph-
ics zone is higher than the text zone because some
portions of the graphics that contain text or a large
portion of monochromatic color are easily misclassified
as text and space, as shown in Figure 6.

Size of the test images vary from 380 × 528 to
2100 × 3200, running time for 1449 × 2021 image is
about 3 seconds on a Pentium 4 computer. Some ex-
perimental results for separation and classification can
be seen from Figure 3 to Figure 6.

Table 5: Experimental Results, NEC = Number of ex-

pected correct of blocks, NCE= Number of blocks cor-

rectly extracted, NMB = Number of misclassified blocks.

NEC NCE NMB ER MR
Graphics 28737 26009 3603 90.51% 12.54%
Text 42059 40557 3752 96.43% 8.92%

Average 70796 66566 7355 94.03% 10.39%
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(a) (b)

(c) (d)

Figure 4: Experiment result for P00545 from Article Sec-

tion, MediaTeam Document Database, resized to 734 ×

1024(a)Original document (b) Graphics Zones (C) Text

Zones (d) Space Zones

(a) (b)

(c) (d)

Figure 5: Experiment result for P00836 from Article Sec-

tion, MediaTeam Document Database, resized to 702 ×

1024 (a)Original document (b) Graphics Zones (C) Text

Zones (d) Space Zones

(a) (b)

(c) (d)

Figure 6: One of the experiment results, scratch graphics

is misclassified into Text Zones and portions of monochro-

matic color graphics are misclassified as space. (a)Original

document (b) Graphics Zones (C) Text Zones (d) Space

Zones

5 FUTURE WORKS AND CONCLUSION

We have presented a method that starts of by subdi-
viding a document image into blocks and then clusters
them in order to separate and classify the contents of
this document. To perform this task two parameters,
the block width and the block height are needed. If
block size is too small, it may not have sufficient in-
formation for classification, and if block size is too
large, different types of components may be mixed
within the same block. After some experiments we
have found it suitable to set 3 different default block
sizes, 8 × 8, 16 × 32 and 40 × 60 for small, medium
and large documents respectively. Knowledge on the
size of the contents and the appropriate block size is
one of the important factors for successful separation.
Future work will involve finding an adaptive method
based on the context to set appropriate block sizes to
increase the accuracy of the results. One of the re-
maining problems is the frontier of each component,
since each block has been treated as a unit which may
result in a block containing two or more different con-
tents and this usually occurs around the frontier of
the components. Post-processing for finding better
frontiers is needed for the increase in accuracy of the
segmentation.

The approach used to classify the content type
of the clustered groups is by using the rank of the
texture features between different contents. It will be
interesting to investigate if the similar heuristic rules
can be extracted from the different categories of the
documents.

We have presented a hybrid method using texture
approaches to extract text, graphics and space zones
from a gray scale document image. Tests result have
shown that tasks are carried out in a reasonable time
and fairly accurate for separation and classification in
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document images.
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